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ABSTRACT

DYNAMIC MODELING, CONTROL AND OPTIMIZATION OF PEM FUEL CELL
SYSTEM FOR AUTOMOTIVE AND POWER SYSTEM APPLICATIONS

Woon Ki Na, Ph.D.

The University of Texas at Arlington, 2008

Supervising Professor: Bei Gou

This dissertation is focusing on fuel cell dynamic modeling and control, the optimization design of fuel cell systems, power electronics interface designs, and control for the fuel cell based hybrid system.

First, a dynamic PEM fuel cell model is proposed as a nonlinear, multiple-input, multiple-output (MIMO) system so that feedback linearization can be directly utilized and the PEM fuel cells can be protected through the controller. For the design of the dynamic model PEM fuel cells, all possible water effects are considered, and the anode and cathode gas pressures, as well as the fuel cell voltage are defined as the control objectives. In terms of optimization of the fuel cell systems, the efficiency and the cost
models of fuel cell system have been optimized under various operating conditions using a multi-objective optimization technique, the SQP (sequential quadratic programming) method.

Second, due to a slow dynamics of fuel cell system by nature, it is recommended to have an additional auxiliary power such as ultra-capacitors or battery during transients to improve system performance in stationary power and transportation applications. Using ultracapacitors and bidirectional converter with the fuel cell system can be a possible solution to the problem of slow dynamics of the fuel cell system. In this research, we present a combined small signal ac equivalent circuit model consisting of bidirectional converter, PEM fuel cell, and ultracapacitor for the purpose to design an appropriate controller for the bidirectional converter during buck and boost mode. Transient performance of the fuel cell based hybrid system including fuel cell model, ultracapacitor and bidirectional converter is simulated.

At last, a supervisory control strategy for a hybrid power system consisting of fuel cell, solar cell and energy storage is proposed. Using ultra-capacitors and photovoltaic (PV) panel together with a fuel cell system is another feasible consideration to provide a sufficient power supply for residential areas. Four modes of operations of this hybrid power system are defined for the proposed supervisory control. The proposed hybrid power system is simulated and analyzed based upon the supervisory control algorithm in Matlab/Simulink environment.

Therefore, this dissertation will be a good platform for modeling, control and optimization of the fuel cell system and its applications such as hybrid power systems.
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CHAPTER 1
INTRODUCTION

1.1 Background

A fuel cell system is widely regarded as one of the most promising energy sources due to its high energy efficiency, extremely low emission of oxides of nitrogen and sulfur, very low noises, and the cleanliness of its energy production. In addition, a fuel cell system can be run with other conventional and alternative fuels such as hydrogen, ethanol, methanol, and natural gas. Based on the currently used types of electrolytes, fuel cells are classified into polymer electrolyte membrane fuel cells (PEMFCs), solid oxide fuel cells (SOFCs), phosphoric acid fuel cells (PAFCs), molten carbonate fuel cells (MCFCs), alkaline fuel cells (AFCs), direct methanol fuel cells (DMFCs), zinc air fuel cells (ZAFCs), and photonic ceramic fuel cells (PCFCs) [1].

To date, Polymer Electrolyte Membrane Fuel Cells (PEMFCs), known as PEMFCs, have been considered as the best candidate for the fuel cell vehicle and small and mid-size distributed generators because it has a high power density, solid electrolyte, long stack life, and low corrosion. Besides, PEMFCs operate at low temperatures (50–100 °C), which enables fast start-up. Thus, PEMFCs are particularly attractive for transportation applications that require rapid start ups and fast dynamic responses over transient times (stop and go, acceleration and deceleration).

The fuel cells have a greater efficiency than internal combustion engines. It [2] notes that the efficiency of a fuel cell vehicle using direct hydrogen from the natural gas
is two times greater than that of an internal combustion engine vehicle. However, for the commercialization of fuel cell vehicles, their performance, reliability, durability, cost, fuel availability and cost, and public acceptance should be considered [3]. Specially, the performance of the fuel cell systems during transients is one of key components for success of commercialization of fuel cell vehicles. Therefore, during transients, in order to generate a reliable and efficient power response and to prevent membrane damage as well as detrimental degradation of the fuel cell stack voltage and oxygen depletion, it is necessary to design a better control scheme to achieve optimal air and hydrogen inlet flow rates—i.e., fuel cell control system that can perform air and hydrogen pressure regulation and heat/water management precisely based on the current drawn from the fuel cell system [4, 5].

Since the fuel cell efficiency is closely related to the fuel cell economics, a multi-objective optimization study regarding the efficiency and cost of the fuel cell systems is also needed to get the cost effective fuel cell system.

As for the dynamics responses of fuel cell system, because the fuel cell system has a slow dynamics by nature, it is recommended to have an additional auxiliary power such as ultra-capacitors or battery during transient times to improve system performance in stationary power and transportation applications. With using ultracapacitors or battery and bidirectional converter into a hybrid power generation system, it can be a good solution for compensating the problem regarding the slow dynamics of the fuel cell system.
Hence, in this thesis, the advanced control method of PEM fuel cells system and optimization study and hybridization of the fuel cell system will be delivered as the main topics.

### 1.2 Fuel cells Overview

A fuel cell is an electrochemical energy device that converts the chemical energy of fuel directly into DC electricity and heat, with water as a byproduct of the reaction.

![Fuel cell diagram](image)

**Figure 1.1 Fuel cell directly generates DC electricity**

In terms of producing electricity by electrochemical process, a fuel cell is similar to a battery but a fuel cell requires continuous fuel and oxidant supplies to generate electricity constantly, while a battery does not need any external fuel supply except for recharging when external electricity is applied.

As seen in Figure 1.1, a fuel cell generates electricity at efficiencies of 40% to 60% in a single step [4] and it does not involve in any moving part [5]. Due to its high
efficiency and low noises, it can be used in stationary power applications and can be extended to the transportation applications based on selecting a type of fuel cells. In the 1960, the first practical PEM fuel cells were developed and these fuel cells were used in the Gemini program for space applications. Since then, fuel cells have been successful in the U.S. space program but for terrestrial applications, just the last 10 to 15 years have been remarkable for terrestrial applications. In 1993, Ballard Power System demonstrated fuel cell powered buses. All major automotive manufacturers already developed prototypes of fuel cell vehicle in the late 1990s and the early 2000s, which are undergoing test in the U.S, Japan and Europe. For stationary power applications, more than 2500 fuel cell stationary power systems have been installed globally for hospital, building, utility power plants, and so on. In 2005, Samsung Electronics also unveiled a prototype of fuel cells that run a laptop for 15 hours for portable power applications. However, there are many challenges and technical issues of commercialization of fuel cells. The most significant problems are reducing fuel cells costs as well as improving fuel cell operating liability.

1.3 Literature Review

To develop a control algorithm of PEMFCs, in the first step, the PEM fuel cell system has to be accurately modeled to apply a suitable nonlinear control technique. Many PEMFCs models, including both stationary and dynamic models [6–18] have been reported in the literatures or the control design applied to a fuel cell vehicle [6–8, 21] and a distributed generation system [19, 20]. Unfortunately, those models are
mainly for experimental verifications other than control design [9–18] or for prediction of the fuel cell phenomenon by analyzing an electrochemical reaction, the thermodynamics, and the fluid mechanics. Recently, Purkrushpan et al. [6] developed a control-oriented PEMFC model that includes flow characteristics and dynamics of the compressor and the manifold (anode and cathode), reactant partial pressures, and membrane humidity.

However, because of the nonlinear relationship between stack voltage and load current shown in the V–I polarization curve [1] and the state equations [6, 17], it is a challenge to develop a nonlinear controller for the PEMFC. Because of operational parametric uncertainties such as the parametric coefficients for each cell on kinetic, thermodynamic, and electrochemical foundations and the resistivity of the membrane for the electron flow, the linear PEMFC models proposed by Purkrushpan et al. [6-9] and L. Y. Chiu et al. [17] using Jacobian linearization via a Taylor series expansion at the nominal operating point can not easily achieve a satisfactory dynamic performance under large disturbances. An accurate nonlinear dynamic model is required to develop an advanced the fuel cell control system considering the nonlinearity and uncertainty that need to be proposed.

A. Sakhare et al. [22] developed a fuzzy control system for a boost DC/DC converter of a fuel cell system. Neural optimal control was presented for the PEMFC by using artificial a neural network (ANN) in [23]. However, instead of controlling the PEM fuel cell system, the neural optimal control is mainly focused to derive a new

5
architecture to synthesize an approximated optimal control by means of ANN, where the PEM fuel cell was chosen as a test bed.

In terms of optimization of PEMFCs, at present, although many techniques about optimization of fuel cell systems have been developed, many of them [24, 25] are restricted to only one optimization objective such as its performance or cost. However, because these different optimization objectives are coupled or affected each other, only considering one is not realistic or practical. Lately, a few studies of multi-objectives concerning the cost and performance of fuel cell systems have been reported in the literature [70]. Xue and Dong [70] searched for the optimal design of a Ballard fuel cell system with the consideration of the fuel cell system performance and cost. In their work, two system parameters, the active stack intersection area and air stoichiometric ratio were selected as the design variables in the joint optimization. Frangopoulos and Nakos [48] studied the optimal design of the 5kW PEM fuel cell where the fuel cell power density and the present worth of the life cycle cost of the system were used as the objectives of optimization.

The fuel cell system intrinsically has a slow response time due to its chemical reaction and its voltage varies under the load changes. For instance, the fuel cell voltage reaches to the maximum when no load is applied, while it drops as load currents increases. Particularly for high currents, significant voltage drop can be seen due to the activation overvoltage and ohmic resistance losses in the membrane [1]. Thus, a secondary energy source is needed to satisfy the load demands. Up to date, many studies regarding using the secondary power sources for the fuel cell system have been
performed [28-32]. Most studies have been conducted for transportation applications [28-32]. Lately, U. Unzunoglu and Alam [32] used the ultracapacitor in parallel to fuel cell systems without using a bidirectional converter for residential applications. This control scheme may create a problem regarding efficiently charging and discharging the ultracapacitor during transients.

By the literature review, the problems regarding control, optimization and power applications of PEMFCs have been identified.

1.4 Research Objective

There are three research objectives in this thesis. First is about modeling and control of PEMFCs. The new dynamic nonlinear model of PEMFCs is proposed, which considers all possible water components in the fuel cells and therefore more accurate fuel cell modeling can be achieved. In terms of control approach of PEMFCs, the feedback linearization, a well-known nonlinear approach, is applied to design a controller based on the proposed nonlinear dynamic fuel cell model, to achieve more robust transient behavior. By doing so, the fuel cell stack life can be prolonged and the fuel cell system can be protected by minimizing the deviations between the anode and cathode gas pressures [7, 21].

The change of the stack temperature dramatically affects the output current and the output power of the fuel cells system. In order to achieve better qualities of output current and output power, a new thermal equivalent circuit of PEMFCs is proposed, which makes it easier to develop the temperature control algorithm for PEMFCs.
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Second is the optimization of PEMFCs. A multi-objective optimization technique is applied to optimize two objectives, the efficiency and the cost of the fuel cell system under different operating conditions. By defining the system pressure, hydrogen and air stoichiometric ratios, the cell voltage and current density as design variables, the structure of more cost effective fuel cell system with a high efficiency can be determined.

The last topic is an application of this fuel cell system. Since the fuel cell system has a slow dynamics by nature, it is recommended to have an additional auxiliary power such as ultra-capacitors or battery during transients to improve system performance in stationary power and transportation applications. Using ultracapacitors and bidirectional converter with fuel cell system can compensate the problem of slow dynamics of the fuel cell system. In this study, we present a combined small signal ac equivalent circuit model consisting of a bidirectional converter, a PEM fuel cell, and an ultracapacitor for the purpose to design an appropriate controller for the bidirectional converter. Other things are hybridization and integration of the fuel cell system with other systems solar cell system, ultracapacitor, power conditioning units and reformer.

1.5 Thesis Outline

In Chapter 1, background of the thesis, the fuel cell overview, literature review and the research objective are described. Chapter 2 explains the general information of fuel cell systems and presents a nonlinear dynamic model of PEMFCs to develop its control algorithm. The thermal equivalent circuit is provided to design a suitable
temperature controller. In Chapter 3, a nonlinear controller is designed based on the proposed nonlinear dynamic model to prolong the stack life of PEM fuel cells. Feedback linearization is applied to the PEM fuel cell system so that the pressure deviation between the anode and the cathode in the stack can be kept as small as possible during disturbances or load variations. The proposed dynamic model was tested in Matlab/Simulink environment. The simulation results are provided such that PEMFCs equipped with the proposed nonlinear controller have better transient performances than those with linear controller. In addition to the nonlinear controller, a temperature controller for PEMFCs is proposed and tested using the proposed thermal equivalent circuit model of PEMFCs through Matlab/Simulink simulation.

Chapter 4 involves a multi-objective optimization study of PEMFCs. The efficiency and cost model of PEMFCs for 50kW automotive applications are presented and the efficiency and the cost of the fuel cell system have been optimized under various operating conditions.

In Chapter 5, a small signal transfer function of bidirectional converter with the fuel cell and ultracapacitor is presented. Also, the control scheme design of the charging a discharging for the ultracapacitor via bidirectional converter is explained. The simulation results for the proposed controller are given in the chapter. For a fuel cell based the hybrid power system and its coordination with other systems like ultracapacitor and photovoltaic system, a supervisory control strategy of the hybrid system is also discussed.

Chapter 6 provides a conclusion and future work of the thesis.
CHAPTER 2

PEM FUEL CELLS SYSTEMS MODELING

2.1 Introduction

For preliminary fuel cell power system planning, stability analysis, control strategy synthesis, and evaluation, an appropriate dynamic model of a fuel cell system is desired. Since the existing control oriented models [4, 5, 6] do not contain all water components, which are one of the important factors of fuel cell systems [1], it is difficult to design an accurate dynamic fuel cell model based on the existing models. The main objective of developing a dynamic model of PEMFCs is to design a nonlinear control strategy to prevent fuel cell stack damage and to prolong the stack life by controlling the anode and cathode gases pressures. In this chapter, general knowledge of fuel cell systems is discussed in Section 2.2. For modeling of PEMFCs, the PEMFCs voltage model, its thermal equivalent circuit model, and the state space dynamic model are presented in Sections 2.3, 2.4, and 2.5 respectively. With using these models of the fuel cells, an appropriate controller of fuel cell systems can be designed and the details are described in Chapter 3.

2.2 Fuel Cell Systems

A fuel cell produces electrical energy in a direct manner by converting the chemical energy of fuel directly into electricity and heat, with water as a by product of
the reaction. A single fuel cell consists of an electrolyte and two catalyst-coated electrodes (a porous anode and cathode) in Figure 2.1. Several different types of fuel cells are classified by the kind of electrolyte in Table 2.1.

Table 2.1 Different Types of Fuel Cell [1, 5]

<table>
<thead>
<tr>
<th>Fuel Cell Type</th>
<th>Alkaline (AFC)</th>
<th>Proton Electrolyte Membrane (PEMFC)</th>
<th>Phosphoric acid (PAFC)</th>
<th>Molten carbonate (MCFC)</th>
<th>Solid Oxide (SOFC)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Electrolyte</td>
<td>KOH</td>
<td>Perfluoro-sulfonated acid polymer</td>
<td>Phosphoric acid</td>
<td>Combination of alkali (Li, Na,K)</td>
<td>Y2O3-stabilized ZrO2(YSZ)</td>
</tr>
<tr>
<td>Mobile Ion</td>
<td>OH⁻</td>
<td>H⁺</td>
<td>H⁺</td>
<td>CO₃²⁻</td>
<td>O²⁻</td>
</tr>
<tr>
<td>Operating Temperature</td>
<td>50–200°C</td>
<td>60-80°C</td>
<td>150-220°C</td>
<td>600-700°C</td>
<td>800-1000°C</td>
</tr>
<tr>
<td>Catalyst</td>
<td>Ni, Ag, and metal oxides</td>
<td>Pt</td>
<td>Pt</td>
<td>Ni(anode) Nickel oxide (cathode)</td>
<td>Co- ZrO2/ Ni- ZrO2 (anode), Sr-doped LaMnO3 (cathode)</td>
</tr>
<tr>
<td>Application and Notes</td>
<td>Space program (Apollo and space shuttle) since 1960</td>
<td>Automotive and small scale distributed generator and portable power</td>
<td>200kW stationary electric generation (UTC)</td>
<td>Medium to Large scale generation but demonstration stage</td>
<td>2kW to large scale generation but demo stage.</td>
</tr>
</tbody>
</table>

Although PEMFCs need a expensive catalyst (Pt) and many cares especially for water management and other control matters, its operation temperature is lower than other types of fuel cell and its start up time is faster and therefore PEMFCs are the best candidate for automotive applications and small scale distributed power generation (less than 200kW) as well as portable power systems. The basic operation chemical principle
of each fuel cell is the same and the differences are in use of electrolyte and catalyst. So, our research objective is related to PEMFCs and thereby the basic operation of PEMFCs and its voltage model will be explained in the following subchapter.

2.3 PEMFCs and Voltage Model

A PEM fuel cell consists of a polymer electrolyte membrane sandwiched between two electrodes (anode and cathode) in Figure 2.1. In the electrolyte, only ions can pass by, and electrons are not allowed to go through. So, the flow of electrons needs a path like an external circuit from the anode to the cathode to produce electricity because of potential difference between the anode and cathode. The overall electrochemical reactions for a PEM fuel cell fed with hydrogen-containing anode gas and oxygen-containing cathode gas are as follows:

Anode: \( 2H_2 \leftrightarrow 4H^+ + 4e^- \)

Cathode: \( O_2 + 4H^+ + 4e^- \leftrightarrow 2H_2O \)

Overall reaction: \( 2H_2 + O_2 \leftrightarrow 2H_2O + \text{electricity} + \text{heat} \)

In practice, a 5-kW fuel cell stack, such as a Ballard MK5-E PEMFC stack, uses a pressurized hydrogen tank at 10 atm and oxygen taken from atmospheric air [24, 25]. In case of using reformer, on the anode side, a fuel processor called reformer that generates hydrogen through reforming methane or other fuels like natural gas, can be used instead of the pressurized hydrogen tank.
A pressure regulator and purging of the hydrogen component are also required. On the cathode side, an air supply system containing a compressor, an air filter, and an air flow controller are required to maintain the oxygen partial pressure [1, 5, 7, 20]. On both sides, a humidifier is needed to prevent dehydration of fuel cell membrane [1, 5, 7]. In addition, a heat exchanger, a water tank, a water separator, and a pump may be needed for water and heat management in the fuel cell systems [1, 5, 7].
To produce a higher voltage, multiple cells have to be connected in series. Typically, a single cell produces voltage between 0 and 1 volt based on the polarization I-V curve, which expresses the relationship between the stack voltage and the load current [1, 5, 7]. Figure 2.2 shows that their relationship is nonlinear and mainly depends on current density, cell temperature, reactant partial pressure, and membrane humidity [1, 5, 7].

The output stack voltage $V_{st}$ [1] is defined as a function of the stack current, reactant partial pressures, fuel cell temperature, and membrane humidity:

$$V_{st} = E - V_{activation} - V_{ohmic} - V_{concentration}$$  \hfill (2-1)

In the above equation,

$$E = N_o \cdot \left[ V_o + \frac{RT}{2F} \ln \left( \frac{P_{H_2} \sqrt{P_{O_2}}}{P_{H_2O_c}} \right) \right]$$

is the thermodynamic potential of the cell or reversible voltage based on Nernst equation [1], $V_{activation}$ is the voltage loss due to the rate of
reactions on the surface of the electrodes, $V_{\text{ohmic}}$ is the ohmic voltage drop from the resistances of proton flow in the electrolyte, and $V_{\text{concentration}}$ is the voltage loss from the reduction in concentration gases or the transport of mass of oxygen and hydrogen. Their equations are given as follows:

$$V_{\text{activation}} = N \cdot \frac{RT}{2\alpha F} \cdot \ln \left( \frac{I_{f} + I_{n}}{I_{o}} \right)$$ (2-2)

$$V_{\text{ohm}} = N \cdot I_{f} \cdot R_{\text{ohm}}$$ (2-3)

$$V_{\text{concentration}} = N \cdot m \cdot \exp(n \cdot I_{f})$$ (2-4)

In Equation (2-1), $P_{H_2}$, $P_{O_2}$, and $P_{H_2O}$ are the partial pressures of hydrogen, oxygen, and water, respectively. Subscript $c$ means the water partial pressure, which is vented from the cathode side.

Table 2.2 PEMFCs Ballard Mark V Voltage Parameters [1]

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value and Definition</th>
</tr>
</thead>
<tbody>
<tr>
<td>N</td>
<td>Cell number: 35</td>
</tr>
<tr>
<td>$V_{o}$</td>
<td>Open-cell voltage: 1.032[V]</td>
</tr>
<tr>
<td>R</td>
<td>Universal gas constant [J/mol-k]: 8.314[J/mol-k]</td>
</tr>
<tr>
<td>T</td>
<td>Temperature of the fuel cell [K]: 353 [K]</td>
</tr>
<tr>
<td>F</td>
<td>Faraday constant [C/mol]: 96485 [C/mol]</td>
</tr>
<tr>
<td>$\alpha$</td>
<td>Charge transfer coefficient: 0.5</td>
</tr>
<tr>
<td>$M$</td>
<td>Constant in the mass transfer voltage: $2.11 \times 10^{-4}$ [V]</td>
</tr>
<tr>
<td>$N$</td>
<td>Constant in the mass transfer voltage: $8 \times 10^{-3}$ [cm$^2$mA$^{-1}$]</td>
</tr>
<tr>
<td>$R_{\text{ohm}}$</td>
<td>$2.45 \times 10^{-4}$ [$k\Omega$cm$^2$]</td>
</tr>
<tr>
<td>$A_{f}$</td>
<td>Fuel cell active area: 232 [cm$^2$]</td>
</tr>
<tr>
<td>$I_0$</td>
<td>Exchange current density [A/cm$^2$]</td>
</tr>
<tr>
<td>$I_n$</td>
<td>Internal current density [A/cm$^2$]</td>
</tr>
</tbody>
</table>
A detailed explanation of each voltage loss can be found in [1], and other voltage descriptions are also reported in [6-8, 10], where the fuel cell voltage is mainly addressed by the combination of physical and empirical relationships in which many parametric coefficients of the membrane water content, humidity, and temperature, as well as the reactant concentrations are involved. To establish the state equation about the fuel cell voltage, first-order dynamic modeling is also applied [1]. By assuming the size of capacitor $C_{fc}$ in the fuel cell stack to be 1 F and the stack resistor $R_a$ to be 0.22 $\Omega$, the time constant of the fuel cell stack is determined to be $\tau_{fc} = R_a \cdot C_{fc} = 0.22$ sec [26]. Therefore, the first-order dynamic modeling of PEMFC is as follows:

$$E - V_{st} = \frac{R_a}{1 + R_a \cdot C_{fc} s} I_{fc} + R_{ohm} \cdot I_{fc}$$

(2-5)

where $E$ is the reversible potential of the fuel cell in Equation (2-5). The dynamics model of the fuel cell can be shown in Figure 2.3.

![Figure 2.3 Fuel cell equivalent circuit](image)

where $R_a$ is a sum of the activation and concentration resistance, $C_{fc}$ is a capacitive constant, and $R_{ohm}$ is the ohmic resistance. In [26], by assuming that the electrical time constant $\tau_e (\tau_e = 0.0004$ sec) regarding the ohmic resistance is much small than the fuel
cell time constant, $\tau_{fc}$, ( $\tau_{fc} = 0.22$ sec ), the first order dynamic relation of PEMFCs between the fuel cell stack voltage and the fuel cell stack terminal voltage, $V_{fc}$ can be as follows:

$$V_{fc} = \frac{1}{(1 + \tau_{fc} s)} V_{st}$$

(2-6)

2.4 Thermal Equivalent Circuit Model of PEMFCs

The temperature of a fuel cell is one of the important factors for the fuel cell mechanism and maintaining the stack temperature to the desired level is directly related to the fuel cell performance [1, 7, 27]. Figure 2.4 shows that the polarization curve is shifted upward as the temperature increases. A quite number of control oriented fuel cell models [6-19, 24, 27] have been developed under the assumption that the operating temperature is constant. Although controlling the temperature is vital for the fuel cell operation, those models [6-19, 24, 27] have not considered the temperature as a state variable due to the complexity and long time constant(over 2000 sec) of temperature in the fuel cell system[11]. In our study, the temperature is defined as one of state variables and a control strategy is developed accordingly for PEMFCs through the study of the transient thermal model [9, 10, 20, 24] of PEMFCs.
Several thermal models of PEMFC have been reported in [9, 10, 20, 24]. However, those models are not for a controlled oriented but the mathematical analysis and its experimental validation. In our study, based on the use of available transient thermal models [9, 10, 20, 24], the control oriented dynamic thermal model is developed in this section.

A transient energy balance is described by [9, 10, 24]

\[
\dot{Q}_{\text{stack}} = C_i \frac{dT_s}{dt} = P_{\text{tot}} - P_{\text{elec}} - \dot{Q}_{\text{cool}} - \dot{Q}_{\text{loss}}
\]  

(2-7)

where \(\dot{Q}_{\text{stack}}\) is the rate of heat absorption (\(J s^{-1}\)) by the stack, \(C_i\) is the thermal capacitance (\(J^\circ C^{-1}\)), \(P_{\text{tot}}\) is the total power released by chemical reaction (W), \(P_{\text{elec}}\) is the power consumed by the load (W), \(\dot{Q}_{\text{cool}}\) is the heat flow rate of the cooling system (heat exchanger) and \(\dot{Q}_{\text{loss}}\) is the heat flow rate through the stack surface.
The total energy can be expressed by the rate of hydrogen consumption as Equation (2-8)

\[
P_{\text{tot}} = \dot{m}_{H_2, \text{used}} \Delta H = \frac{NI_{fc}}{2F} \Delta H
\]  

(2-8)

where \(\Delta H\) is the enthalpy change for hydrogen (285.5 kJ mol\(^{-1}\)), and \(\dot{m}_{H_2, \text{used}}\) is the hydrogen consumption rate.

The electrical power output is given by

\[
P_{\text{elec}} = V_{st} I_{fc}
\]  

(2-9)

The rate of removal of heat by the cooling water is directly related to the water flow in the heat exchanger. The relationship is as follows [26]

\[
\dot{Q}_{\text{cool}} = \dot{m}_{\text{cool, water}} \cdot c_p \cdot \Delta T_s
\]  

(2-10)

where \(\dot{m}_{\text{cool, water}}\) is the water pump flow (SLPM), \(c_p\) is the specific heat coefficient of water (4182 J/kg K) and \(\Delta T_s\) is allowable temperature rise (10K). The water pump flow can be expressed by the time delay and conversion factor as Equation (2-11).

\[
\dot{m}_{\text{cool, water}} = \frac{k_c}{(1 + \tau_c s)} u_{cl}
\]  

(2-11)

where \(\tau_c\) is the time delay constant, 70 sec, \(k_c\) is the conversion factor, 1.5, which means that if the control input \(u_{cl}\) for the heat exchanger ranges in 0~10(V), \(\dot{m}_{\text{cool, water}}\) ranges in 0-15 (SLPM) with 70 seconds delay.
The heat loss by the surface of the stack is calculated by Equation (2-12)

\[ \dot{Q}_{\text{loss}} = hA_{\text{stack}} \cdot (T_s - T_{\text{amb}}) = \frac{T_s - T_{\text{amb}}}{R_t} \]  

(2-12)

where \( hA_{\text{stack}} \), stack heat transfer coefficient, is 17\( \text{WK}^{-1} \) \[6, 7, 11\], \( T_{\text{amb}} \) is the ambient temperature 25°C (298.15K)\( \pm 5\% \) and \( R_t \) is the thermal resistance of the stack, which is the reciprocal of \( hA_{\text{stack}} \) is 0.0588 \( \text{KW}^{-1} \).

The thermal time constant of the fuel cell is given by

\[ \tau = R_t C_r = \frac{MC}{hA_{\text{stack}}} \]  

(2-13)

where \( MC \) is the product of stack mass and average specific heat, 35\( \text{kJK}^{-1} \), the thermal capacitance \( C_r \) is 35\( \text{kJK}^{-1} \), and \( \tau \) is 2,059 seconds \[11\].

As seen in Equation (2-6), the thermal equivalent circuit model with four dependent sources can be developed by employing the circuit analogy \[12\].

\[ C \frac{dv}{dt} = i \]  

(2-14)

where the stack temperature corresponds to voltage, energy flows (\( P_{\text{tot}}, P_{\text{elec}}, \dot{Q}_{\text{cool}}, \) and \( \dot{Q}_{\text{loss}} \)) corresponds to current, and the thermal capacitance \( C_r \) corresponds to capacitance.

In Figure 2.5, various load changes cause the changes of fuel cell stack temperature, and therefore the fuel cell voltage and current can be used as an external inputs or disturbance and therefore the stack temperature is used for an output when designing the controller. The total power, \( P_{\text{tot}} \) depends on the hydrogen consumption.
based on the load changes and the electrical power, $P_{elec}$ depends on the load current. And the cooling power $\dot{Q}_{cool}$ and the heat loss by the surface of the stack, $\dot{Q}_{loss}$ are a function of the fuel cell stack temperature change. For this reason, four dependent energy flow sources are involved in the thermal equivalent circuit of the fuel cell in Figure 2.5.

The $u_{cl}$ in the water pump flow is defined as a control variable input.

![Thermal equivalent circuit of the fuel cell](image)

**Figure 2.5 Thermal equivalent circuit of the fuel cell**

### 2.5 State Space Dynamic Model of PEMFCs

To derive a simplified nonlinear dynamic PEMFC model, the following assumptions are made:

- Due to slower dynamics of the stack temperature, the average stack temperature is assumed to be constant.
- The relative humidity can be well controlled to a little over 100%, and thereby the liquid water always forms the stack. This liquid water is perfectly managed
by the water tank and water separator and the water flooding effects can be controlled.

• A continuous supply of reactants is fed to the fuel cell to allow operation at a sufficiently high flow rate.

• The mole fractions of inlet reactants are assumed to be constant in order to build the simplified dynamic PEMFC model. In other words, pure hydrogen (99.99%) is fed to the anode, and the air that is uniformly mixed with nitrogen and oxygen by a ratio of, say, 21:79, is supplied to the cathode.

• The full state has to be measured to utilize feedback linearization [27].

The ideal gas law and the mole conservation rule are employed. Each partial pressure of hydrogen, the water from the anode, and the oxygen, nitrogen, and water from the cathode are defined as state variables of the PEMFC. The relationship between inlet gases and outgases is described in Figure 2.6 [28].

![Figure 2.6 Gas flows of PEMFCs](image)

The partial-pressure derivatives are given by the following equations.
Anode mole conservation:

\[
\frac{dP_{H_2}}{dt} = \frac{RT}{V_A} (H_{2\text{in}} - H_{2\text{used}} - H_{2\text{out}})
\]

\[
\frac{dP_{H_2O_A}}{dt} = \frac{RT}{V_A} (H_{2\text{O_Ain}} - H_{2\text{O_Aout}} - H_{2\text{O_mbr}} + H_{2\text{O_mbr}}} \tag{2-15a}
\]

Cathode mole conservation:

\[
\frac{dP_{O_2}}{dt} = \frac{RT}{V_C} (O_{2\text{in}} - O_{2\text{used}} - O_{2\text{out}})
\]

\[
\frac{dP_{N_2}}{dt} = \frac{RT}{V_C} (N_{2\text{in}} - N_{2\text{out}}) \tag{2-15b}
\]

\[
\frac{dP_{H_2O_{C,Cout}}}{dt} = \frac{RT}{V_C} (H_{2\text{O_Cin}} + H_{2\text{O_Cproduced}} - H_{2\text{O_Cout}} + H_{2\text{O_mbr}} - H_{2\text{O_mbr}} - H_{2\text{O_{1,Cout}}})
\]

where \(H_{2\text{in}}, O_{2\text{in}}, N_{2\text{in}}, H_{2\text{O_Ain}}, \) and \(H_{2\text{O_Cin}}\) are the inlet flow rates of hydrogen, oxygen, nitrogen, the anode-side water, and the cathode-side water, respectively. In addition, \(H_{2\text{out}}, O_{2\text{out}}, N_{2\text{out}}, H_{2\text{O_Aout}},\) and \(H_{2\text{O_Cout}}\) are the outlet flow rates of each gas. \(H_{2\text{used}}, O_{2\text{used}},\) and \(H_{2\text{O_Cproduced}}\) are the usage and the production of the gases, respectively. In general, the membrane water inlet flow rate \(H_{2\text{O_mbr}}\) across the membrane is a function of the stack current and the membrane water content \(\lambda_m\). By assuming that \(\lambda_m = 14 \ [7, 29]\), \(H_{2\text{O_mbr}}\) is defined as a function of the current density only, and \(H_{2\text{O_mbr}} = 1.2684 \frac{N \cdot A_{fc} \cdot I_{fc}}{F} \ [7, 29]\), where \(A_{fc} \ (cm^2)\) is the fuel cell active area, \(N\) is the number of the fuel cells, and \(I_{fc}\) is the fuel cell current density.
Furthermore, in order to describe a more accurate dynamic model, the back-diffusion of water from the cathode to the anode can be defined with \( H_2O_{v,\text{back}} = \gamma \cdot H_2O_{v,mbr} \) [5].

The back-diffusion coefficient \( \beta \) is measured as \( 6 \times 10^{-6} \text{ cm}^2 / \text{s} \) with the water content being \( \lambda_m = 14 \) [5]. The flow rates of liquid water leaving the anode and cathode are given by \( H_2O_{l,A\text{out}} \) and \( H_2O_{l,C\text{out}} \), which are dependent upon the saturation state of each gas [7]. To estimate the liquid water, the maximum mass of vapor has to be calculated from the vapor saturation pressure as follows:

\[
m_{v,\text{max}, A \text{ or } C} = \frac{p_{v,s} V_{A \text{ or } C}}{R_v T_{st}}.
\]  

(2-16)

The saturation pressure \( p_{v,s} \) is calculated from an equation presented in [30]:

\[
\log_{10}(p_{v,s}) = -1.69 \times 10^{-10} T^4 + 3.85 \times 10^{-7} T^3 - 3.39 \times 10^{-4} T^2 + 0.143 T - 20.92
\]

(2-17)

where the saturation pressure \( p_{v,s} \) is in kPa and temperature \( T \) is in Kelvin. If the mass of water calculated in Equation (2-15a) and (2-15b) is greater than the maximum mass of vapor in Equation (2-16), the liquid water formation occurs simultaneously. The mass of liquid water and vapor is calculated by follows [7]:

Logic 1:

\[
\text{if } m_{w,A \text{ or } C} \leq m_{v,\text{max}, A \text{ or } C} \rightarrow m_{v,A \text{ or } C} = m_{w,A \text{ or } C}, \ m_{t,A \text{ or } C} = 0;
\]

\[
\text{if } m_{w,A \text{ or } C} > m_{v,\text{max}, A \text{ or } C} \rightarrow m_{v,A \text{ or } C} = m_{v,\text{max}, A \text{ or } C},
\]

\[
m_{t,A \text{ or } C} = m_{w,A \text{ or } C} - m_{v,\text{max}, A \text{ or } C}.
\]
Thereby, $\beta_{A or C}$ can be used to estimate the liquid water formation in Equation (2-18). According to logic 1, if $m_{w, A or C} \leq m_{v, max, A or C}$, then $\beta_{A or C} = 0$, otherwise $\beta_{A or C} = 1$, and therefore $H_2O_{1, Ano}$ and $H_2O_{1, Cath}$ are defined by

$$H_2O_{1, Ano,Cath} = \frac{p_{H_2O_{Ano,Cath}} V_{Ano,Cath}}{R_s T_{st}} - \frac{P_{v, Ano,Cath} V_{Ano,Cath}}{R_s T_{st}} / M_{H_2O}$$ 

(2-18)

where $M_{H_2O}$ is the water molar mass, 18.02 g/mol. All units of flow rates, usages, and the production of gases are defined as mol s$^{-1}$. However, because the liquid water is considered based on our assumption that each relative humidity stays over 100%, $\beta_{A or C}$ will be 1, which means that $p_{H_2O_{Ano,Cath}} > P_{v,}$ during the simulation. $V_a$, and $V_c$ are the anode and cathode volumes, respectively, and their units are m$^3$. According to the basic electrochemical relationships, the usage and production of the gases are functions of the cell current density $I_{fc}$ [1], as follows:

$$H_{2used} = 2O_{2used} = H_2O_{produced} = \frac{N \cdot A_{fc} \cdot I_{fc}}{2F}$$ 

(2-19)

For simplicity, let us define

$$\frac{N \cdot A_{fc}}{2F} = C_1, \text{ and } 1.2684 \frac{N \cdot A_{fc}}{F} = C_2.$$

Thus, in Equations (2-15a) and (2-15b), $H_2O_{abr}$ and $H_2O_{v,back}$ can be simplified with $C_1$ and $C_2$. With the measured inlet flow rates and the stack current, the outlet flow rates are given by the summation of the anode and cathode inlet flow rates—that is, $Anode_{ia}$ and $Cath_{ia}$, minus the usage and production of gases as well as the pressure fraction.
proposed by [20]. The $Anode_{in}$ is defined by $H_{2in} + H_2O_{Anin}$, and the $Cath_{in}$ is defined by $O_{2in} + N_{2in} + H_2O_{Cin}$.

The outlet flow rates on the anode side are

$$
H_{2out} = (H_{2in} - C_1 \cdot I_{fc})F_{H_2}
$$
$$
H_2O_{Anout} = (H_2O_{Anin} - C_2 \cdot I_{fc} + \gamma \cdot C_2 \cdot I_{fc})F_{H_2O_4}
$$

and the outlet flow rates on the cathode side are

$$
O_{2out} = (O_{2in} - \frac{C_1}{2} I_{fc})F_{O_2}
$$
$$
N_{2out} = N_{2in} \cdot F_{N_2}
$$
$$
H_2O_{Cout} = (H_2O_{Cin} + C_1 \cdot I_{fc} + C_2 \cdot I_{fc} - \gamma \cdot C_2 \cdot I_{fc})F_{H_2O_c}
$$

where $F_{H_2}, F_{H_2O_4}, F_{O_2}, F_{N_2},$ and $F_{H_2O_c}$ are the pressure fractions of gases inside the fuel cell, given as follows [17]:

$$
F_{H_2} = \frac{P_{H_2}}{P_{H_2} + P_{H_2O_4}} \\
F_{O_2} = \frac{P_{O_2}}{P_{O_2} + P_{N_2} + P_{H_2O_c}} \\
F_{N_2} = \frac{P_{N_2}}{P_{O_2} + P_{N_2} + P_{H_2O_c}} \\
F_{H_2O_4} = \frac{P_{H_2O_4}}{P_{H_2} + P_{H_2O_4}} \\
F_{H_2O_c} = \frac{P_{H_2O_c}}{P_{O_2} + P_{N_2} + P_{H_2O_c}}
$$

To analyze the transient behavior of fuel cells, we take into account the pressure fraction of each gas proposed by L.Y. Chiu et al. [17]. In [17], only the three pressure fractions $F_{H_2}, F_{O_2},$ and $F_{H_2O_c}$ are considered, but in our study, by considering all pressure fractions of gases, a more accurate dynamic fuel cell model is achieved and a better analysis of the transient behavior of fuel cells is possible than in previous studies [6, 7,
The state Equations (2-23) and (2-24) are obtained by substituting Equations (2-20) and (2-22) into Equations (2-15a) and (2-15b).

The new state equations on the anode side are

\[
\frac{dP_{\text{H}_2}}{dt} = \frac{RT}{V_A} \left[ H_{2\text{in}} - C_1 \cdot I_{\text{fc}} - (H_{2\text{in}} - C_1 \cdot I_{\text{fc}})F_{\text{H}_2} \right]
\]

\[
\frac{dP_{H_2O}}{dt} = \frac{RT}{V_A} \left[ H_2O_{\text{in}} - (H_2O_{\text{in}} - C_2 \cdot I_{\text{fc}} + C_2 \cdot I_{\text{fc}})F_{H_2O_{\text{in}}} - C_2 \cdot I_{\text{fc}} + \gamma \cdot C_2 \cdot I_{\text{fc}} \right]
\]

and the state equations on the cathode side are

\[
\frac{dP_{\text{O}_2}}{dt} = \frac{RT}{V_C} \left[ O_{\text{in}} - \frac{C_1}{2} I_{\text{fc}} - (O_{\text{in}} - \frac{C_1}{2} I_{\text{fc}})F_{\text{O}_2} \right]
\]

\[
\frac{dP_{\text{N}_2}}{dt} = \frac{RT}{V_C} \left[ N_{\text{in}} - N_{\text{in}} \cdot F_{\text{N}_2} \right]
\]

\[
\frac{dP_{H_2O_{\text{in}}}}{dt} = \frac{RT}{V_C} \left[ H_2O_{\text{in}} + C_1 \cdot I_{\text{st}} - (H_2O_{\text{in}} + C_1 \cdot I_{\text{st}} + C_2 \cdot I_{\text{st}} - C_2 \cdot I_{\text{st}})F_{H_2O_{\text{in}} + C_2 \cdot I_{\text{st}} - \gamma \cdot C_2 \cdot I_{\text{st}}} \right]
\]

Because the initial mole fractions \(Y_{\text{H}_2}, Y_{\text{O}_2},\) and \(Y_{\text{N}_2}\) are set to be 0.99, 0.21, and 0.79, respectively [6, 7, 11], the input values \(H_{2\text{in}}, O_{2\text{in}},\) and \(N_{2\text{in}}\) are defined by the mole fractions, which are given as

\[
H_{2\text{in}} = Y_{\text{H}_2} \cdot \text{Anode}_{\text{in}}
\]

\[
O_{2\text{in}} = Y_{\text{O}_2} \cdot \text{Anode}_{\text{in}}
\]

\[
N_{2\text{in}} = Y_{\text{N}_2} \cdot \text{Cath}_{\text{in}}
\]

The water inlet flow rates on the anode and the cathode are expressed in terms of the relative humidity, saturation pressure, and total pressure on each side, as follows [5].
\[ H_2O_{\text{in}} = \frac{\varphi_a P_{\text{in}}}{P_a - \varphi_a P_{\text{ss}}} \cdot \text{Anode}_{\text{in}}, \]
\[ H_2O_{\text{Cin}} = \frac{\varphi_c P_{\text{in}}}{P_c - \varphi_c P_{\text{ss}}} \cdot \text{Cath}_{\text{in}}, \]

where \( \varphi_a \) and \( \varphi_c \) are the relative humidity on the anode and the cathode sides, respectively; \( P_a = P_{H_2} + P_{H_2O_4} \) is the summation of partial pressures of the anode; and \( P_c = P_{O_2} + P_{N_2} + P_{H_2O_c} \) is the summation of partial pressures of the cathode. \( P_{\text{ss}} \) is the saturation pressure, which can be found in the thermodynamics tables [31]. The relative humidity \( \varphi_a \) and \( \varphi_c \) are defined from the water injection input \( u_{a,h} \) for the anode, and \( u_{c,h} \) for the cathode. Furthermore, \( \text{Anode}_{\text{in}} \) and \( \text{Cath}_{\text{in}} \) are defined as the products of the input control variables \( u_a \) and \( u_c \) and the conversion factors \( k_a \) and \( k_c \) [11, 24] on each side, which are translated from standard litres per minute (SLPM) to mols\(^{-1}\). In other words:

\[ \text{Anode}_{\text{in}} = u_a \cdot k_a \]
\[ \text{Cath}_{\text{in}} = u_c \cdot k_c, \]

where the conversion factors \( k_a \) and \( k_c \) are 0.065 mol s\(^{-1}\), respectively. The hydrogen and the air stoichiometric ratios are assumed to be constant to keep the reactants flowing through the stack [31]. Hence, both of these reactants are able to be fed to the fuel cell continuously, and the fuel cell control system can be mainly dependent upon the input control variables \( u_a \) and \( u_c \). First, the anode gas pressure \( P_a = P_{H_2} + P_{H_2O_4} \) and the cathode gas pressure \( P_c = P_{O_2} + P_{N_2} + P_{H_2O_c} \) will be controlled by \( u_a \) and \( u_c \), respectively.
respectively, to avoid an unwanted pressure fluctuation and prevent membrane electrode assembly (MEA) damage, thus it can lead to prolong the fuel cell stack life [28]. In terms of control for the relative humidity on both sides, the first-order time-delay water injection inputs $u_{a,h}$ and $u_{c,h}$ will be applied because the water injection system has a very slow time constant $\tau_d$ of about 70 sec [26]. Thus, in our dynamics model of PEMFC the first-order time-delay model for the water injection is considered and the state equation from the relationship between the water injection input and relative humidity is derived as follows:

$$ \varphi_a = \frac{1}{1 + \tau_d s} u_{a,h}, \quad \varphi_b = \frac{1}{1 + \tau_d s} u_{b,h} $$

(2-28)

where $\varphi$ is a relative humidity. As seen in Equation (2-26), because each water input is a function of humidity, the water injection inputs also affect the pressure controls. So, we can establish a dynamic model of PEMFCs and the details of control design will be described in the next chapter.
CHAPTER 3
CONTROL OF PEM FUEL CELLS SYSTEMS

3.1 Introduction

As mentioned in Chapter 1, since PEM fuel cells system model is involved in a nonlinear relationship, existing linear fuel cell models [7, 8, 10, 11, 17, 18] may not be suitable to achieve a satisfactory dynamic performance for all operating points. Furthermore, even though it is inevitable to exist the liquid water in the fuel cell operation, many studies [7, 8, 10, 11, 17, 18] regarding dynamic modeling and the control of PEMFC have not considered all possible water components, but assumed that the liquid water does not leave the stack and evaporate into gas. By doing so, only vapor water components are reflected in the dynamic modeling of PEMFC. Thereby [7, 8, 10, 11, 17], since the time delays of fuel cell voltage output, and the water injection for humidity control are not accurately modeled as well as eliminating the liquid water, it is difficult to investigate the dynamic performance of fuel cell systems. In the study [27], due to the relative degree, the internal dynamic problem can not be solved until the simulation results show that all states lie in boundaries in order to reduce the pressure difference between the anode and cathode. Thus, in this study, by introducing time delay constants in the fuel cell control systems and establishing all possible water effects in the fuel cell, the internal dynamics problem can be solved but also a more accurate nonlinear dynamic PEMFC model can be presented. Therefore, a nonlinear
control design technique that takes into consideration the nonlinearity of PEMFC is proposed and tested in Matlab Simulink™ environment. It is expected to perform fast transient responses under load variations. Here, a nonlinear controller using feedback linearization based on the proposed nonlinear dynamic fuel cell model is employed to achieve more robust transient behaviors than linear controllers. Furthermore, the fuel cell stack life can be prolonged and stack systems can be protected by minimizing the deviations between the anode and cathode partial pressures through the proposed nonlinear controller [7, 32].

In last few years, feedback linearization for nonlinear dynamic models has been widely used [27, 33-36]. Feedback linearization uses a nonlinear transformation to transform an original nonlinear dynamic model into a linear model by diffeomorphism mapping [27, 33–36]. An optimal control theory is also applied to obtain a linear control that is transformed back to the original space by using the nonlinear mapping.

In this chapter, based on the new dynamic nonlinear model in Chapter II, the proposed controller, which is expected to perform rapid transient responses under load variations, is tested in MATLAB /Simulink environment.

With respect to temperature control, even though the temperature has a large effect on the performance of the fuel cell system, the control strategy for temperature so far does not exist. In the existing control approaches for PEMFCs [7, 8, 10, 11, 17, 18], because the temperature of PEMFCs has a slow dynamics comparing with other parameters like air and pressure, the stack temperature is assumed to be constant so that a simplified control oriented dynamic model was derived. However, in reality, the
change of the stack temperature dramatically affects the output power as well as the pressures of the fuel cells system. In order to achieve a better quality of output current and larger output power, a controlled oriented new thermal equivalent circuit of PEMFC is proposed in Chapter 2. According to this thermal model, a temperature control algorithm for PEMFC is developed and analyzed.

Chapter 3 is organized as follows: Section 3.2 gives a brief introduction to feedback linearization. Section 3.3 addresses the design of a nonlinear controller for PEMFCs and provides the simulation results for the proposed controller. In section 3.4, the design of PEMFC temperature controller is presented and analyzed through the Matlab/Simulink simulation.

3.2 Nonlinear Control by Feedback Linearization

For decades, a significant progress has been made in control designs based on nonlinear concepts. In particular, nonlinear control theory developed from differential geometry, known as exact linearization or feedback linearization, has become more and more attractive for chemical process control because many chemical processes are basically of high nonlinearity [33, 34]. Hence, one of the main motivations of utilizing feedback linearization for the fuel cell system is that the operation of PEMFC is inherently a nonlinear chemical process. In this section, feedback linearization of nonlinear systems is briefly introduced. More details of nonlinear control based on differential geometry are available in [34-37].
Consider a single-input single-output (SISO) nonlinear system described by the following state equation:

\[ x = f(x) + g(x)u \]
\[ y = h(x) \]  

(3-1)

where \( x \) is an \( n \)-dimensional state vector that is assumed to be measurable, \( u \) is a scalar input, and \( y \) is a scalar output.

The objective of feedback linearization is to create a linear differential relation between the output \( y \) and a newly defined input \( v \). The notation and concepts of differential geometry are essential to understand this approach. The Lie derivative of a scalar function \( h(x) \) with respect to a vector function \( f(x) \) is defined as

\[ L_f h(x) = \nabla h \cdot f = \frac{\partial h(x)}{\partial x} f(x) \]  

(3-2)

Repeated Lie derivatives can be defined recursively as

\[ L^k_f h(x) = L_f(L^{k-1}_f h) = \nabla (L^{k-1}_f h) \cdot f \]
\[ L^0_f h(x) = h(x) \]  

for \( k = 1, 2, \ldots \)

Similarly, in case of another vector field \( g \),

\[ L_g L_f h = \nabla (L_f h) g \]  

(3-4)

The output needs to be differentiated for \( r \) times until it is directly related to the input \( u \). The number \( r \) is called the relative degree of the system.
The system is said to have a relative $r$ at a point $x_0$ if

(1) $L_g L_f^k h(x) = 0$ for all $x$ in the neighborhood of $x_0$ and

for $k < r - 1$

(2) $L_g L_f^{r-1} h(x_0) \neq 0$.

Thus, according to the above condition, with a defined relative degree, the $r$ time derivatives of $y$ are described as

$$y^{(k)} = L_f^k (x) h(x) \quad \text{for } k = 0, 1, \ldots, r - 1$$

$$y^{(r)} = L_f^r (x) h(x) + L_g L_f^{r-1} h(x) u.$$  (3-5)

The control law is

$$u = \frac{1}{L_g L_f^{r-1} h(x)} (-L_f^r h(x) + v)$$  \hspace{1cm} (3-6)

where $y^{(r)} = v$. This control law can transform the nonlinear system into a linear one.

Esides, a nonlinear transformation of a coordinate in the state space

$$z = \phi(x)$$  \hspace{1cm} (3-7)

is called a local diffeomorphism in which the map between the new input $v$ and the output is exactly linear for all $x$ in the neighborhood of $x_0$.

This feedback linearization theory can be used to design multiple–input, multiple-output (MIMO) nonlinear system:
\[ \dot{x} = f(x) + \sum_{i=1}^{m} g_i(x) u_i \] (3-8)

\[ y_i = h(x), \quad i = 1, 2, \ldots, m \]

where \( x \) is an \( n \)-dimensional state vector and \( u \) and \( y \) are \( m \)-dimensional input and output vectors. The system is said to have a vector relative degree \( \{r_1, r_2, \ldots, r_m\} \) at a point \( x_0 \) if

1. \( L_{g_i} L_{j}^{r_i} h_i(x) = 0 \) for all \( 1 \leq j \leq m \), all \( 1 \leq i \leq m \) and \( k < r_i - 1 \), and for all \( x \) in the neighborhood of \( x_0 \)

2. The \( m \times m \) matrix

\[
A(x) = \begin{bmatrix}
L_{g_1} L_{j}^{r_i} h_1(x) & \cdots & L_{g_m} L_{j}^{r_i} h_1(x) \\
\vdots & \ddots & \vdots \\
L_{g_1} L_{j}^{r_m} h_m(x) & \cdots & L_{g_m} L_{j}^{r_m} h_m(x)
\end{bmatrix}
\] (3-9)

is nonsingular at \( x = x_0 \), which is called as a decoupling matrix.

Based on the defined relative degree, the control law of a MIMO nonlinear system is defined as

\[ u = -A^{-1}(x) b(x) + A^{-1}(x) v \] (3-10)

where

\[
b(x) = \begin{bmatrix}
L_{j}^{r_1} h_1(x) \\
\vdots \\
L_{j}^{r_m} h_m(x)
\end{bmatrix} \quad v = \begin{bmatrix}
v_1 \\
\vdots \\
v_m
\end{bmatrix} = \begin{bmatrix}
y_1^{(v_1)} \\
\vdots \\
y_m^{(v_m)}
\end{bmatrix}
\]
Note that the control law in Equation (3-10) transforms the nonlinear system into a linear one in which the above input-output relation is linearized and decoupled. In this research, feedback linearization for a MIMO nonlinear system is utilized due to the MIMO dynamic nonlinear model of PEMFC.

3.3 Nonlinear Control of MIMO PEMFCs

In this section, a MIMO dynamic nonlinear model of PEMFCs is derived from Equations (2-18) and (2-23) and feedback linearization is utilized to design a nonlinear controller in order to control the anode and cathode gas pressures, humidity, and the stack voltage. Also, each relative humidity state can be defined by the first-order time-delay water injection inputs on both sides, and the state equation for the voltage control can be derived from the first-order dynamic model in Equation (2-5). According to the study [28], since only hydrogen and oxygen partial pressures are controlled to minimize the pressure difference between the anode and cathode, the system is unobservable and the internal dynamics problem is exposed. Thus, the other states—nitrogen and water partial pressures from the anode and cathode—were not controlled but were checked in bounded states through the simulation. However, in the proposed MIMO model, by choosing $P_a, P_c, V_{st}, \phi_a,$ and $\phi_b$ as the outputs, and with four inputs $u_a, u_c, u_{a\_b}, u_{c\_b}$ and with the fuel cell current density $I_{fc}$ being considered an input as well [17], the internal dynamics problem of this MIMO PEMFC model can be solved as follows. The nonlinear dynamic system model of PEMFC is written as:
\[ \dot{X} = f(x) + g_1(x)u_1 + g_2(x)u_2 + g_3(x)u_3 + g_4(x)u_4 + g_5(x)u_5 \]  \hspace{1cm} (3-11)

\[
\begin{bmatrix}
    y_1 \\
    y_2 \\
    y_3 \\
    y_4 \\
    y_5
\end{bmatrix} =
\begin{bmatrix}
    x_1 + x_2 \\
    x_3 + x_4 + x_5 \\
    x_7 \\
    x_8 \\
    V_s
\end{bmatrix} =
\begin{bmatrix}
    h_1(x) \\
    h_2(x) \\
    h_3(x) \\
    h_4(x) \\
    h_5(x)
\end{bmatrix}, \quad \text{where} \quad X =
\begin{bmatrix}
    P_{H_2} \\
    P_{H_1c} \\
    P_{O_1c} \\
    P_{N_2} \\
    P_{H_1c} \\
    V_f \\
    \varphi_a \\
    \varphi_b
\end{bmatrix}, \quad U =
\begin{bmatrix}
    u_1 \\
    u_2 \\
    u_3 \\
    u_4 \\
    u_5
\end{bmatrix}.
\]

\[
f(x) =
\begin{bmatrix}
    0 \\
    -\frac{x_2 - p_{vs}}{M_{H_1c}} \\
    0 \\
    -\frac{x_4 - p_{vs}}{M_{H_1c}} \\
    -\frac{x_8}{\tau_d}
\end{bmatrix} \quad \text{and} \quad g_1(x) = RT \begin{bmatrix}
    k_a \cdot Y_{H_2} - \frac{k_a}{V_a} x_1 \\
    \frac{k_a}{V_a} x_1 + x_2 \\
    \frac{k_a}{V_a} x_1 + x_2 \\
    \frac{k_a}{V_a} x_1 + x_2 \\
    \frac{k_a}{V_a} x_1 + x_2
\end{bmatrix} \cdot \begin{bmatrix}
    x_1 \\
    x_2 \\
    x_3 \\
    x_4 \\
    x_5
\end{bmatrix}; \quad \text{g}_1(x) = RT \begin{bmatrix}
    k_a \cdot Y_{H_2} - \frac{k_a}{V_a} x_1 \\
    \frac{k_a}{V_a} x_1 + x_2 \\
    \frac{k_a}{V_a} x_1 + x_2 \\
    \frac{k_a}{V_a} x_1 + x_2 \\
    \frac{k_a}{V_a} x_1 + x_2
\end{bmatrix} \cdot \begin{bmatrix}
    x_1 \\
    x_2 \\
    x_3 \\
    x_4 \\
    x_5
\end{bmatrix};
\]

\[
g_2(x) = RT \begin{bmatrix}
    0 \\
    0 \\
    \frac{k_e \cdot Y_{O_1}}{V_c} - \frac{k_e}{V_c} x_3 \\
    \frac{k_e \cdot Y_{N_2}}{V_c} - \frac{k_e}{V_c} x_4 \\
    \frac{k_e \cdot Y_{O_1}}{V_c} - \frac{k_e}{V_c} x_3 \\
    \frac{k_e \cdot Y_{N_2}}{V_c} - \frac{k_e}{V_c} x_4
\end{bmatrix} \cdot \begin{bmatrix}
    x_3 + x_4 + x_5 \\
    x_3 + x_4 + x_5 \\
    x_3 + x_4 + x_5 \\
    x_3 + x_4 + x_5 \\
    x_3 + x_4 + x_5
\end{bmatrix} \quad \text{and} \quad \frac{1}{\tau_d};
\]

\[
g_3(x) = RT \begin{bmatrix}
    0 \\
    0 \\
    0 \\
    0 \\
    0
\end{bmatrix} + \frac{1}{\tau_d};
\]

\[
g_4(x) = RT \begin{bmatrix}
    0 \\
    0 \\
    0 \\
    0 \\
    0
\end{bmatrix} + \frac{1}{\tau_d}.
\]
Equation (3-11) implies that the input-output behavior of the system is nonlinear and coupled. To apply the feedback linearization-based nonlinear control algorithm, the relative degree vector has to be checked such that the internal dynamics problem is avoided. Otherwise, the feedback linearization with $n < r$ ($n$: the system order, $r$: the sum of relative degree) renders the system partially linearized and decoupled [35, 36].

Without solving the internal dynamics issue, the tracking controller would be practically meaningless because the instability of the internal dynamics causes undesirable phenomena such as a poor response and critical damage to the system. Therefore, the relative degrees associated with the feedback linearization must be the same as the order of the system so that the nonlinear system is fully linearized and has a satisfactory controller.

According to Equation (3-11), the system order, $n$, is 8, and the relative degree vector with respect to the outputs $[r_1, r_2, r_3, r_4, r_5] = [2, 2, 1, 1, 2]$ because all control inputs show up after the second derivative of outputs $y_1, y_2, y_3$, whereas in terms of
\[ y_3 \text{ and } y_4 \text{ the control inputs } u_{a,h} \text{ and } u_{e,h} \text{ appear through the first derivative of the output. Because the system order 8 is equal to the sum of the relative degrees, there is no internal dynamic problem, and the nonlinear system becomes fully linearized via feedback linearization. From Equation (3-11), a full-state MIMO nonlinear system is ready to develop a nonlinear control law. This condition renders the following control law } [36, 38]. \]

\[ U = -A^{-1}(x)b(x) + A^{-1}(x)v \]  

(3-12)

where \( A(x) = \begin{bmatrix} L_{b_1} L_{i_1}^{-1} h_1(x) & \cdots & L_{b_n} L_{i_n}^{-1} h_n(x) \\ \vdots & \ddots & \vdots \\ L_{b_i} L_{i_i}^{-1} h_i(x) & \cdots & L_{b_m} L_{i_m}^{-1} h_m(x) \end{bmatrix} \),

where \( b(x) = \begin{bmatrix} L_{i_1} h_1(x) \\ \vdots \\ L_{i_m} h_m(x) \end{bmatrix} \), \( v = \begin{bmatrix} v_1 \\ \vdots \\ v_m \end{bmatrix} \), \( \nu = \begin{bmatrix} y_1^{(r)} \\ \vdots \\ y_m^{(r)} \end{bmatrix} \).

Once we have obtained a nonlinear control law that can not only compensate nonlinearities, but also decouple and linearize the input and output behaviors, we can impose the poles of the closed loop so that the outputs \( y_1 \) and \( y_2 \) track asymptotically the desired trajectory 3 atm by adding a proportional integral controller. In contrast, the other output humidity \( y_3 \) and \( y_4 \) and the fuel cell output voltage \( y_5 = V_{st} \) are not usually considered as control objectives due to the slow time constant of the fuel cell system compared to electrical time constant, which is within a few millisecond during fast dynamics operation such as fast load change like acceleration or deceleration of the fuel cell vehicle.
Therefore, in our research, the main control objective is to control the pressures of anode and cathode gases. In other words, the transient responses of humidity and fuel cell voltage control through the feedback linearization are not useful in practice because the humidity responses react so slowly and the fuel cell voltage will be replaced with a secondary voltage source such as a battery or an ultra-capacitor if the fast transient response is required for fuel cell vehicle applications or other fast load change stationary applications. However, to investigate the dynamic performance of the fuel cell, such a control study taking into consideration the relative humidity and the fuel cell voltage might be very beneficial.

The decoupling matrix \( A(x) \) is defined as

\[
A(x) = \begin{bmatrix}
L_{g_1} h_1 & 0 & 0 & 0 & L_{g_1} h_1 \\
0 & L_{g_2} h_2 & 0 & 0 & L_{g_2} h_2 \\
0 & 0 & L_{g_3} h_3 & 0 & 0 \\
0 & 0 & 0 & L_{g_4} h_4 & 0 \\
0 & L_{g_5} h_5 & 0 & 0 & L_{g_5} h_5
\end{bmatrix}
\]  

(3-13)

which is nonsingular at \( x = x_0 \). In addition, the matrix parameters \( b(x) \) and \( v \) in Equation (3-13) are given as follows:

\[
b(x) = \begin{bmatrix}
L_{g_1}^2 h_1(x) \\
L_{g_2}^2 h_2(x) \\
L_{g_3}^2 h_3(x) \\
L_{g_4}^2 h_4(x) \\
L_{g_5}^2 h_5(x)
\end{bmatrix} \quad \quad v = \begin{bmatrix}
\dot{y}_1 \\
\dot{y}_2 \\
\dot{y}_3 \\
\dot{y}_4 \\
\dot{y}_5
\end{bmatrix}
\]

(3-14)
The control law given in Equation (3-12) yields decoupled and linearized input-output behavior (see Figure 3-11):

\[
\begin{align*}
\dot{y}_1 &= v_1 \\
\dot{y}_2 &= v_2 \\
\dot{y}_3 &= v_3 \\
\dot{y}_4 &= v_4 \\
\dot{y}_4 &= v_5
\end{align*}
\] (3-15)

The outputs \(y_1, \ldots, y_4\) and \(y_5\) are decoupled in terms of the new inputs \(v_1, \ldots, v_4\), and \(v_5\). Therefore, five linear subsystems are obtained. In order to ensure that each output is adjusted to the corresponding desired values,

\[ y_{1,s} = y_{2,s} = 3\text{[atm]}, y_{2,s} = y_{4,s} = 1.05, \text{ and } y_{5,s} = V_{st}^*. \]

In terms of the fuel cell voltage, it can often vary based on the load change, and then it is difficult to define the reference voltage for the frequent load change though, \(V_{st}^*\) is set to 32 V to establish this control design. One of the stabilizing controllers is designed by a linear control theory using the pole placement strategy [36]. The new control inputs are given by:

\[
\begin{bmatrix}
v_1 \\
v_2 \\
v_3 \\
v_4 \\
v_5
\end{bmatrix} = \begin{bmatrix}
\dot{y}_{1,s} - k_{11}\dot{e}_1 - k_{12}e_1 \\
\dot{y}_{2,s} - k_{21}\dot{e}_2 - k_{22}e_2 \\
\dot{y}_{3,s} - k_{31}e_3 \\
\dot{y}_{4,s} - k_{41}e_4 \\
\dot{y}_{5,s} - k_{51}\dot{e}_5 - k_{52}e_5
\end{bmatrix}
\] (3-16)

where \(e_1, \ldots, e_4 = y_1 - y_{1,s}, \ldots, y_4 - y_{4,s}\) and \(e_5 = y_5 - y_{5,s}\). Even though the nonlinear system PEMFC is exactly linearized by the feedback linearization, there may exist a tracking error in the parameter variations, especially when there are frequent load...
changes. To eliminate this tracking error, the integral terms are added in the closed-loop error equation, as in [34, 36]:

\[
\begin{bmatrix}
    y_1 \\
    y_2 \\
    y_3 \\
    y_4 \\
    y_5
\end{bmatrix} =
\begin{bmatrix}
    \dot{y}_{1,s} - k_{11} \dot{e}_1 - k_{12} e_1 - k_{13} \int e_1 \\
    \dot{y}_{2,s} - k_{21} \dot{e}_2 - k_{22} e_2 - k_{23} \int e_2 \\
    \dot{y}_{3,s} - k_{31} \dot{e}_3 - k_{32} \int e_3 \\
    \dot{y}_{4,s} - k_{41} \dot{e}_4 - k_{42} \int e_4 \\
    \dot{y}_{5,s} - k_{51} \dot{e}_5 - k_{52} \dot{e}_5 - k_{53} \int e_5
\end{bmatrix}
\]

(3-17)

From Equation (3-17), the error dynamics can be obtained as follows:

\[
\begin{align*}
\dot{e}_1 &= k_{11} \dot{e}_1 + k_{12} \dot{e}_1 + k_{13} e = 0 \\
\dot{e}_2 &= k_{21} \dot{e}_2 + k_{22} \dot{e}_2 + k_{23} e = 0 \\
\dot{e}_3 &= k_{31} \dot{e}_3 + k_{32} \dot{e}_3 = 0 \\
\dot{e}_4 &= k_{41} \dot{e}_4 + k_{42} e_4 = 0 \\
\dot{e}_5 &= k_{51} \dot{e}_5 + k_{52} \dot{e}_5 + k_{53} e = 0
\end{align*}
\]

(3-18)

By appropriately choosing the desired pole of the characteristics of Equation (3-18) on the left half plane, the gains \( k_y \) are calculated and asymptotic tracking control is achieved; that is, \( x_1, \ldots, x_4 \rightarrow y_{1,s}, \ldots, y_{4,s} \), and \( x_5 \rightarrow y_{5,s} \) as \( t \rightarrow \infty \).

Figure 3.1 Overall control block diagram of PEMFC
As shown in Figure 3.1, the main objective of this control scheme is to design a nonlinear controller by appropriately defining a transformation mapping method that transforms the original nonlinear system into a linear and controllable closed system so that a linear controller can be designed by the pole placement technique for tracking purposes.

3.4 Model Validation and Simulation Results Regarding Nonlinear Control of MIMO PEMFC

This feedback linearization-based nonlinear control method has been applied to the proposed dynamic PEMFC model based on the Matlab-Simulink™ environment. For the simulation, until now, only voltage and current data for the fuel cell have been available, and therefore the experimental data from J. Hamelin et al. [39] were used to justify the validity of the proposed dynamic model of PEM fuel cells. The corresponding stack current and voltage transients are plotted in Figure 3.2, where the experimental data [39] are indicated by solid lines. The details of load profile are shown in Figure 3.3. Due to a fast electrical response, the voltage and current data are almost the same as the results in [28]. However, because the anode and cathode partial pressure can be controlled, there is an obvious discrepancy between these pressure results and the data in [28]. To compare the efficiency of the proposed nonlinear feedback linearization controller (NFLC), the linear controller (PI) is also implemented for the fuel cell system.
The controller gains, especially $k_{11} \cdots k_{23}$, of Equation (3-18) were calculated from the desired poles, which are located on $s_{1,2} = -400 \pm 300$ and $s_3 = -70$ for the pressure control so that a lower number of overshoots may be achieved. The detailed description of controller gains for the humidity control and fuel cell voltage control will not be considered in our study because the development of these humidity and fuel cell voltage control algorithms might not be good for practical applications due to slow response of humidity and the use of a secondary power source for transient. In other words, in terms of fuel cell voltage control, because the fuel cell system cannot compensate for a fast power demand such as an acceleration and deceleration or other
fast load changes of the fuel cell vehicle without a secondary power source, the fuel cell voltage will be kept varying based on the load profile, as in [39].

Figure 3.3 Load variation profile

For the voltage, current, and power, the discrepancies between the nonlinear control and the linear control are not obvious due to the fast response time, which is less than a few milliseconds, as in [28]. However, other simulation results in Figures 3.4–3.8 indicate that better transient performances are observed when a nonlinear controller is used because the PI controller not employing feedback linearization is more dependent upon the operating point, while the nonlinear controller is independent of the operating point due to the feedback linearization.
Figures 3.7 and 3.8 give the responses of the anode and the cathode flow rates under load variations. The anode flow rate and cathode flow rate are varied between 0 [slpm] to 5 [slpm], while the cathode flow rate varies from 0 [slpm] to 10 [slpm]. It can be seen that the cathode flow rate has much larger variations than those of the anode because the cathode flow rate is more sensitive to the load variation than is the anode flow rate. For this reason, a development of an optimal air management system related to the cathode flow rate is another hot topic in fuel cell control studies.
In [28], the states $P_{H_2O}$, $P_{H_2}$, and $P_{N_2}$ are not controlled under the load variations but are simply checked for stability to see whether the state is bounded or not.
However, in our study the anode and cathode pressures are controlled, and thus the proposed nonlinear control can achieve a better dynamic response than the PI controller except for the relative humidity and fuel cell stack voltage. Figure 3.9 illustrates the relative humidity change. Due to the slow response time with regard to the relative humidity, with a time delay of 70 seconds, it changes very slowly over 150 seconds, as shown in Figure 3.9, and no specific discrepancy between the nonlinear control and the linear control for the relative humidity is observed.

Figure 3.7 Variations of anode flow rate
In Section 3.4, a MIMO PEMFCs model and nonlinear control algorithm for PEMFC have been proposed. However, the temperature controller was not considered in the model due to the long time constant. In here, the more details about temperature
controller will be presented and simulated using Matlab/Simulink modeling. In PEMFCs, the temperature $T_s(t)$ is a function of the fuel cell voltage $V_{st}$, the fuel cell current $I_{fc}$, the cooling pump control variable $u_{cl}$ and other temperature values like ambient temperature $T_{amb}$, which is assumed to be perturbed in the range of $\pm 5\%$ of current ambient temperature. In order to obtain a stable temperature under any disturbances, it is necessary to adjust the cooling pump control variable $u_{cl}$ in the cooling system or heat exchanger. The typical open loop PEMFCs for the temperature control is illustrated in Figure 3.10. Because the voltage is dependent on the current in the fuel cell system, only two disturbances $i_{fc}$ and $t_{amb}$ can be considered. To adjust the $u_{cl}$ automatically under any circumstances, the feedback control system [40] is utilized in Figure 3.11. The output stack temperature $t_s(t)$ is measured using a temperature sensor with gain $H(s)$. The sensor circuit is usually a voltage divider using high precision resistors. The sensor output signal $H(s)t_s(s)$ is compared with the reference input temperature $t_{ref}(s)$ and then the objective is to make $H(s)t_s(s)$ equal to $t_{ref}(s)$ so that $t_s(s)$ follows $t_{ref}(s)$ during disturbances in the system.

![Figure 3.10 Open loop PEMFC for temperature control](image_url)

**PEMFC**

\[
\begin{align*}
    v_{st}(t) & \rightarrow t_s(t) = f(v_{st}, i_{fc}, t_{amb}, u_{cl}) \\
    i_{fc}(t) & \rightarrow \quad \{ \text{Disturbance} \} \\
    t_{amb}(t) & \rightarrow \quad \{ \text{Control input} \} \\
    u_{cl}(t) & \rightarrow t_s(t)
\end{align*}
\]
We can derive a small signal ac network transfer functions of a thermal equivalent circuit by defining that \( \hat{\dot{t}}_s(t), \hat{\dot{i}}_f(t), \hat{\dot{t}}_{\text{amb}}(t) \) and \( \hat{\dot{u}}_c \) are small variations of each component [40]. According to the transient energy balance Equation (2-6) and Figure 3.10, the stack temperature variation can be expressed as follows

\[
\tilde{\dot{t}}_s(s) = G_u(s)\hat{\dot{i}}_f(s) - G_{iu}(s)\hat{\dot{u}}_c(s) + G_{iu}(s)\hat{\dot{t}}_{\text{amb}}(s)
\]  

(3-19)

where

\[
G_u(s) = \left. \frac{N}{2F} \frac{\Delta H - \dot{\hat{v}}_u(s)}{sC_i + (1/R_i)} \right|_{\dot{\dot{f}}_i = 0, \dot{\dot{t}}_{\text{amb}} = 0}
\]

: fuel cell current to output thermal transfer function,

\[
G_{iu}(s) = \left. G_d(s)/(sC_i + (1/R_i)) \right|_{\dot{\dot{f}}_i = 0, \dot{\dot{t}}_{\text{amb}} = 0}
\]

: control input to output transfer function in where

\[
G_d(s) = k_c / (1 + A_c s),
\]

\[
G_{iu}(s) = \left. (\dot{\dot{t}}_{\text{amb}}(s)/R_i)/(sC_i + (1/R_i)) \right|_{\dot{\dot{f}}_i = 0, \dot{\dot{t}}_{\text{amb}} = 0}
\]

: ambient temperature to output transfer function.
To analyze this system, let us define the reference and error of the stack temperature perturbed as follows:

\[ t_{ref}(t) = T_{ref} + \dot{t}_{ref}(t) \]
\[ t_e(t) = T_e + \dot{t}_e(t) \]  

(3-20)

Using this small signal ac network transfer function of a thermal equivalent circuit, the PEMFCs block in Figure 3.11 can be replaced with the FC block described by Equation (3-19).

The output stack temperature variation \( \dot{t}_s \) can be expressed as Equation (3-21):

\[ \dot{t}_s = -i_{ref} \frac{G_G G_u}{1 + H G_c G_n} + i_{fc} \frac{G_G G_u}{1 + H G_c G_n} + \dot{i}_{amb} \frac{G_u}{1 + H G_c G_n} \]  

(3-21)

which can be rewritten by assuming that \( L = H G_c G_n \).

\[ \dot{t}_s = -i_{ref} \frac{1}{L} \frac{L}{1 + L} + i_{fc} \frac{G_G G_u}{1 + L} + \dot{i}_{amb} \frac{G_u}{1 + L} \]  

(3-22)
where $L(s) = H(s)G_c(s)G_w(s)$

The loop gain $L(s)$ in Equation (3-22) will be an important quantity to identify the system performance when a controller is adapted. Further detailed analysis of the loop gain is described in the following section.

### 3.5.1 Analysis of the PEMFCs Thermal Transfer Functions

To analyze a transfer function, in general, a Bode plot is used. First of all, the loop gain $L(s)$ is constructed by the specific transfer function $H(s), G_c(s)$ and $G_w(s)$ to plot the Bode plot. The loop gain $L(s)$ is

$$L(s) = \frac{0.15}{\tau_s \tau_c C_i} \left( \frac{sk_p + k_i}{s + \frac{1}{\tau_s}} \left( s + \frac{1}{\tau_c} \right) \left( s + \frac{1}{R C_i} \right) \right) \quad \text{(3-23)}$$

where $H(s) = \frac{0.1}{(1 + \tau_s s)}$ is representing the sensor gain function with the sensor time delay 70 sec, which means, in case of 100°C stack temperature, 10 V is used for the controller input and 0°C is 0V as an input and the lag compensator $G_c$, PI controller with gain $k_i$ and $k_p$, $G_c(s) = \frac{k_i + k_p s}{s}$ is used in Equation (3-23) because the lag compensator is used to increase a low frequency loop gain, which leads to a rejection of low frequency disturbance.
Normally, the variation of temperatures usually exists in the low frequency region. The Bode diagram of $L(s)$ are illustrated in Figure 3.13 when the $k_i$ is changed from 0.1 to 50 and $k_p$ from 1 to 50. As seen in Figure 3.13, the small gains ($k_i=0.1$, $k_p=1$) are desired to make the system stable because the phase margin $\phi_L$ of the loop gain $L$ is to be positive and the $L(s)$ contains no right half plane pole.

So, the phase margin can be calculated by:

$$\phi_L = 180^\circ + \angle(2\pi f_c) \quad (3-24)$$

Figure 3.13 Bode plots of loop gain $L(s)$ with lag compensator
where $f_c$ is the crossover frequency where the magnitude of the loop gain is unity:

$$\left\| \Gamma(j2\pi f_c) \right\| = 1 \Rightarrow 0 \text{ dB} \quad (3-25)$$

Hence, the phase margin of $L(s)$ is approximately $+40^\circ$ in the case of the small gain of the lag compensator, i.e. $k_i=0.1$ and $k_p=1$. So, since the large gains ($k_i=50, \ k_p=50$) become the phase gain negative, the system with this large gain PI compensator makes the system unstable, which is absolutely not recommended.

### 3.5.2 Simulation Results of PEMFCs Temperature Controller

For the model verification, the experimental results (Ballard MK5-E) [9] by Amphlett et al are compared with our simulation results during the load step up condition. As shown in Figure 3.14, at 0 sec, the load step up change occurs based on the assumption that the start up times of the fuel cell is not considered, but in our works, at 2500 seconds after thermal time constant 2059 seconds mentioned in the chapter II, the load step up is imposed. For this step up condition, since the temperature is increased just from 40 to $60^\circ$C and the proposed temperature controller is designed so that operating fuel cell system temperature is within $80^\circ$C, this case does not need to activate a temperature controller. In Figure 3.14 [39], at $72^\circ$C, the better V-I polarization curve can be achieved but in high temperature, cooling system(temperature controller) should work to prevent degrading the fuel cell characteristics due to high thermal effects.
In Figure 3.15, the simulation results are matched with the experiment results less 5 % error. Especially the thermal time constant (2,059 seconds) is almost same.

Figure 3.15 Temperature changes by using proposed model
Figure 3.16 Stack Current changes by using proposed model

Simulated stack current changes in Figure 3.16 are almost equal to the experiment results [21], but the more stack voltage drops in Figure 3.14 is observed than the simulated voltage in Figure 3.17 because the practical fuel cell system exists more losses than the ideal fuel cell model in the simulation.

Figure 3.17 Stack Voltage changes by using proposed model

Up to date, data related to the fuel cell temperature controller are not available. Hence, using simulation results, a validity of the proposed temperature controller can be
estimated. During the sudden big load change from 20A to 190A as seen in Figure 3.19, the temperature changes can be found in Figure 3.18. As shown in Figure 3.18, the dotted line is temperature changes with no controller and the solid line is temperature changes with the proposed controller.

![Figure 3.18 Temperature changes comparison](image)

With the temperature controller, the operating temperature is limited to 80°C, but without the controller the temperature is increased to 120°C.
Figure 3.19 Stack Current changes (20A → 190A)

Figure 3.20 Stack Voltage changes

During this load change (20A → 190A), the voltage drop can be observed to 25 V in the simulation. In practice, more voltage drop can be expected. The analysis for the design of the PEMFC temperature controller is performed by using Bode plots of the thermal equivalent circuit transfer functions. The Bode plots shows that lag compensator with small PI gains is a good option for the design of the temperature controller for PEMFC.
3.6 Nonlinear Control Design of PEMFCs with Inverter and Reformer

In this section, using a simplified multiple-input, single-output (MISO) PEMFC model, nonlinear control design of PEMFC with inverter and reformer is presented.

Consider the following multiple-input, single-output nonlinear system:

\[
\dot{x} = f(x) + \sum_{i=1}^{m} g_i(x)u_i, \quad i = 1, 2, \ldots, m,
\]

\[
y = h(x)
\]

where \(x \in X \subseteq \mathbb{R}^n\) is the state, \(u \in U \subseteq \mathbb{R}^m\) is the input or control vector, and \(y \in Y \subseteq \mathbb{R}^p\) is the output vector of the system. Equations (3-27a) and (3-27b) imply the following simplified MISO nonlinear dynamic system model of PEMFCs by considering three partial pressures, \(pH_2\), \(pO_2\), and \(pH_2O_c\):

\[
\begin{bmatrix}
\dot{x}_1 \\
\dot{x}_2 \\
\dot{x}_3
\end{bmatrix} =
\begin{bmatrix}
\frac{RT}{V_A} \left(1 - \frac{x_1}{p_{op}}\right) \\
0 \\
0
\end{bmatrix} u_1 +
\begin{bmatrix}
0 \\
\frac{RT}{V_C} \left(1 - \frac{x_2}{p_{op}}\right) \\
- \frac{RT}{V_A \cdot p_{op}} x_3
\end{bmatrix} u_2 +
\begin{bmatrix}
\frac{RT}{V_C \cdot p_{op}} \left(-2K_c A_x + 2K_p A_x \times x_1\right) \\
\frac{RT}{V_C \cdot p_{op}} \left(-K_c A_x + 2K_p A_x \times x_2\right) \\
\frac{RT}{V_C \cdot p_{op}} \left(2K_c A_x - 2K_p A_x \times x_3\right)
\end{bmatrix} u_3
\tag{3-27a}
\]

\[
y = V = N \left( E^0 + \frac{RT}{2F} \ln \left( \frac{pH_2 \left( \frac{pO_2}{p_{ad}} \right)^{0.5}}{pH_2O} \right) - L \right)
\tag{3-27b}
\]

where
In the above nonlinear model, because the number of outputs is less than that of inputs, which means that the decoupling matrix for exact linearization is not square, the exact linearization approach for multiple-input, multiple output (MIMO) systems cannot be directly applied. The problem of non-square can be solved by using an extended system [36, 38]. In other words, additional states and outputs are chosen and added in such a way that a square system appears and the decoupling matrix is nonsingular.

One possible way to make the decoupling matrix square and nonsingular is to define $m-p$ extra states:

\[
\begin{align*}
\dot{x}_{n+1} &= u_{i_1} \\
& \vdots \\
\dot{x}_{n+m-p} &= u_{i_{m-p}}
\end{align*}
\]  

(3-28)

and to append the output vector with

\[
\begin{align*}
y_{p+1} &= x_{n+1} \\
& \vdots \\
y_{m} &= x_{n+m-p}
\end{align*}
\]  

(3-29)

With the addition of two extra states, $x_4$ and $x_5$, and two extra outputs, $y_3$ and $y_4$, MISO nonlinear system Equation (3-27a) and (3-27b) can be converted into a MIMO system described by Equation (3-30a) and (3-30b) as below so that the decoupling matrix is nonsingular.
If decoupling matrix $E(x)$ is nonsingular, the nonlinear state feedback control law can be obtained using Equation (3-31):

$$U = -E^{-1} \begin{bmatrix} L_f^0 h_1(x) \\ \vdots \\ \vdots \\ L_f^{n_m} h_m(x) \end{bmatrix} + E^{-1} \begin{bmatrix} v_1 \\ \vdots \\ \vdots \\ v_m \end{bmatrix}$$ \hspace{1cm} (3-31)

Where

$$E(x) = \begin{bmatrix} L_{g_1} L_f^{n_1-1} h_1 & \cdots & \cdots & L_{g_m} L_f^{n_m-1} h_1 \\ \vdots & \cdots & \cdots & \vdots \\ \vdots & \cdots & \cdots & \vdots \\ L_{g_1} L_f^{n_1-1} h_m & \cdots & \cdots & L_{g_m} L_f^{n_m-1} h_m \end{bmatrix}$$ \hspace{1cm} (3-32)

Since the relative degree for each input $u_1, u_2$, and $u_3$ in Equations (3-30a) and (3-30b) is equal to 1, $E(x)$ can be described by Equation (3-33)
Substituting Equation (3-34) into Equation (3-31) results in a linear differential relation between the output $y$ and the new input $v$:

$$
\begin{bmatrix}
\dot{y}_1 \\
\dot{y}_2 \\
\dot{y}_3 
\end{bmatrix} =
\begin{bmatrix}
v_1 \\
v_2 \\
v_3 
\end{bmatrix}
$$

(3-36)

Since $v_2$ and $v_3$ are the same as $u_2$ and $u_3$, only $v_1$ can be used for tracking control, the new control input is obtained by

$$
v_1 = \dot{y}_{1ref} - k_{11} e_1
$$

(3-37)

where the tracking error $e_1 = y_1 - y_{1ref}$. 
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In this form of the nonlinear control, a tracking error may exist due to parameter uncertainty. To obtain more robust control, an integral control term is added to Equation (3-37) as in [69].

\[ v_i = \dot{y}_{\text{ref}} - k_{11}e_i - k_{12}\int e_idt \quad (3-38) \]

Then the output error dynamics from Equation (3-37) are described as follows:

\[ \ddot{e}_i + k_{11}\dot{e}_i + k_{12}e_i = 0 \quad (3-39) \]

The asymptotic tracking is achieved by selecting the gains \( k_{11} \) and \( k_{12} \) appropriately, so as to place the desired closed-loop system poles located in the left-hand plane. These control gains, \( k_{11} \) and \( k_{12} \), are calculated by the desired poles, which are located at \(-200 \pm j20\). Also, substituting Equation (3-37) into Equation (3-31) yields the control law for \( u_i \), which is given above in Equation (3-26). Nonlinear control law \( u_i \) is fed back for comparison with the inlet flow rate of hydrogen \( q_{H_2} \) from the reformer model [20, 58]. The oxygen flow is dependent on hydrogen-oxygen flow ratio \( r_{H-O} \) [20, 58]. Since the feedback fuel cell stack current is fed to the reformer and the PEMFCs, respectively, the inlet flow rates of hydrogen and oxygen are appropriately supplied to the PEMFCs based on load changes. Figure 3.21 is a block diagram of a nonlinear PEMFCs model with feedback linearization control.
3.6.1 Simulation Results

To demonstrate the performance of the proposed nonlinear control law, the system is simulated using the simplified models connected to a load through a DC/DC converter and a three-phase inverter. A conventional PI controller is used for the purpose of comparison. For simplicity, a DC/DC converter is built as a lossless step-up transformer with a ratio 1:10.

Model parameters used in our simulation are given as follows:

- Cell active area: $A_c = 136.7 \text{cm}^2$
- Volume of anode: $V_a = 6.495 \text{cm}^2$
- Volume of cathode: $V_c = 12.96 \text{cm}^2$
- Number of cells: $N = 35$
- Operating pressure: 101kPa
- Operating cell temperature: 338.5 K

![Figure 3.21 Block diagram of nonlinear PEM FC model with feedback linearization control](image-url)
• No load voltage: $E_0 = 0.6$ V

• Utilization factor: 0.8

• Reformer time constant: 2 sec

• Conversion factor: 2

• Methane reference signal: 0.000015 kmol/s

• Hydrogen-oxygen flow ratio $r_{H-O}: 1.1168$.

The simulation has been conducted in the SIMULINK environment. Figure 3.22 shows the design of a PEM FC dynamic model with nonlinear control and a DC/AC inverter.

Figure 3.22 PEM FC dynamic model with nonlinear control and DC/AC inverter in SIMULINK
Figure 3.23 displays the design of the reformer, which is the source of the hydrogen and oxygen supplied to the fuel cell.

![Reformer based on SIMULINK](image)

Figure 3.23 Reformer based on SIMULINK

The reformer model and its parameters are selected the same as in [20, 58]. The only difference is that the hydrogen flow rate is compared with the output of nonlinear controller and the difference is defined as the input to the fuel cell. Figure 3.24 shows the dynamic model of a PEM fuel cell with the implementation of nonlinear control. Inputs to the fuel cell are hydrogen, oxygen, and load current, while the output is the voltage. To test the transient behaviors of fuel cells with nonlinear control, we change the pure resistive load from $10 \, \Omega$ to $5 \, \Omega$ at time $t = 1.0 \, s$ and from $5 \, \Omega$ to $10 \, \Omega$ at time $t = 1.5 \, s$. Figure 3.25 gives the fuel cell output voltage for the load step change. It is obvious to see that the fuel cell output voltage by nonlinear control remains quite stable under the disturbances caused by load changes. In this case, both linear and nonlinear controller do not consider a secondary energy buffer such as battery and ultracapacitor.
Figure 3.24 PEM FC dynamic model with nonlinear control

Figure 3.25 Fuel cell output voltage for the load step change
Figure 3.26 Fuel cell output current for the load step change: (a) Zoom out view, (b) Zoom in of Figure 3.26 (a) around t = 1.0 seconds

The fuel cell current under the change of load is shown in Figure 3.26. The transient response of the fuel cell with nonlinear control has less overshoot than with linear control and also reaches the reference faster.
Figure 3.27 Fuel cell power demand for the load step change: (a) Zoom out view, (b) Zoom in of Figure 3.27(a) around $t = 1.0$ seconds

Fuel cell power demand is provided in Figure 3.27. From this figure, we can see that the fuel cell with nonlinear has very quick responses with less overshoot to the disturbances caused by the load changes.
Figures 3.28 and 3.29 show the comparison of the inverter line-to-line output voltages and their RMS values between nonlinear and linear controllers. The nonlinear controlled fuel cell has less ripple and fast transient response to the load change. Figure 3.30 gives the inverter output currents and their RMS values.
Figure 3.30 Inverter output current (line to ground) for the load step change (Solid line indicates RMS value): (a) Zoom out view, (b) Zoom in of Figure 3.30 around $t = 1.0$ seconds (Inverter output current (RMS) for load change)
Figure 3.31 Hydrogen flow rate from the reformer

The hydrogen flow rate directly from the reformer caused by load changes is displayed in Figure 3.31. The oxygen flow rate has the same pattern as that in Figure 3.31 but with smaller magnitude because oxygen flow rate is simply determined by the hydrogen-oxygen flow ratio. Since the proportional integral (PI) controller is used to control the flow of methane in the reformer, and hydrogen and oxygen flow rates mainly depend upon reformer parameters such as the fuel utilization factor, PI gains, and the reformer time constant, these flow rates under the nonlinear and linear controls are not significantly different. Figure 3.32 shows fuel cell boost DC/DC converter output voltage. For simplicity, a boost DC/DC converter is built as a lossless step-up transformer. Thus, the fuel stack voltage is boosted according to the ratio 1:10.
Figure 3.32 Fuel cell boost DC/DC converter voltage output
CHAPTER 4

OPTIMIZATION OF PEMFCs SYSTEMS

4.1 Introduction

Due to these multiple advantages of PEMFCs mentioned in Chapter 1, the PEMFCs become popular for an alternative power source in transportations and stationary power systems. First of all, to commercialize the PEMFC, the cost and the efficiency need to be taken into account simultaneously. So, an optimal PEMFCs system design considering cost and efficiency of PEMFCs together has become a hot topic in recent years. For stationary and transportation applications, the efficiency of fuel cells is required to achieve higher or equal to 40% comparing the internal combustion engine [3].

However, since the efficiency decreases as the power output increases [3], more cells requesting causes more expenses need to be integrated to achieve a high efficiency for the maximum power output. In this chapter, using a multi-objective optimization technique, the SQP (sequential quadratic programming) method, the efficiency and the cost of fuel cell system have been optimized under various operating conditions. The system pressure, hydrogen and air stoichiometric ratios, the fuel cell current density and the fuel cell temperature are defined as design variables.

Section 4.2 gives a concept of PEMFCs’ efficiency. Section 4.3 addresses the design of PEMFCs cost model for the optimization. In Section 4.4, the multi-objective optimization
optimization for the PEMFC is presented. Section 4.5 provides the results and
discussion in regard to the optimization.

4.2 PEMFCs Efficiency Model

In the practice, specially, the Ballard mark V\[1\], its fuel cell voltage per cell is
described in the Equation1, which has specific coefficients given by the table 4.1.

\[ V_c = E_{oc} - r \cdot i - C \ln(i) - m \exp(ni) \] (4-1)

Table 4.1 Ballard Mark V PEMFC Coefficient [39]

<table>
<thead>
<tr>
<th>Coefficients</th>
<th>Values (T in °C)</th>
</tr>
</thead>
<tbody>
<tr>
<td>( E_{oc} [V] )</td>
<td>1.05</td>
</tr>
<tr>
<td>( C[V] )</td>
<td>( 4.01 \times 10^{-2} - 1.4 \times 10^{-4} T )</td>
</tr>
<tr>
<td>( r [k\Omega/cm^2] )</td>
<td>( 4.77 \times 10^{-4} - 3.32 \times 10^{-6} T )</td>
</tr>
<tr>
<td>( m[V] T \geq 39{}^\circ C )</td>
<td>( 1.1 \times 10^{-4} - 1.2 \times 10^{-6} T )</td>
</tr>
<tr>
<td>( m[V] T \leq 39{}^\circ C )</td>
<td>( 3.3 \times 10^{-3} - 8.2 \times 10^{-5} T )</td>
</tr>
<tr>
<td>( n [cm^2/mA] )</td>
<td>( 8.0 \times 10^{-3} )</td>
</tr>
</tbody>
</table>

The detailed explanation of each voltage loss can be found in [1]. In the Nernst
equation, the ideal standard potential \( E_o \) for a PEMFC is 1.229 volts with liquid water
product, or 1.18 volts with gaseous water product [41]. Under the assumption that
pressure on both the cathode and the anode is approximately the same, the Nernst
equation is transferred into a function of the system pressure \( P_{sys} \) [1, 42] given as
follows.

\[ E = N \left[ E_o + \frac{RT}{2F} \ln \left( \frac{\alpha \cdot \beta^2}{\delta} \right) + \frac{RT}{4F} \ln(P_{sys}) \right] \] (4-2)
where $\alpha, \beta$ and $\delta$ are constants depending on the molar masses and concentrations of $H_2, O_2$ and $H_2O$. Each partial pressure can be expressed by these constants and the system pressures.

\[
P_{H_2} = \alpha P_{sys}
\]
\[
P_{O_2} = \beta P_{sys}
\]
\[
P_{H_2O} = \delta P_{sys}
\]

(4-3)

With assuming that $\alpha, \beta$ and $\delta$ are constants, Equation (4-3) shows that the EMF of a fuel cell is increased by the system pressure $P_{sys}$. Although $P_{sys}$ is able to use as one of optimization design variables, the predefined $\alpha, \beta$ and $\delta$ are required for the optimization, so the system pressure can be considered in the compressor model Equation (4-7). For the multi-objective optimization, the specification of the fuel cell stacks has to be identified in advance and then each optimization model will be delivered.

Table 4.2 Specification of the Fuel Cell System based on the [1]

<table>
<thead>
<tr>
<th>Items</th>
<th>Specification</th>
</tr>
</thead>
<tbody>
<tr>
<td>Nominal power output</td>
<td>50 kW</td>
</tr>
<tr>
<td>Stack temperature</td>
<td>353 K (80°C)</td>
</tr>
<tr>
<td>Inlet $H_2/air$ humidity</td>
<td>100 %</td>
</tr>
<tr>
<td>Cell open voltage, $E_o$</td>
<td>1.05 V</td>
</tr>
<tr>
<td>Entry air temperature, $T_e$</td>
<td>288K (15°C)</td>
</tr>
<tr>
<td>Specific heat constant, $c_p$</td>
<td>1,004 JK$^{-1}$kg$^{-1}$</td>
</tr>
<tr>
<td>Compressor efficiency, $\eta_c$</td>
<td>0.75</td>
</tr>
<tr>
<td>Compressor connecting efficiency, $\eta_m$</td>
<td>0.85</td>
</tr>
<tr>
<td>Inlet pressure, $P_{in}$</td>
<td>$10^5$ Pa</td>
</tr>
</tbody>
</table>
First, the fuel cell efficiency optimization model is derived based on [43], the output power of the fuel cell system is described by the following equations.

\[ P_{fcs} = P_{stack} - P_{prs} \]  \hspace{1cm} (4-4)

\[ P_{stack} = N \cdot i \cdot V_c \cdot A = 50kW \]  \hspace{1cm} (4-5)

\[ P_{prs} = P_{comp} + P_{oth} \]  \hspace{1cm} (4-6)

\[ P_{comp} = c_p \frac{T_c}{\eta_m \cdot \eta_m} \left( \frac{P_{sys}}{P_{in}} \right)^{0.286} - 1 \right) \cdot \dot{m} \]  \hspace{1cm} (4-7)

\[ \dot{m} = 3.57 \times 10^{-7} \times \lambda_{air} \times i \times A \times N \ \text{kgs}^{-1} \]  \hspace{1cm} (4-8)

Where \( P_{fcs} \) is net power of the fuel cell system and \( P_{stack} \) is the stack output power. The parasitic power consumed by the compressor is \( P_{comp} \) and the others, \( P_{oth} \). Even though \( P_{oth} \) was assumed to be a constant of 2 kW in [43] based on 62.5kW rated stack power, in here, it is a 5 percent of the nominal power out, 50kW due to including unexpected power consumption, so to speak, \( P_{oth} \) is assumed to be 2.5 kW. The flow rate of air \( \dot{m} \) is related to the air stoichiometry, the cell current density, and active cell area. Before proceeding to build the efficiency optimization model, let us consider how to decide the optimal cell number and cell area. Once an optimal current density and a cell voltage have been achieved, the total active cell area(\( N \times A \)) is able to be calculated by using optimal power density, the product of \( V_c \) and \( i \), namely, we can decide a number of cell as long as a single active cell area is given. The system pressure of the fuel cell is
always higher than the atmospheric pressure in a certain range because the compressor
can not provide a pressure under the atmospheric pressure.

According to [44], $P_{\text{sys}}$ must be 0.02 MPa higher than the inlet air pressure $P_{\text{in}}$
and therefore this requirement is included as one of constraints in the optimization
study. Thus, if using the lower heating value (LHV), the fuel cell efficiency
optimization model is obtained to achieve a maximum efficiency of the fuel cell as
Equation (4-9).

$$
\max \eta_{fc}(P_{\text{sys}}, \lambda_{H_2}, \lambda_{\text{air}}, V_c, i) = \frac{V_c \cdot u_f \cdot (P_{\text{stack}} - P_{\text{ps}})}{1.25 \cdot P_{\text{stack}}}
$$

s.t.

$$
P_{\text{sys}} \geq 0.12 \text{MPa} \\
\lambda_{H_2} \geq 1 \\
\lambda_{\text{air}} \geq 1 \\
V_c \geq 0 \text{V} \\
i \geq 0 \text{mA/cm}^2
$$

(4-9)

Where $u_f$ is the fuel utilization rate, which is the reverse of hydrogen
stoichiometric ratio [45]. The air stoichiometric ratio must be over the minimum limit in
order to prevent the depletion of oxygen at this minimum limit. The hydrogen
stoichiometric ratio is also greater than 1 unless it runs in the hydrogen dead-ended
mode [45]. Normally higher air and hydrogen stoichiometric ratio are preferred in low
power ranges. The ranges of cell voltage and current density will be based on the V-I
polization curve. Since the cell voltage is a function of the cell current density as seen in
Equation (4-1), we can reduce to four optimization parameters such as system pressure,
air and hydrogen stoichiometric ratios and cell current density. By using four optimization parameters, the fuel cell efficiency optimization model has been built. In the following section, the fuel cell cost optimization model will be described.

4.3 PEMFCs Cost Model

For this analysis, we are particularly interested in the small and middle size fuel cell systems. We use a 50 kW PEM fuel cell system for transportation applications as the example of our study. For the fuel cell cost model for optimization, the cost of fuel cell stack and balance of plant (BOP) components for water, thermal and fuel management have been assessed. Due to lack of latest data about hydrogen storage, power electronics, electric drive motor, and hybrid batteries for PEM fuel cell system, the fuel storage and fuel generation components were excluded from the scope of this study. The target cost is the cost of the fuel cell stack and BOP system given as follows.

\[
C = C_{st} + C_{BOP} \quad (4-10)
\]

where \( C_{st} \) is the cost of the fuel cell stack and \( C_{BOP} \) is the cost of balance of plants. For assessing of fuel cell stack cost \( C_{st} \), currently two types of fuel cell stack cost models are available in [46, 47]. One is represented by the following equation [47].

\[
C_{st} = M \cdot \left[ \left( \frac{A - 105.4}{10} + \frac{17.56 \cdot L_p \cdot C_p}{380} \right) \frac{P_o \cdot (1 + d)^V}{P_d} + B \right] \quad (4-11)
\]

where,
M = Fixed cost markup (1.1 default),

A, B = Cost parameter that depends on production volume (See table 4.3),

$L_p$ = Fuel cell platinum loading for both electrodes (mg/cm$^2$),

$C_p$ = Cost of platinum ($/troy$ ounce),

$P_g$ = Fuel cell gross DC peak power (kW),

$P_d$ = Fuel cell power density (W/cm$^2$),

$d$ = Annual fuel cell degradation (%/year), and

N = Planned fuel cell lifetime (years)

The parameter A is the power dependent term in terms of dollar per square meter of membrane area, and the parameter B is the fixed cost for the fuel cell stack.

Table 4.3 Fuel Cell Stack Cost Parameters [13]

<table>
<thead>
<tr>
<th>Production Volume</th>
<th>Cost parameter, A ($/m^2$)</th>
<th>Cost parameter, B ($)</th>
</tr>
</thead>
<tbody>
<tr>
<td>100</td>
<td>811.77</td>
<td>1311.3</td>
</tr>
<tr>
<td>1,000</td>
<td>722.54</td>
<td>363.33</td>
</tr>
<tr>
<td>10,000</td>
<td>454.45</td>
<td>428.51</td>
</tr>
<tr>
<td>30,000</td>
<td>329.24</td>
<td>405.79</td>
</tr>
<tr>
<td>60,000</td>
<td>312.26</td>
<td>160.98</td>
</tr>
</tbody>
</table>

In [46], the annual fuel cell degradation is assumed to be a 6% drop per year and the planned fuel cell lifetime is assumed to be 87,600 hours, 10 years. The platinum loading, $L_p$, is defined as 0.4 mg/cm$^2$ and the cost of platinum, $C_p$, is 1160 $/troy$ ounce.

Although this $C_{\text{m1}}$ ($) model is used in the paper [48], it is not logically understandable because suddenly many constants and parameters M, A, and B are involved in Equation
(4-11) without justification. Thus, more reasonable stack cost model $C_{st2}$ [49, 50] is chosen for our study. The $C_{st2}$ ($$/kW$$) is described as follows:

$$C_{st2} = \frac{(C_m + C_e + C_b + C_{pt} + C_o)}{P} + C_a$$  \hspace{1cm} (4-12a)

$$C_{pt} = C_{wpt} \times Y_{pt}$$  \hspace{1cm} (4-12b)

$$P = 10 \times V_c \times i$$  \hspace{1cm} (4-12c)

where, $C_{st2}$ is the fuel cell stack cost per kW($$/kW$$), $C_m$ the membrane cost ($$/m^2$$), $C_e$ the electrode cost ($$/m^2$$), $C_b$ the bipolar plates cost ($$/m^2$$), $C_{pt}$ the cost of platinum catalyst loading ($$/m^2$$), $C_{wpt}$ the weight of platinum catalyst loading (g/m$^2$), $Y_{pt}$ the unit cost of platinum($$/g$$), $C_o$ the cost of peripheral materials ($$/m^2$$) which include end plates, plastic frame and thrust volts, $C_a$ the assembly cost ($$/kW$$), $V_c$ the cell voltage, and $i$ the cell current density(A/cm$^2$). In [49, 50], the cost of each component of 50 kW PEM fuel cell stack was estimated based on an automatic production line with an annual production capacity of 18,000 vehicles. Table 4.4 shows specific cost for components in PEM fuel cell stack.

<table>
<thead>
<tr>
<th>Components</th>
<th>Cost</th>
</tr>
</thead>
<tbody>
<tr>
<td>Nafion membrane</td>
<td>500 ($$/m^2$$)</td>
</tr>
<tr>
<td>Platinum (2-4g/m$^2$)</td>
<td>32-64($$/m^2$$)</td>
</tr>
<tr>
<td>Electrode (max. 0.8 mm for single cell)</td>
<td>177($$/m^2$$)</td>
</tr>
<tr>
<td>Bipolar plate (max. 4 mm)</td>
<td>1650($$/m^2$$)</td>
</tr>
<tr>
<td>Peripheral parts</td>
<td>15.6($$/m^2$$)</td>
</tr>
<tr>
<td>Assembly</td>
<td>7.7($$/kW$$)</td>
</tr>
</tbody>
</table>
With respect to the cost of balance of plants $C_{BOP}$, the cost model can be found in [46]. $C_{BOP}$, including the air blower, humidification, radiator, stainless pump, iron pump, control electronics, actuation, piping and valves, which is approximately by a quadratic equation in the fuel cell output power and varies with the production volume as the following Equations [46].

For 100 Production Units:

$$C_a = 3343.5 + 39.942 \cdot P_G - 0.0454 \cdot P_G^2$$

(4-13a)

For 10,000 Production Units:

$$C_a = 2980.2 + 35.654 \cdot P_G - 0.0422 \cdot P_G^2$$

(4-13b)

Unfortunately, since Equations (4-13a) and (4-13b) are not only with respect to stationary PEM fuel cell, but also out of date, which was published in 1999, they cannot be applied to this analysis. Therefore, using most updated data [49], $C_{BOP}$ is estimated to 34 percent of fuel cell system cost as $C_{st}$ including assembly, that is assumed to be contributing approximately 66 percent of fuel cell system cost. Even though the breakdown of the fuel cell system is for 80 kW direct hydrogen system, the same breakdown is applied to use for 50 kW fuel cell system because the cost analysis is only integrated in the stack and BOP costs.
In order to build the cost model sharing same optimization parameters, the cost model is likely to be a function of the efficiency as Equation 4-14, which is able to investigate the impact of the cell voltage, $V_c$ and current density, $i$ as well as other optimization parameters on the fuel cell cost. In our study, the costs of the fuel cell stack and balance of plant (BOP) are considered. And the maximum fuel cells system cost is obtained as the maximum efficiency is achieved. Thus, this cost optimization model can share same optimization parameters with the system efficiency optimization model and each feasible range of the parameters will be used as a constraint of this optimization problem. The base production volume is chosen as 18,000 units, which can be a mass production for the mobile 50 kW PEM fuel cell system.

$$\min C_{FC}(P_{sys}, \lambda_{H_2}, \lambda_{air}, V_c, i) = (C_{st} + C_{BOP}) \times \eta_{fc}$$

s.t.
As explained in the section the cell voltage and current density, two of the optimization parameters of the cost model could be reduced to just the cell current density.

In the following section, the multi-objective optimization will be presented with the consideration of both the efficiency and the cost optimization.

4.4. Multiobjective Optimization of PEMFCs

According to the above considerations, the multi-objective optimization problem is formulated as follows:

\[
\begin{align*}
\min & \quad \eta_{fc}(P_{sys}, \lambda_{H_2}, \lambda_{air}, i) = (-1) \cdot \frac{V_c \cdot u_f \cdot (P_{stack} - P_{sys})}{1.25 \cdot P_{stack}} \\
\min & \quad C_{FC}(P_{sys}, \lambda_{H_2}, \lambda_{air}, i) = (C_{st} + C_{BOP}) \times \eta_{fc} \\
\text{s.t.} & \quad P_{sys} \geq 0.12 MPa \\
& \quad \lambda_{H_2} \geq 1 \\
& \quad \lambda_{air} \geq 1 \\
& \quad i \geq 0 mA/cm^2
\end{align*}
\] (4-15)

In the multi-objective optimization problem, both objective functions have to be minimized simultaneously. Normally, the objectives in such a problem have often the issue of the conflict between the objectives. From Equation 4-15, when the efficiency is
increased, the cost is increased as well. Thus, during the optimization process for such a problem, there is no single optimum solution to improve the both objectives, which means a number of optimal solutions exist. As the solution to the multi-objective problem is a set of points that represent the best trade-offs between the objective functions, for each solution, there is no way to further improve an objective function without worsening at least another one. Such points are called Pareto Optimal points or noninferior points. The set of all the Pareto Optimal points is called the Pareto Optimal Set or the Pareto frontier.

In this study, the MATLAB Optimization toolbox [52] for multi-objective optimization problem is used to find the Pareto frontier solution set. MATLAB has two functions to solve a multi-objective problem: fminimax and fgoalattain. Even though both the methods use the popular nonlinear programming algorithm, a Sequential Quadratic Programming (SQP), the fminimax method is more appropriate to be applied to our optimization study than the fgoalattain method because the fgoalattain method is more complicated than the fminimax due to the defining weighting coefficients. The general form of fminimax method is:

\[
\min_x \max_f \{f_1, f_2, \ldots, f_m\}
\]

such that

\[
Ax \leq b \\
A_{eq}x = b_{eq} \\
C(x) \leq 0 \\
C_{eq}(x) = 0 \\
L_b \leq x \leq U_b
\]

(4-16)
where $x$ is the design variable vector; $f_1, f_2, \ldots, f_m$ are the objective functions; matrix $A$ and vector $b$ are the coefficients of the linear inequality constraints; matrix $A_{eq}$ and vector $b_{eq}$ are the coefficients of the linear equality constraints; $C$ contains the nonlinear inequality constraints; $C_{eq}$ contains the nonlinear equality constraints; and $L_b$ and $U_b$ are the lower and upper bounds, respectively.

In order to search for an optimal design value $x$, the fminimax method iteratively minimizes the worst case value (or maximum) of the objective functions subject to the constraints. The advantage of this method is to easily find the optimum design point from an arbitrary initial design point. Furthermore, less function and gradient evaluation are required compared to other constrained nonlinear optimization. However, the main disadvantage of both methods, fminimax and fgoalattain, is that the objective functions must be continuous and each method has a limitation to search for global solutions.

4.5 Results and Discussion

In this section, the fminimax method is executed to solve the multi-objective optimization. To avoid the unrealistic design criterion, the upper bounds of the system pressure, air and hydrogen stoichiometric ratios are specified at 10 Mpa, 10 and 10, respectively. According to the polarization V-I curve in Figure 2.2, the cell current density will lie within the range of 0 to 1A/cm$^2$, which is used as one of bound limits for the optimization. The bound limits of the design variables are given as follows:
With various initial conditions of the design parameters, \( P_{sys}, \lambda_{H_2}, \lambda_{\text{air}}, \) and \( i, \) corresponding tradeoffs (Pareto) solutions are obtained. So to speak, these solutions are in the Pareto set, that is, as one objective is improved in the set the other is worsened.

For simplicity, the initial conditions is able to be described in the column vector, like \([ P_{sys}, \lambda_{H_2}, \lambda_{\text{air}}, i ]\). If an arbitrary initial condition is defined as the vector, \( \text{In1} = [0.12\text{MPa}, 2, 2, 800\text{mA/cm}^2]\), Figure 4.2 shows the trade-off solution based on the vector \( \text{In1}. \) In Figure 4.2, as the efficiency is improved in the set, the cost is increased as well. In changing the initial condition, this Pareto frontier will be changed because the fminimax method will find local solution in the changed initial condition.

Firstly, when \( \text{In1} \) is changed to \( \text{In2} = [0.24\text{MPa}, 2, 2, 800\text{mA/cm}^2]\), that is, the system pressure becomes two times bigger than the one of the \( \text{In1}. \) Figure 4.2 shows how this change affects the optimization of the fuel cell system. As seen in Figure 4.2, the higher system pressure is able to achieve the cost effective and high performance model comparing with the model given by the \( \text{In1}. \) For instance, in Figure 4.2, at the efficiency 0.45, the \( \text{In2} \) Pareto frontier is corresponding to to about 420 $/kW, whereas, \( \text{In1} \) Pareto frontier is almost over 700 $/kW, that mean \( \text{In1} \) is less economic condition than the \( \text{In2}. \)
However, in the case of much higher pressure, the change from the ln1 to ln3= [0.36MPa, 2, 2, 800mA/cm²] as shown in the Figure 4.3, although the better optimum model than ln2 is obtained, the efficiency range of the ln3 becomes unrealistic because the fuel cell system efficiency is not normally greater than 0.6 [1]. Hence, the initial condition ln2 is more recommendable than the ln3. Secondly, if the initial hydrogen stoichiometric ratio is changed from 2 to 1.5 such as ln4 = [0.12MPa, 1.5, 1, 800mA/cm²], the less cost effective and bad performance model is found in Figure 4.5. Hence, around the hydrogen stoichiometric ratio 2 is more preferable than 1.5.

Figure 4.2 Pareto frontier based on the ln1 (ln1=[0.12MPa, 2, 2, 800mA/cm²])
Figure 4.3 Pareto frontier change from In1 to In2
(In2 = [0.24MPa, 2, 2, 800mA/cm²])

In the case that the air stoichiometric ratio is changed from 2 to 1.5 as the In5=[0.12MPa, 1.5, 1, 800mA/cm²], more cost and efficiency effective model is achieved in Figure 4.6. However if the air stoichiometric ratio keeps decreasing to 1, the efficiency is not applicable to the real system as seen in the Figure 4.6. Hence, the ratio around 1.5 is more preferable than 2 and 1. For the current density, as it decreases, the cost and efficiency effective model is achieved. Through the trial and error, the optimal current density is approximately estimated to 450 mA/cm². With comparing with In1, the In7 has a better efficiency and cost effective model as shown in Figure 4.8. With the recommend current density 450 mA/cm² and V-I polarization curve Figure 2.2, the optimal cell voltage can be calculated to 0.72 V and the power density will be 3.2 kW/m². If 50kW rate power output is selected, then the total active cell area is 15.625 m², which means the stack will need to contain 174 layers of a single cell with 30 cm
×30cm active cell area. Thus, the optimal current density allows us to determine the total active cell area and even provide the information about the cell number to be required for the target stack if the a single cell area is given.

Figures 4.3 - 4.10 indicate that the change of each design variable gives a severe impact on the cost and efficiency of the fuel cell. Specially, since the current density is closely associated with the fuel cell area, it affects more directly on the fuel cell cost and efficiency rather than any other variables.

When selecting the preferable initial condition, $\text{In}_8 = [0.24\text{MPa}, 2, 1.5, 450\text{mA/cm}^2]$ based on the above discussion, the Pareto solution is achieved in Figure 4.9, but it is definitely not applicable to the real system due to an impractical high efficiency. Therefore, $\text{In}_8$ must be adjusted such that the Parteto solution lies in the realistic ranges. As $\text{In}_8 = [0.24\text{MPa}, 2, 1.5, 450\text{mA/cm}^2]$ is adjusted to $\text{In}_9 = [0.24\text{MPa}, 1.75, 1.5, 450\text{mA/cm}^2]$, this condition can be used for the design of economic and high performance fuel cell. Any initial condition can be chosen as long as it is within the bound limits and the corresponding Pareto solutions are applicable in practice.
Figure 4.4 Pareto frontier change from In1 to In3 (In3 = [0.36MPa, 2, 2, 800mA/cm²])

Figure 4.5 Pareto frontier change from In1 to In4 (In4 = [0.12MPa, 1.5, 2, 800mA/cm²])
Figure 4.6 Pareto frontier change from In1 to In5
(In5=[0.12MPa, 2, 1.5, 800mA/cm²])

Figure 4.7 Pareto frontier change from In1 to In6
(In6=[0.12MPa, 2, 1, 800mA/cm²])
Figure 4.8 Pareto frontier change from In1 to In7
(In7=[0.12MPa, 2.2, 450mA/cm²])

Figure 4.9 Pareto frontier change from In1 to In8
(In8=[0.24MPa, 2.1.5, 450mA/cm²])
Figure 4.10 Pareto frontier change from In8 to In9
(In9=[0.24MPa, 1.75, 1.5, 450mA/cm²])
CHAPTER 5
POWER INTERFACE DESIGN AND SUPERVISORY CONTROL
OF FUEL CELL BASED HYBRID POWER SYSTEM

5.1 Power Interface Design of PEM Fuel Cell Systems

5.1.1 Introduction

A fuel cell voltage varies under the load changes. For instance, the fuel cell voltage reaches to the maximum when no load is applied while it drops as load currents increases. Particularly for high currents, significant voltage drop can be seen due to the activation overvoltage and ohmic resistance losses in the membrane [1]. Thus, a secondary energy source is needed to satisfy the load demands. Presently, many studies regarding using the secondary power sources for the fuel cell system have been performed [53-57]. Most studies have been conducted for transportation applications [53-57].

Lately, U. Unzunoglu and Alam [57] used an ultracapacitor in parallel to fuel cell systems without using a bidirectional converter for residential applications. This will create a problem when optimally charging and discharging the ultracapacitor during transient processes especially for transportation applications. In this study, I proposed the fuel cell based hybrid power system in which the ultracapacitor is connected to the fuel cell terminal voltage through the bidirectional converter for stationary power applications.
The controller for the bidirectional converter is designed so that any substantial voltage drop of the fuel cell can be prevented during transient energy deliveries and peak power demand periods. The control analysis is performed in boost (charging) and buck (discharging) mode separately. A 5kW PEM fuel cell system is considered for the residential system and the nominal voltage of ultracapacitor is set to 74V [54]. For the fast load changing, the fuel cell current slope is limited to $4A/s$ [55] in order to prevent the fuel cell damage because a frequent fast step up and down load may apply an unnecessary stress to the fuel cell control systems such as pumps, valves, compressors and etc.

Although, during the peak power period, the total maximum power was assumed to be 7.4 kW in [57], in the simulation, the total power demand can be up to 10 kW. So, the additional power exceeding the fuel cell power can be compensated by the ultracapacitor through the bidirectional converter during that period. In the normal load (less 5kW) and steady state conditions, the ultracapacitor also can be charged by controlling the converter. This fuel cell based hybrid system was tested using Matlab Simulink.

5.1.2 Small Signal Transfer Function of Bidirectional Converter

The configuration of bidirectional converter is shown in Figure 5.1. The ultracapacitor bank $C_u$ is considered as energy storage because it offers not only a higher energy density than conventional capacitors and batteries, but also minimal maintenances [8]. It is actually a buck-boost structure. It can be analyzed in two
different modes separately. In the boost mode, if the switch $S_2$ and the diode $D_1$ are in active, then the ultracapacitor can absorb the energy from the fuel cell system. In the buck mode, if the switch $S_1$ and the diode $D_2$ are in active, then the energy from the capacitor can be released to the fuel cell terminal. The main objective of this system is to quickly provide the transient energy to the load from the ultracapacitor and to transfer the steady states energy to ultracapacitor. Let us consider the boost mode first.

![Figure 5.1 Functional diagram of the system](image)

- **Boost mode**

  Since the fuel cell voltage varies from 36 V to 24 V between the lightest load and the heaviest load, the nominal voltage of ultracapacitor is set to 74V [54]. The voltage of the ultracapacitor can be charged when the fuel cell system operates in steady states by the boost operation of converter. In this mode, average small signal circuit model [40] is often derived as seen in Figure 5.2 to build up the system.
transfer functions.

Figure 5.2 Average small signal circuit model of boost converter

Where:

\( \hat{v}_{fc} \): Fuel cell terminal voltage variation,

\( \hat{i}_L \): Inductor current variation,

\( \hat{d} \): Duty cycle variation,

\( D' \): DC values of 1-\( d \),

\( L, V_{fc}, I_L, R_s, R_p \), and \( C_u \): DC values, and

\( Z_{Leq} \): Load impedance

The ultracapacitor bank in Figure 5.2 is comprised of the equivalent series resistance \( R_s \) and the parallel resistance \( R_p \) and the capacitance \( C_u \) [58]. In the boost mode, the fuel cell voltage works like a constant voltage source, while in the buck mode, the fuel cell system is modeled with open voltage and RC model [1]. In our
study, the parallel resistance $R_p$ is not considered in the transfer functions because $R_p$ is significantly larger than $R_s$ which is set to be infinite in most of analysis [58]. The transfer functions from the duty cycle to the inductor current and to the ultracapacitor voltage can be obtained based on Figure 5.2, respectively.

$$\frac{\dot{i}_L}{d} = G_{dl1}(s) = V_{fc} \cdot D \cdot \frac{s}{s^2 + \frac{R_s(D)^2}{L} \cdot \frac{s + (D)^2}{LC_u}}$$  \hspace{1cm} (5-1)$$

$$\frac{\dot{v}_u}{d} = G_{ul1}(s) = V_u \cdot D \cdot \frac{R_s s + 1}{L \cdot \frac{LC_u}{s^2 + \frac{R_s(D)^2}{L} \cdot \frac{s + (D)^2}{LC_u}}}$$  \hspace{1cm} (5-2)$$

The transfer functions from the fuel cell voltage to ultracap voltage is

$$\frac{\dot{v}_u}{\dot{v}_{fc}} = G_{v1}(s) = \frac{R_s C s + 1}{L C s^2 + R_s C \cdot (D) s + (D)^2}$$  \hspace{1cm} (5-3)$$

The transfer function from the ultracapacitor voltage to the inductor current is as in Equation (5-4)

$$\frac{\dot{i}_L}{\dot{v}_u} = G_{vl1}(s) = \frac{C s}{D}$$  \hspace{1cm} (5-4)$$

Each transfer function from Equation (5-1) to Equation (5-4) is very useful to construct the control system block diagram in Section 5.1.3 and analyze frequency responses through the Bode plot.

- Buck mode

When the load current is increased, the ultracapacitor is discharged through the
buck mode converter to stabilize the fuel cell terminal voltage. Like the boost mode, an average small signal circuit model is derived.

![Figure 5.3 Average small signal circuit model of buck converter and fuel cell](image)

Where:

\[ \hat{v}_u : \text{capacitor voltage variation}, \]

\[ \hat{d} : \text{duty cycle variation}, \]

\[ D : \text{DC values of duty cycle } d, \]

In the fuel cell model of Figure 2.3,

\[ \hat{i}_{fc} : \text{fuel cell current variation}, \]

\[ E_o : \text{open circuit voltage}, \]

\[ R_a : \text{sum of the activation and concentration resistance}, \]
$C_a$ : Capacitive constant, and

$R_r$ : ohmic resistance

By assuming that the impedance of $E_o$ in the fuel cell model be less than the fuel cell’s others internal impedances, the total internal fuel cell impedance \([1]\) can be calculated by

$$Z_{fc}(s) = \left( R_a + \frac{R_o}{R_a \cdot C_s + 1} \right)$$ \hspace{1cm} (5.5)

And the fuel cell terminal voltage can be defined as

$$V_{fc} = E_o - Z_{fc}(s) \cdot I_{fc}(s)$$ \hspace{1cm} (5-6)

The transfer functions from duty cycle to inductor current and to fuel cell voltage can be obtained based on Figure 5.3.

$$\begin{align*}
\frac{\dot{i}_L}{d} &= G_{d \rightarrow 2}(s) = \frac{V_u}{D} \cdot \frac{Z_{Leq} Z_{fc} C_s + Z_{Leq} + Z_{fc}}{Z_{Leq} Z_{fc} L C_s^2 + (Z_{Leq} + Z_{fc}) L S + Z_{Leq} Z_{fc}} \\
\frac{\hat{v}_{fc}}{d} &= G_{d \rightarrow 2}(s) = \frac{V_u}{D} \cdot \frac{Z_{Leq} Z_{fc}}{Z_{Leq} Z_{fc} L C_s^2 + (Z_{Leq} + Z_{fc}) L S + Z_{Leq} Z_{fc}}
\end{align*}$$ \hspace{1cm} (5-7)

The transfer function from the ultracap voltage to the fuel cell voltage ultracap voltage is given as

$$\frac{\hat{v}_{uc}}{\hat{v}_{fc}} = G_{v \rightarrow v}(s) = D \cdot \frac{Z_{Leq} Z_{fc}}{Z_{Leq} Z_{fc} L C_s^2 + (Z_{Leq} + Z_{fc}) L S + Z_{Leq} Z_{fc}}$$ \hspace{1cm} (5-9)

As seen in Figure 5.3, even though the inductor current is coupled with the fuel cell
current, the direct relationship between the inductor current and the fuel cell voltage can be derived by $Z_{fc}$.

\[
\frac{\hat{i}_L}{\hat{v}_{fc}} = G_{iv}(s) = \frac{Z_{Leq}Z_{fc}Cs + Z_{Leq} + Z_{fc}}{Z_{Leq}Z_{fc}LCS^2 + (Z_{Leq} + Z_{fc})Ls + Z_{Leq}Z_{fc}}
\] (5-10)

Specific control architectures of boost and buck modes will be described using the derived transfer functions in the following section.

5.1.3 Design of the Controller and Bandpass Filter

There are two voltage controllers: one is the ultracapacitor voltage controller and the other is fuel cell voltage controller. And the current controller controls the inductor current in the converter. The control architecture will be different in each mode because the input and output are exchanged vice versa for charging and discharging.

■ The Controller

i) Boost mode

If load variations lasts over 5 seconds and their capacities are less than the fuel cell stack capacity 5 kW, the boost mode (charging mode) is activated. In steady states of fuel cell systems, since the fuel cell voltage controller charges the ultracap voltage, the fuel cell voltage controller is placed in the most outer loop, which generates the reference ultracapacitor voltage through the BPF1, bandpass filter1 as shown Figure 5. To generate the reference ultracapacitor voltage 74V, the initial duty ratio is set to $D=0.527$ based on the reference fuel cell voltage is assumed to be 35V because the
output voltage $V_o$ of the boost converter is calculated by the duty ratio and the input voltage $V_{in}$ shown in Equation (5-11) during the continuous conduction mode [59].

$$V_o / V_{in} = 1/(1 - D)$$  \hspace{1cm} (5-11)

The ultracapacitor voltage controller in the inner loop also generates the reference inductor current through the BPF2, bandpass filter2. These two bandpass filters, BPF1, and BPF2, can determine the frequency range in each control loop. For the ultracapacitor voltage controller in the inner loop, the low cutoff frequency of BPF2 is decided to be $f_1 = 100$ Hz because given any load change is slower than $f_1$ during boost mode, the ultracapacitor would respond. The high cutoff frequency of BPF2 is limited to be $f_2 = 10$ kHz to avoid the correlation of the switching frequency of the converter.

![Figure 5.4 Control block diagram in the boost mode](image)
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The most outer loop cutoff frequencies of BPF1 are set to be in the range \((0.1f, 0.1f)\) [54] because it is expected to respond much slower than inner loop controller. However, in the buck mode, as the ultracap voltage will stabilize the fuel cell voltage, the ultracap voltage controller must be placed in the most outer loop.

ii) Buck mode

If the load variations last within 5 seconds and their capacities are over than 5 kW, the buck mode is activated. As seen in Figure 5.5, during buck (discharging) mode, the ultracapacitor voltage controller generates the reference fuel cell voltage and the fuel cell voltage controller generates the reference inductor current of the converter. To generate the reference fuel cell voltage 35V, the initial duty ratio is set to \(D = 35/74 = 0.473\) based on that the reference ultracapacitor voltage is assumed to be 74V because the output voltage \(V_o\) of the buck converter is calculated by the duty ratio and the input voltage \(V_{in}\) given in Equation (5-12) during the continuous conduction mode [59].

\[
\frac{V_o}{V_{in}} = D
\]  

(5-12)

Through Figures 5.4 and 5.5, the GC means the combined transfer function including the controllers. In terms of the fuel cell voltage feedback, the maximum fuel cell voltage output that is the sum of the fuel cell voltages from the buck converter and the fuel cell system are considered because the fuel cell terminal voltage is supplied by these two sources, the fuel cell and the ultracapacitor. The functions of bandpass filters are the same as in the boost mode.
Bandpass Filters Design

There are two bandpass filters, BPF1, and BPF2 in the control block diagram. The BPF1 is characterized by the frequency band $10 \text{Hz} < \omega < 1\text{kHz}$ and the BPF2’s passband $100\text{Hz} < \omega < 10\text{kHz}$ because the BPF1 is actually slower than the BPF2. Especially in the buck mode, for any load change which is less than the low cutoff frequency $100\text{Hz}$, the fuel cell system can respond without the help of ultracapacitor [53]. And the high cutoff frequency of BPF2 must be low enough so that it does not interact the switching frequency $10\text{kHz}$ of the bi-directional converter. Hence, the high cutoff frequency of BPF2 is limited to be $10\text{KHz}$. In this research, the second order wide band pass filter [60] is used as in Equation (5-13) by letting $s \rightarrow j\omega$

$$H(j\omega) = H_0 \frac{j\omega/\omega_L}{(1+j\omega/\omega_L)(1+j\omega/\omega_H)}$$  (5-13)
where $H_o$ is the mid frequency gain and $\omega_L$ is the low cutoff frequency and $\omega_H$ is the high cutoff frequency.

Figure 5.6 Bode plot of the bandpass filters BPF1 and BPF2

Based on the characterized cutoff frequencies in the BPF1 and BPF2, the Bode plot of the bandpass filters are shown in Figure 5.6.

5.1.4 Simulation Results

For the simulation, the 2500-ft$^2$ house load profile illustrated in Figure 5.7 [57] is used as a reference to calculate the transient power of the ultracapacitor.
Figure 5.7 2500-ft² house load profile (Real power) [57]

Figure 5.7 shows that the peak loads varies from 7kW to 7.4kW and the sampling interval of load profile is 15-s. The maximum period of the peak demand is 75s when the load demand exceeds the 5kW maximum available power from the fuel cell system. By using the proposed system, the ultracapacitor is able to support the extra load of 2.4kW for 75s, which is 50W-h of energy and its minimum energy capacity rating of the ultracapacitor is $\frac{50}{0.75}=66.67\text{Wh}$ [57].

The Maxwell boostcap PC2500 ultracapacitor [61] is selected for the simulation. Its nominal voltage is 2.5V and the capacitance value is 2700F. Thus, 30 unit of ultracapcitor in series (the total capacitance is $2700\text{F}/30=90\text{F}$) is required to keep charging the reference voltage 74V through the bidirectional converter because $\frac{74\text{V}}{2.5\text{V}}=29.6$. The calculated energy storage can store $0.5 \times 90 \times 74^2 / 3600 = 68.46\text{Wh}$, which can sustain the minimum energy rating of the ultracapacitor 66.67Wh. But, if we directly connect the fuel cell system with the
ultracapacitor without the bidirectional converter, 15 ultracapacitors (total 2700/15=180F) is needed because 36V/2.5V =14.4. And to meet the extra load demand 66.67Wh, at least two 15 ultracapacitors in parallel and extra more ultracapacitor are expected because 15 ultracapacitors in series only can store 0.5×180×36 /3600 =32.4Wh, and 30 ultracapacitors can support 64.8Wh in this case. It is obvious to see that using the bidirectional converter is more beneficiary especially in saving the capacitor than only coordination with the ultracapacitor without using the converter.

The simulation is performed by a Ballard 5 kW PEMFC fuel cell stack model MK5-E composed of 36 cells; each cell has a 232 cm$^2$ active area, graphite electrodes, and a Dow membrane [25, 39]. Experimental data from J. Hamelin et al. [39] were used to compare the validity of the proposed system. The voltage and the current, the most important variables, were used for this comparison. In [39], a load profile with rapid variations between 0 and 150 A was imposed on the PGS-105B system. The corresponding stack current and voltage transients are plotted in Figure 5.8, where the experimental data [25] are indicated by solid lines. The details of load profile are shown in Figure 3.3, where the load resistances were changed from 0.119 Ω to 4.15 Ω during the simulation period.
As shown in Figure 5.8, the fuel cell terminal voltage drops below 25 V. The rapid current increase can cause an immediate voltage drop across the internal resistors (activation and concentration) of the fuel cell. Based on the frequent load changes in Figure 5.7, normally buck mode (discharging) is imposed to the system.

The value of the inductor of the bidirectional converter is set to 1 mH to operate the boost and buck mode properly without high surge voltage. With the help of the ultracapacitor and bidirectional converter, the fuel cell terminal voltage does not drop below 30 V. But when the load resistance is changed from the smallest value 0.119 Ω to the biggest value 4.15 Ω, a 2~3 V voltage spike can be observed.
Thus, in case of a sudden load change with a big variation, the surge protection should be mounted. In the simulation, the surge protection arrestor which has the maximum limit with 50V and 200A, is used.
Figures 5.10 and 5.11 show the load current and load power demand respectively. Due to the ultracapacitor and bidirectional converter, the load current lifts up to 290A and the load power demand can reach up to 10 kW. To utilize the total load power demand 10 kW, the additional ultracapacitor bank 90 F is needed because one 90 F ultracapacitor bank and the fuel cell stack can only support the total power of 7.4kW.
The ultracapacitor voltage gradually decreases and a voltage drop can be observed until 68.7 V due to sudden load changes as shown in Figure 5.12.

In case of a light load change in which the total load power demand is less than 5 kW and the load change duration is beyond 5 seconds, the boost mode (charging mode) is imposed.

![Figure 5.13 Fuel cell terminal voltage (charging mode)](image)

The fuel cell voltage varies between 35V±0.3V because of the light load as seen in Figure 5.13. The load power varies less than 5 kW and the load current is changed between 18A and 58A in Figure 5.14.
Figure 5.14 Load current (charging mode)

Figure 5.15 Load power demand (charging mode)
To avoid an inrush current during the charging period, the initial condition of the ultracapacitor is set to 70.3 V, 95% of the reference voltage. As seen in Figure 5.16(b), a 10kHz ripple can be found due to the switching frequency of the converter.
5.2 Supervisory Control of PEMFCs, PV and UC Hybrid power system

5.2.1 Introduction

Lately several supervisory control studies regarding hybrid power systems (PV (Photovoltaic), wind and battery) [57, 62, 63] have been proposed for stationary applications, however, which does not include a fuel cell system. Since other studies [64-66] about the hybrid power systems including a fuel cell system, are deeply focusing on integration of hydrogen production, a supervisory control algorithm has not been developed for them.

This study is more concerned to develop a supervisory control algorithm for the hybrid power system consisting of PEMFCs, PV subsystems and energy storage. A 5kW PEM fuel cell system is considered for the residential system and the nominal voltage of ultracapacitor for the energy storage is set to 40V. For a fast load change, the fuel cell current slope should be limited to $4\text{A}^{-1}\text{s}$ as mentioned in Section 5.1. And during the peak power period, the total maximum power is able to reach 10 kW. Hence, the power demand beyond 5kW, the fuel cell power capacity can be supplied by a PV system to cover a total load demand 7.5kW. And beyond the 7.5 kW, the sum of the fuel cell power and PV power capacity, the energy storage system, an ultracapacitor can generate the remaining power up to 2.5kW such that 10.0 kW, the total maximum load demand power, can be covered.

In the light load (less 5kW) and steady state conditions, the ultracapacitor is set to be charged via the supervisory control. The surplus energy from the fuel cell system and PV system also can be used to charge the ultracapacitor system. Hydrogen
production through the use of surplus energy for the fuel cell system is out of the scope of this paper to avoid the complexity of the system. This supervisory control fuel cell, PV and ultracapacitor hybrid system is tested using Matlab/Simulink.

5.2.2 PV System Modeling

The fuel cell system and ultracapacitor are already modeled in Section 2.3 and Section 5.1.2. In this section, the PV subsystem will be described.

• PV Generation

The traditional I-V characteristics of a PV array are given by Equation (5-14) [62].

\[
I_{pv} = n_p I_{ph} - n_p I_{rs} \left[ \exp \left( \frac{q V_{pv}}{KTA n_s} \right) - 1 \right]
\]  

(5-14)

where:

- \(I_{pv}\): PV array output current (A);
- \(V_{pv}\): PV array output voltage (V);
- \(n_s\): Number of cells connected in series;
- \(n_p\): Number of modules connected in parallel;
- \(I_{ph}\): Photocurrent; \(I_{rs}\) is the cell reverse saturation current;
- \(q\): Charge of electron, \(1.6 \times 10^{-19}\) C;
- \(K\): Boltzmann’s constant, \(1.385 \times 10^{-23}\) Nm/K;
- \(A\): P-n junction ideality factor; and
$T$: Cell temperature (Kelvin);

The factor $A$ in Equation (5-14) is related to the solar cell deviation from p-n junction characteristics, in here, $A$ is set to 2.46 [62]. The equivalent circuit of PV cell is given in Figure 5.17 [62]. $R_{sh}$ is the intrinsic shunt resistance and $R_s$ is the series resistance. The equivalent circuit can be simplified as in Figure 5.17.

![Equivalent circuit of PV cell](image)

Figure 5.17 Equivalent circuit of PV cell [62]

The photo-current $I_{ph}$ is varying with solar radiation $S$ (mW/cm$^2$) and temperatures are given in the Equation (5-15) [67].

$$I_{ph} = (I_{sc} + k_i(T - T_r)) \frac{S}{100} \quad (5-15)$$

where:

$I_{sc}$ : Cell short circuit at reference temperature $T_r$ 301.18K [62]

$k_i$ : Short circuit temperature coefficient, 0.0017A/°C [62]

$S$: Solar radiation in mW/m$^2$

The cell reverse saturation $I_{rs}$ also varies with temperature and can be expressed
as Equation (5-16) [62]

\[ I_{rs} = I_{rr} \left( \frac{T}{T_r} \right)^{3} \exp \left( \frac{qE_g}{kA} \left( \frac{1}{T_r} - \frac{1}{T} \right) \right) \]  

(5-16)

where:

\( I_{rr} \) is the reverse saturation current at \( T_r, 3,27 \text{A} \) [62];

\( E_g \) is the band-gap energy of the semiconductor used in the cell, 1.1V [62].

Hence, the power of PV arrays can be expressed as follows:

\[
P_{pv} = V_{pv}I_{pv} = n_p I_{ph} V_{pv} - n_p I_{rs} V_{pv} \left[ \exp \left( \frac{q}{kT} \frac{V_{pv}}{n_s} \right) - 1 \right]
\]

(5-17)

Using the conventional Maximum-Power-Point-Track (MPPT), \( \frac{dP}{dV} = 0 \), the maximum output power point can be obtained by the following equation.

\[
\exp \left( \frac{q}{kT} \frac{V_{max}}{n_s} \right) \left( \frac{q}{kT} \frac{V_{max}}{n_s} + 1 \right) = \frac{I_{ph} + I_{rs}}{I_{rs}}
\]

(5-18)

In this research, there are more concerns about supervisory control of the hybrid system other than developing MPPT algorithm.

5.2.3 Supervisory Control of the Hybrid Power System

In this section, the supervisory control algorithm for hybrid power system is presented. The configuration of the hybrid power system with PV panel, PEM fuel cell and energy storage is given in Figure 5.18. In Figure 5.18, \( P_L \), the power supplied to the load, is the sum of output power from the fuel cell generator \( P_{fc} \), the PV panel \( P_{pv} \), and
energy storage power $P_{uc}$ that has a bidirectional power flow according to energy inside and outside of UC (Ultracapacitor) system. The total energy is balanced

$$P_L = P_{fc} + P_{pv} \pm P_{uc}$$

Figure 5.18 Configuration of the hybrid power system

The load in Figure 5.18 includes the energy used to the power conditioning unit (dc/dc converter and dc/ac inverter) and the residential load. And the auxiliary power for the fuel cell, the PV subsystems and the converters are not considered because it is a small portion comparing with the produced powers by the PV, fuel cell, and energy storage. The basic idea of supervisory control strategy is that the fuel cell generator generates up to 5kW, its maximum power, while the remaining ($P_s - P_{fc}$) is supplied by the PV subsystem and energy storage according to sunlight conditions. The
conditions and the role of the energy storage (either storing or supplying energy) define different modes of the systems. Hence, a supervisory control is critical to efficiently manage the operation of the subsystems according to different situations. Note that the fuel cell system plays the main role in power generation, whereas the PV and the energy storage subsystems would play a secondary role.

Four possible modes of operation in the system are defined as follows.

i) Mode 1

If the fuel cell power is sufficient to satisfy the total power demand, only the fuel cell subsystem is activated over the diode D1 while the PV system is inactive by setting off condition of the switch S3 and the energy storage system is in energy storing mode by closing the switch S1, absorbing the surplus power \( P_L - P_{fc} \). For the case that the total power demands exceed the maximum power that the fuel cell generator can provide, the supervisory control switches the hybrid system to Mode 2 and activates the PV system.

ii) Mode 2

The supervisory control has the fuel cell generator to generate the maximum power over the diode D1 and the PV cell system to be active to track a load power reference using MPPT algorithm over the diode D3 since the switch S3 is closed. The energy storage system is not requested to supply energy until the total power demand exceeds the sum of the fuel cell power (5kW) and PV power (2.5kW), and it would keep storing the difference between the total power demand and power sum of the fuel cell and PV systems by closing the switch S1 as long as it stays in Mode2. Once the
total power demand exceeds the maximum generation of the fuel cell and PV systems, the mode of the hybrid system will be transferred to Mode 3.

iii) Mode 3

The fuel cell system and PV system power are transferred to the load over the D1 and the S3 (closed state). Moreover, the energy storage system will be discharged through the diode D2 by closing the switch S2, acting as a power supplier. The reverse current cannot flow from the energy storage system to the fuel cell system and PV system because of the blocking diode D1 and D3. The operation of Mode 3 continues as long as the total generation power capacity including the energy storage output is able to supply the total power demand range between 7.5kW and 10kW. If the total power demand goes beyond the maximum capacity (10kW) of the hybrid system, the load must be disconnected from the power supplies to avoid damages of the hybrid system, and the system enters Mode 4.

iv) Mode 4

This is an emergency mode defined for the security purpose since the hybrid power system is unable to supply enough power to the load power demand. The load is disconnected and the protection mode is enforced for the hybrid system as well as the power conditioning unit. The power capacity of each subsystem must be carefully designed to meet the load demand such that the hybrid system can be protected by the supervisory control algorithm.
In summary, the supervisory control is able to allow changes from one operation mode to another according to the undergoing sunlight conditions, the load demand and the energy storage system conditions (charging or discharging). The details of the
control design can be further understood through the schematic of mode operation and flowchart in Figures 5.19 and 5.20, respectively.

5.2.4 Simulation Results

In the simulation, we assume that the peak load could reach 10 kW and the PV system for the peak load shaving is available for day time with a clear sunlight. And the maximum period of the peak demand is assumed to be 75s when the load demand exceeds the 7.5kW, the maximum available power capacity of the fuel cell system and the PV system. Furthermore, the ultracapacitor is able to support the remaining load of 2.5kW for 75s, which is 52.1W-h of energy and its minimum energy capacity rating of the ultracapacitor is 52.1/0.75=69.47Wh [57].

The Maxwell boostcap PC2500 ultracapacitor [61] is also selected for the simulation. Its nominal voltage is 2.5 V and the capacitance value is 2700F. Thus, at least 16 units of ultracapcitor in series (the total capacitance is 2700F/16=168.75F) is required to keep charging the reference voltage 40V (=16 x 2.5V) through the control algorithm. The energy storage system can store $0.5 \times 168.75 \times 40^2 / 3600 = 37.5Wh$ by calculation, which can not sustain the minimum energy rating of the ultracapacitor 69.47Wh. Thus, to meet the remaining load demand 66.67Wh, at least two 16 ultracapacitor units in parallel are expected because 16 ultracapacitors in series only can store 37.5Wh.
As shown in Figure 5.8, the fuel cell terminal voltage drops below 25 V if only fuel cell system is operated. The fuel cell terminal voltage of the hybrid power system does not drop below 27V by using the supervisory control as seen in Figure 5.21. However, as seen Figure 5.19, using bi-directional converter is a better option to
compensate the fuel cell voltage drop than a supervisory controlled hybrid system. In this simulation, although the same load profile as in Figure 3.3 is used, the current is over 300 A and the total power demand is over 9 kW due to less voltage drop as seen in Figures 5.21 and 5.22.

Figure 5.22 Total Power demand

Figure 5.23 FC power generation
According to the propose supervisory control, Figure 5.23 shows that the FC system generates the maximum 5 kW power, and Figure 5.24 shows that the PV system can compensates the power up to 2.5 kW whenever the total load power demand is over 5kW. The UC (Ultracapacitor) system also can cover the remaining 2.5 kW if the total load power demand ranges from 7.5 kW to 10 kW. But in this simulation, since the maximum power load is 9.5kW shown in Figure 5.22, the maximum value 2.0 kW of UC system shown in Figure 5.25 is enough to cover the total power demand.
CHAPTER 6

CONCLUSION

6.1 General Conclusion

Most of my research is dedicated to developing a fuel cell dynamic model, its nonlinear control algorithm, and an optimal design for PEMFCs. With respect to the dynamic model and nonlinear control of PEMFCs, a feedback linearization-based nonlinear control design of dynamic PEMFCs has been developed [28]. As for the optimal design of PEMFCs, a multi-objective optimization study about PEMFCs has been investigated [6]. Furthermore, other control designs for water, heat management, and a power electronics interface design, a supervisory control of hybrid system (Fuel cell/Solar cell and Energy storage) have been studied. The conclusions of these works are summarized as follows:

First, this research work proposes a MIMO dynamic nonlinear model for PEMFC and presents a design for a nonlinear control for polymer electrolyte membrane fuel cells using feedback linearization. By adapting all water effects in the proposed dynamic model of PEMFC, we are able to investigate a more accurate transient behavior of the PEMFC. The MIMO nonlinear dynamic model is developed for PEMFC, which enables the creation of a platform for the design of a nonlinear control strategy using feedback linearization. The feedback linearization technique can cancel
the nonlinearities of the system and impose desired linear dynamics.

As illustrated by the Matlab/Simulink simulation results, the transient responses of the proposed nonlinear controller are superior to those of the conventional PI controller under load variations, which can prolong the fuel cell stack life by reducing the pressure differences between the anode and the cathode as much as possible.

However, in order to apply the proposed control algorithm for the fuel cell, exact measurements of water formation and other states must be guaranteed. Fortunately, several approaches [68, 69] to the measurement of the states of the fuel cell have recently been published, and the proposed nonlinear control strategy is likely to apply to the design of an overall control scheme for PEMFC, including the water and heat management systems, the fuel processor, and the air compressor.

Second, a new thermal equivalent circuit for the PEMFC is proposed. The analysis for the design of the PEMFC temperature controller is performed by using Bode plots of the thermal equivalent circuit transfer functions. The Bode plots show that the lag compensator with small PI gains is a good option for the design of the temperature controller for PEMFC. In addition, the proposed temperature controller is analyzed by comparing with the experimental results and Matlab/Simulink simulations. This paper has obtained some analytical results that provide a useful suggestion for the design of a temperature controller for PEM fuel cell systems.

Third, a joint optimization model of fuel cell system efficiency and cost is proposed. A multi-objective optimization technique, the SQP (sequential quadratic programming) method, has been applied to investigate the impact of the variations of
initial conditions on the efficiency and the cost of fuel cell system. Although the study shows that the change of air stoichiometric ratio is more closely related to the fuel cell efficiency and cost than any other variables in impractical region, the system pressure, hydrogen and current density must be appropriately selected for the optimal design because they also largely affect the fuel cell system and cost as well in the our study. Our work presents a way to determine the optimal design regarding the fuel cell efficiency and cost aspects simultaneously.

Fourth, this dissertation discusses the control method of boost and buck converter for the fuel cell stationary power applications. Through the simulation and comparing the experimental results, it shows that the proposed system not only improves the dynamic response of the fuel cell system, but it also can significantly compensate the voltage drop of the fuel cell system due to load changes. This control study based on the PEM fuel cell system, the ultra-capacitor model and the bidirectional converter together, which can provide a good platform to design a suitable power converter control system for fuel cell system applications.

Last, a supervisory control algorithm for a proposed hybrid power system, which consists of a fuel cell system, a PV system and a ultracapacitor for stand-alone stationary power applications is proposed. Through the simulation and comparison of the test results, it shows that the proposed hybrid system with the supervisory control not only improves the dynamic response of the fuel cell system, but it also can compensate the voltage drop of the fuel cell system due to load changes. But using bidirectional converter can compensate the fuel cell voltage drop more than just using
switching through the energy storage, ultracapacitor. The supervisory control strategy proposed in this paper for the PEM fuel cell system, the PV system and the UC system together, paves a way to supply safe electricity for stand-alone residential areas by renewable energy.

6.2 Future Research

The research works in my dissertation regarding a fuel cell system and power electronics have motivated me to a further research in a nonlinear control and power electronics design related to fuel cell systems and other renewable energy systems. Following three topics will be a possible future works.

6.2.1 Supervisory Control of Hybrid Power Systems using Wind, Solar, and Fuel Cells

There are two scopes of hybrid power systems. The first is a transportation application such as a fuel cell vehicle. Since a fuel cell system has slow dynamics by nature, it is recommended to have an additional auxiliary power source such as an ultracapacitor or battery for acceleration or deceleration to improve system performance. Thus, a control strategy to synchronize between the main power source (fuel cell) and the auxiliary one has been studied to avoid the fuel starvation and fuel cell damage during transient energy delivery or recovery.

In my proposed study, a hybrid PV (photovoltaic)/fuel cell system is considered, and then it is found that the reliability of the PV system can be improved by using fuel cell and energy storage systems simultaneously based on a supervisory control algorithm. By this method, the efficiency of the hybrid PV/fuel cell system is increased.
more than the fuel cell hybrid system. This supervisory control strategy will be proposed and will then be validated using a simulation and 1-kW prototype fuel cell test equipment.

The second is a stationary power application as a distributed generator. The proposed stationary hybrid power system consists of a wind turbine, a photovoltaic system (PV), a fuel cell, an electrolyzer, an energy storage-like battery, an ultra-capacitor, flywheel, a diesel generator, and several other power converters. Through the analysis of this system based on the simulation and the validation of the prototyped hybrid power system (each system will be less 50kW), it will be identified that the proposed system can supply high-quality power even including a grid on and off control and thus represents one of the best candidates for a future renewable power system.

6.2.2 Power Converter and Control Designs for Renewable Power Systems

Fuel cell voltage is highest when no load is applied, and it drops with increasing current due to the activation of over-voltage and ohmic resistance losses in the membrane. At high currents, the voltage drops significantly because of the slow dynamics of fuel cell systems (several seconds). Likewise, a wide-input-range power converter for fuel cell systems is desired. Hence, a new wide-range power converter, along with a robust power control and high efficiency, will be examined and tested. In transportation and stationary applications, utilizing an inverter is necessary for DC-to-AC power conversion, and therefore the effect of inverter ripple on the fuel cell stack performance should be investigated. To avoid the situation in which the fuel cell performance is degraded if the ripple currents are not adequately controlled, a shunt-
type active power-filter system can be one of the solutions. The optimal control strategy of this active power-filter system will be analyzed and tested through the simulation and experiment.

Also, with respect to the power conversion system of solar cell systems is one of the prominent research topics in renewable energy systems. To develop a maximum power point tracking algorithm (MPPT), many research projects are undergoing. The proposed approach is to use a nonlinear control algorithm and therefore a maximum power point tracking controller for solar cell systems will be investigated using the experiment and simulation.

In addition to solar and fuel cell systems, wind turbine control system can be another good research aspect of renewable energy systems because wind power keeps varying with wind speed. Below rated wind speeds, real power from the wind generator is regulated to obtain the maximum energy from varying wind speed. Above rated wind speeds, the maximum power control must be regulated by stalling the wind turbine to keep the constant power. So, a nonlinear control based power controller for the wind system will be analyzed and tested through the experiment and simulation.

6.2.3 Dynamic Modeling and Control of other fuel cells (DMFC and SOFC)

In order to utilize PEMFCs, the reformation from the fuels such as ethanol, methanol, and natural gas or direct use of hydrogen is required. The reformer for the reformation of fuels makes the fuel cell system more complex, expensive, and slow. In addition, the direct use of hydrogen brings with it issues regarding the appropriate and safe transportation and storage of the fuel.
Thus, an alternative method, such as direct-methanol fuel cells (DMFCs), which involves using a liquid methanol fuel directly without reformation, is preferable for a fuel-cell-based mobile power supply system in the power range from a few watts to several hundred kilowatts than are PEMFCs. For this reason, DMFCs will be another research topic for me to develop as a dynamic model and nonlinear control design. The proposed model and control system for DMFCs can be validated through the simulation and experiment.

In terms of solid oxide fuel cells (SOFCs) research, this will focus on the development of advanced energy systems. Hybrid systems consisting of solid oxide fuel cell system and gas turbine, offer the potential for ultrahigh efficiency with very low pollutant emissions. Future research includes detailed dynamic modeling of this fuel cell systems, and control of this hybrid systems.
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