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ABSTRACT

AN INTEGRATED FRAMEWORK FOR ENHANCING USER

EXPERIENCE FOR DIFFERENT DATA SERVICES
IN MULTI-RATE WIRELESS SYSTEMS

Publication No.

SOURAV PAL, Ph.D.

The University of Texas at Arlington, 2007

Supervising Professors: Sajal K. Das and Kalyan Basu

Technological advances in multi-rate wireless systems have made wireless data ser-

vices an intrinsic part of human life. An abundance of wireless devices, both in the

wireless enabled home multimedia systems as well as in corporate o�ces, have trigerred

an array of research in enhancing the wireless data services. The success and acceptance

of various rich data services depend on satisfying the user experience derived from such

services.

In this dissertation, we �rst focus on identifying and exposing the important net-

work parameters which hinder user satisfaction in a multi-rate wireless multimedia sys-

tem. Subsequently, we propose an integrated framework that encapsulates channel state

estimation techniques, optimal data rate allocation and user scheduling algorithms, and

mobility management solutions. The aim is to improve the performance of data services

in multi-rate wireless systems for improving user experience. To this end, we develop an

analytical model that correlates user satisfaction with the performance of various user ser-

vices such as voice, video, and data. Although traditional network performance metrics

iv



such as throughput, connectivity, and delay constraints are also appropriate for multi-rate

wireless multimedia systems, the uncertainty posed by the underlying wireless channel

poses a new type of challenge in trying to support multiple data rates over the same

physical medium. Consequently, methodologies of abstracting the channel state infor-

mation (CSI), data rate allocation, and user scheduling are di�erent from non multi-rate

systems.

In this dissertation, we develop accurate channel estimation techniques speci�-

cally for multi-rate wireless systems that enhance the overall throughput of the system.

Scheduling algorithms have been speci�cally designed take advantage of the proposed

channel estimation techniques. We have observed that the joint scheduling and channel

estimation technique vastly improves the performance of the multi-rate wireless sys-

tems in terms of e�ective throughput and user satisfaction. We have also proposed rate

adaptation techniques and content aware scheduling which enhance the performance of

streaming multimedia. In the case of throughput constraints, we have focused on de-

termining a theoretical upper bound on the number of satis�ed users in comparison to

existing schemes for a single cell in a multi-rate wireless system. In addition, we have

also focused on mobility solutions speci�cally for wireless LANs in order to ensure user

satisfaction. To ensure connectivity and honor the strict timing requirements demanded

by streaming multimedia applications, we have designed and implemented a client-end

hando� framework for Wi-Fi systems using the Madwi� driver. All the proposed mecha-

nisms jointly enhance the performance of the data services for multi-rate wireless systems

and consequently maximize the number of satis�ed user.
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CHAPTER 1

INTRODUCTION

The broad objective of the dissertation is the study of data services in multi-rate

wireless systems. In stark contrast to traditional wireless systems which are capable of

detecting only extreme states of the channel (good or bad), multi-rate wireless systems

are able to accurately quantize the channel state information (CSI) into di�erent signal-

to-noise ration (SNR) levels. Consequently, depending on the modulation used at the

CSI levels, a wide variety of data rates can be supported. Thus, it is possible to support

data services like streaming multimedia in multi-rate wireless systems which are able

to support data rates as high as 2 Mbps. The aspiration of the dissertation is to (i)

understand the underlying mechanism of multi-rate wireless data systems, (ii) expose

the drawbacks which hinder the successful functioning of such systems, (iii) identify the

speci�c network parameters which a�ect user satisfaction and (iv)propose, design and

implement solutions which will enhance the working and performance of the multi-rate

wireless systems.

The �rst generation (1G) wireless systems like Advanced Mobile Phone System

(AMPS) [84], and Global System for Mobile communications (GSM) [66] could support

a maximum data rate of 9.6 Kbps where as in second generation (2G) systems like Code

Division Multiple Access (CDMA) [80] the data rate improved to 20 Kbps. Only with the

evolution of multi-rate wireless systems from 2.5G onwards, data rates started improving.

With third generation (3G) systems like Universal Mobile Telecommunications System

(UMTS), 1x Evolution-Data (1xEV-DO) [1], High Data Rate (HDR)/CDMA2000 Sys-

tems [2] the maximum data rate is expected to be more than 2 Mbps. In addition, 802.11

based wireless LAN systems though operating in a small range is a multi-rate wireless

1
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system show great promise in supporting higher data rates (as high as 54Mbps to 108

Mbps).

With the evolution of these high speed wireless systems, wireless data services

are turning out to be a reality. Real time data services, streaming multimedia, voice

over wireless LANs are some of the numerous applications that are gaining popularity.

In Figure 1.1, we elucidate the delivery of data services over the high speed multi-rate

wireless systems both in cellular as well as 802.11 systems.

Content Delive ry Network  (CDN) CORE
NETWORK

BUSINESS

IEEE 802.11 (WLAN) NETWORK

RESIDENTIAL

IEEE 802.11 (WLAN) NETWORK

HUBS

COMPLEXES

Telco/LAN  Router

Figure 1.1. Overview of the Wireless Data Delivery for Di�erent Applications in Hetero-
geneous Networks.

The di�erent categories of applications as illustrated in Figure 1.1 are explained below :

Voice over Wireless LAN (VoWLAN): VoWLAN is a natural extension of VolP

(Voice over Internet Protocol), a technology that has already taken root in enterprise

telecommunications. Yet VoWLAN presents its own unique quality of service (QoS)
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challenges relating to �uctuating wireless throughput and roaming among APs (access

points). The most important QoS demanded is ensuring session connectivity during

hando� between two WLAN access point.

Streaming Multimedia over Wireless : Streaming multimedia comprises of both

audio and video streams which can be instantly played without the frustration of having

to wait for the entire data to be downloaded. Mobile devices which are 3G enabled or

having a 802.11 wireless card, are expected to support streaming. However, streaming

multimedia has strict timing requirements (maximum possible end-to-end delay is 150ms)

and hence su�ers from throughput, real time scheduling and connectivity issues when it

comes to wireless systems.

The above two applications have emerged as di�erent services in the enterprise

market, administrative and academic campuses as well as home entertainment systems.

All these services encounter the common challenges of seamless connectivity, throughput

enhancement and guarantees for real time scheduling.

�
�
�
�
�

�
�
�
�
� INTERNET

Darwin Streaming 
ServerWiFi Access 

Point

WiFi enabled
Laptop

Movie was collected

at the laptop

Were introduced

Air Link

Loss and Mobility Impediments

Figure 1.2. Experimental Setup for Case Study.
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1.1 Problem Exposition

In order to bring into light the pitfalls of the performance of real time data services

of multi-rate wireless systems, we conducted some simple experiments. Before proceeding

further, let us examine some of the requirements for the success of streaming multimedia

that demand strict timing and synchronization. They are also very much senstitive to

network connectivity, delay and loss parameters.

Figure 1.3. Quality at high RSSI.

A small case study exposing how application performance detoriates due to connec-

tivity as the mobile devices move away from the currently associated access point (AP)

justi�es the fact that smart mobility management algorithms are needed for maintaining

application performance. A Wi-Fi enabled laptop receiving a multimedia stream from a

Darwin Streaming Server [23] over 802.11 Access Point is used as the receiving station

(STA) for the case study. The experimental setup for the case is shown in Figure 1.2.

Initially as shown in Figure 1.3, the video quality is acceptable but as the user walks
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to a distance greater than 80 feet the received signal strength indicator (RSSI) falls to

a low value of 20 and the video frames start breaking down. It is to be noted that for

Atheros chipset AR 5121 [7] the RSSI ranges from 1 to 100 (1 being the worst signal

strength indicator). Figures 1.3 and 1.4 elucidate that the STA su�ers from degraded

data rates and video quality degradation as it moves away from the AP and is in dire

need of switching to a new AP which would be capable of supporting the desired required

data rate.

Figure 1.4. Quality at low RSSI.

We follow the above with another case study where we introduce loss in the network

path of the multi-rate wireless system. The setup used was similar, the only di�erence

was that we speci�cally introduced a packet loss of 0.01% in the video stream. Instead

of playing out the video, we dumped them into corresponding frames. Though it did

not result in any loss of frames, it did a�ect the quality of the movie as can be seen in

Figure 1.6. The same frame under the case of network packet loss is shown in Figure 1.5
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which conclusively proves that loss still plays a big role when it comes to the quality

of streaming multimedia. The multi-rate wireless systems, though capable of streaming

media, does su�er from losses and hence are incapable of providing QoS to the media.

The same observation was noticed when delay was introduced in the video stream.

Figure 1.5. Picture Quality at no Loss.

1.2 Challenges Encountered

Given the above drawbacks for multi-rate wireless systems, the main challenge is

how to model, optimize, and understand the performance of wireless multimedia systems.

A lot of work is underway on this broad research area. In this dissertation, we focus

on enhancing the user experience for multi�rate wireless systems. Here we enlist the

challenges involved :

Modeling User Satisfaction and Resource Management : We envision that the

success of wireless data services in conjunction with traditional voice services would
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Figure 1.6. Picture Quality at 0.1% Loss.

ultimately depend on user satisfaction. Thus a QoS framework needs to be developed

that identi�es user satisfaction and also facilitates negotiation between the users and

the service providers. Identifying the relevant QoS for each of the diverse services and

distinguishing the variation of user satisfaction with the perceived QoS is an important

research challenge. User satisfaction depends on the subjective expectation of the service

and hence varies with the type of services. Modeling the user satisfaction with the varying

QoS level for the di�erent services would provide a good insight to desing the resource

management schemes for the wireless data systems.

Channel Estimation and Scheduling for Multi-Rate Wireless System : Existing

channel estimation and scheduling techniques used for cellular networks do not su�ce

for the emerging multi-rate systems like CDMA2000, High Data Rate (HDR), WCDMA

and wireless LANs. Previous approaches to channel quantization involved just two states

- `good' or `bad' depending on which channel data rate was decided. However, for multi-

-rate systems there can be multiple states (8 to 11 depending on the system under
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concern) corresponding to varying data rates. Not only does the resource allocation

(i.e., scheduling algorithms) need to be modi�ed, the very premise for evaluating their

performance need to be changed. We argue that the scheduling performance is very much

dependent on the channel conditions and therefore, the scheduling techniques must be

strongly coupled with channel estimation.

Connectivity and Fast Hando� in WLANs : Network connectivity in wireless

LANs is a big issue when it comes to performance for streaming applications. For any

real time applications like VoWLaN fast hando� is a major issue for wireless systems.

The inter-packet delay for such applications typically range from 50ms (for example,

VoIP) to around 150ms (less demanding audio/video real-time streaming with frame

coding at 64Mbps). Applications like Voice over IP (VoIP) or streaming multimedia over

802.11 networks are real time wireless data services that demand seamless and continuous

network connectivity. Hence, the challenge is to develop algorithms which guarantee the

timing constraints, without breaking the existing 802.11 protocol.

Prior to stating the contribution of this dissertation, we discuss the current state

of the art in these �elds.

1.3 Related Work

The advent of multi-rate systems like cdma2000 [2], HDR [13], EDGE [29] and

802.11 systems [3] provide higher bandwidth but pose challenges in the joint channel

rate estimation and scheduling. The availability of multiple data rates makes the �good-

bad" channel modeling inappropriate since accurate estimation of the channel state is

necessary to maximize the system throughput. To address these issues in multi-rate sys-

tems, several propositions have been made. In [18], the authors have proposed a dynamic

rate control algorithm for throughput maximization of multi-rate wireless systems. Yavuz

et al. [83] have proposed a hybrid automatic repeat request scheme that improves the
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HDR system performance. Very recently in [26], the authors estimated channel condition

through a rank-and-subspace tracking algorithm that e�ciently adapts the the multipath

variations. In [56], the authors propose a channel estimation mechanism based on joint

processing of multiburst measurements, relying on the long-term properties of the channel

covariance matrix in time-varying propagation environments. The downlink capacity of

HDR systems has also been analytically computed in [22] with emphasis on the e�ect of

tra�c intensity, radius of the cell, and the scheduling mechanism of assigning slots to ac-

tive users. Similar results derived from extensive simulations have been presented in [35].

In general, we observe that the throughput of a system is maximized by scheduling the

user with the best channel condition, whereas proportionally fair (PF) scheduling guaran-

tees proportional fairness based on the channel state. Both these scheduling mechanisms

rely on estimating the data rates for every user. Thus, proper mechanism to estimate

the channel state plays a crucial role in deciding the throughput of the system.

Numerous resource management schemes have been proposed which address the

various requirements like heterogeneous service demands, fairness, starvation, channel

transmission error and delay bounds (for example see [85] and references therein). They

include power control algorithms at the physical layer, scheduling or rate-adaptation al-

gorithms at the medium access control (MAC) layer and service admission algorithms at

the network layer. However, many such schemes prioritize the voice services and allocate

the residual bandwidth to non-real time applications which are deprived of any assurance

on the delay bound. A user may care less about the per-packet delay and might put more

emphasis on the download time of the entire data. This motivates us develop resource

management schemes which strives to preserve the QoS requirements of di�erent hetero-

geneous services, while maintaining fairness amongst di�erent classes of users.

In the literature, signi�cant research has focussed on the scheduling techniques in

multi-rate wireless systems addressing varied issues such as user fairness [16], throughput
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maximization [13],[35] and e�ciency [44]. Existing opportunistic scheduling algorithms

exploiting time-varying channel conditions concentrate mainly on throughput maximiza-

tion while satisfying other QoS requirements. For example, it has been shown in [35],

[13] how to maximize the system throughput in CDMA-based HDR systems while main-

taining �proportional fairness� amongst users. Similarly, in [44] it has been shown how

to formulate the opportunistic problem for multi-channel scenario with resource con-

straints along with a scheduling scheme that aim to provide fairness among users. The

work reported in [40] considered techniques that exploit the wireless channel conditions

while guaranteeing each user a predetermined time share in a schedule cycle. In [50], a

bandwidth pricing mechanism was proposed that solves congestion related problems in

wireless networks. Based on the second-price auction, this scheme shows how the allo-

cation of resources maximizes social welfare. This work was subsequently extended in

[49] for designing a pricing mechanism for the downlink transmission power in a CDMA

based wireless system. In [75], an auction-based algorithm was proposed that allowed

users to compete for time slots in a fading wireless channel. Using the second-price auc-

tion mechanism, the users in the system were allocated channel slots and the existence

of a Nash equilibrium for such a strategy was proved. Later in [76], the Nash equilibrium

strategy was found when the channels for two users are uniformly distributed. To summa-

rize, existing opportunistic scheduling algorithms aim at maximizing the overall system

throughput and do not focus on the delay-sensitive requirements of the applications.

1.4 Contributions of this Dissertation

To begin with, we model the user satisfaction - long-term and short-term satisfac-

tion and reveal the main bottlenecks which actually bring down the user experience. In

addition, we investigate a QoS framework which respects the user satisfaction constraints.

Our �ndings on variation of user satisfaction with di�erent data services motivate us to
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speci�cally focus on improving the e�ective network throughput and intelligent schedul-

ing that maximize the number of satis�ed users. First we employ an entropy based

mechanism to predict wireless channel state and then propose scheduling algorithms for

the same. Next, we show that content aware scheduling can greatly enhance the perfor-

mance for streaming multimedia. We have also used auction based scheduling algorithms

as an exercise to �gure the theoretical bound of maximum number of satis�ed user and

how much improvement is possible for the current scheduling algorithms. In addition,

mobility introduces connectivity loss which greatly a�ects user satisfaction. Hence, we

have focussed on developing algorithms to ensure fast hando� in 802.11 systems and

ensure user satisfaction. In the following, we summarize the major contribution of this

thesis :

Modeling User Satisfaction for Hetergeneous Wireless Data Services :

The demand for wireless data services has led to the evolution of third generation

(3G) wireless services which deliver a broad range of multimedia applications to mobile

users. The �rst step is to determine how user satisfaction varies with di�erent services.

The challenge lies in modeling the subjective user satisfaction to a quantitative metric.

In addition, the transition from traditional voice services to data services with hetero-

geneous requirements necessitates a revisit of the radio resource management schemes.

Resource management must consider the impact of error prone transmission medium,

heterogeneity of application requirements, and issues related to fairness among users.

Also, there is a need to di�erentiate users based on the amount of revenue they are will-

ing to pay and their expectations from the services.

Methodology for Accurate Channel Estimation and Scheduling in Multi-Rate

Wireless Systems :

We used information theoretic techniques to estimate the varying channel condi-

tions as experienced by every user in the system. We utilized a non-parametric estimator
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of Rényi's entropy [67] using the Parzen windowing technique to estimate the probability

density function of the channel rate variation. Scheduling algorithms are proposed based

on the estimated channel conditions that maximize system throughput while ensuring

fairness amongst users and maintaining the stipulated data rate requirements. Through

a case study (MPEG over HDR), we have shown how packets from a stream are scheduled

once the time-slots for a user are determined. Simulations have been conducted and the

results demonstrate that the proposed estimation technique coupled with the scheduling

algorithm perform better than existing schemes.

Theoretical Bounds for Maximum Number of Satis�ed Users in Multi-Rate

Wireless Systems :

We investigate the delay-sensitive scheduling problem by borrowing techniques from

auction theory [37] and strive to �nd the maximum possible number of satis�ed users that

can be served by one access point in a multi-rate wireless system. First we have shown

that existing schemes like opportunistics scheduling schemes su�er from a phenomenon

that is termed as the exposure problem. Then we propose a scheduling technique based

on auction theory and demonstrate by mathematical analysis that the proposed scheme

is capable of supporting maximum possible satis�ed users with hard real time require-

ments than the existing family of opportunistic and proportionally fair schedulers.. Our

approach also leads to signi�cant gain in the system throughput. This study is more of a

theoeretical �nding so as to determine the scope of improvement for existing schedulers

in multi-rate wireless systems.

Emancipating the IEEE 802.11 Network from Hando� Delay :

In case of cellular 3G systems, hando� schemes are very robust and developed due

to the existance of control channels. Unfortunately in the case of 802.11 systems no such

control channels exist and thereby making the hando� algorithms extremely complex.

While the IEEE standard de�nes the speci�cations for 802.11 Medium Access Control
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(MAC) protocol and RF-oriented PHY parameters, it does not de�ne any speci�c roam-

ing algorithm and is open to the device vendors to improvise.

Network connectivity is lost or the session severely degraded if the mobile node fails

to associate with a new access point within the time constraints as it moves out from the

vicinity of the currently associated AP. We have successfully designed, implemented and

evaluated a hando� framework for Wi-Fi networks (IEEE 802.11a/b/g) which achieves a

best case delay of 15ms and guarantees that the delay is bounded between 20ms in the

average case and 26ms in the worst case.

1.5 Organization of the Dissertation

The dissertation is organized as follows. In Chapter 2, we present our �ndings on

user satisfaction modeling for both long-term and short-term irritation. We also investi-

gate radio resource management schemes which strive to maximixe the number of satis-

�ed user. Entropy based channel estimation techniques as well as scheduling algorithms

which jointly maximizes the throughput and ensures QoS of each user for multi-rate

wireless systems are described in Chapter 3. A novel content based scheduling technique

speci�cally for MPEG-4 over HDR is studied to justify that the proposed techniques

result in enhanced performance for streaming multimedia.Thereafter in Chapter 4, we

compute the theoretical bounds on the maximum number of satis�ed users in multi-rate

wireless systems. This is followed in Chapter 5 by the client-end integrated framework

which guarantees fast hando� in IEEE 802.11 wireless LANS. Finally in Chapter 6, we

summarize the contributions of the dissertation and discuss future work.



CHAPTER 2

MODELING USER SATISFACTION FOR HETEROGENEOUS
WIRELESS DATA SERVICES

The success of future generation wireless data services will depend on the param-

eterized provisioning of quality of service (QoS) for applications whose demands and

nature are highly heterogeneous. Also, user satisfaction will play a key role in the eco-

nomic viability of wireless service deployments both for cellular and Wi-Fi networks. Our

objectives in this dissertation are twofold : (i) to authenticate the network parameters

which a�ect user satisfaction, and (ii) to understand how user satisfaction varies with

di�erent parameters. with a goal to provide solutions that enhance user satisfaction for

wireless data services.

The satisfaction a user derives from the quality of service received is a subjective

thing. We deal with this subjectiveness that is involved in user satisfaction or expecta-

tion from service providers by de�ning what we call user irritation factors, using Sigmoid

functions. These factors re�ect users' sensitivity and tolerance to network parameters.

To capture the variatation of user irritation factors with varying network parameters, we

propose a QoS framework based on the paradigm of tra�c class and user satisfaction.

The proposed class-based QoS framework comprises a radio resource management scheme

which considers user satisfaction based on the perceived QoS, and caters to heterogeneous

applications that have diverse QoS requirements. The proposed resource management

scheme has two components: the admission control algorithm catering to the long term

user satisfaction, and the session-based rate and bandwidth allocation scheme manipulat-

ing the short term user satisfaction. Soft-reservation schemes are also proposed to cater

to the higher paying users who would be provided with relatively higher quality of service.

Performance metrics have also been speci�cally identi�ed for each tra�c class. In addi-

tion to exposing speci�c network parameters a�ecting user satisfaction, we demonstrate
14



15
that the proposed framework o�ers improved QoS without compromising the utilization

of the system.

The remainder of the chapter is organized as follows. The network architecture

along with how the user service level agreement and the policy management issues are

stored in the databases are discussed in Section 2.1. The various tra�c classes and the

right metric for QoS characterization are presented in Section 2.2. The subjective user

satisfaction model and its dependence on di�erent service types and perceived QoS is

studied in Section 2.3. The two-level radio resource management scheme is proposed in

Section 2.4 while Section 2.5 presents the simulation model and the experimental results.

Conclusions are drawn in the last Section.

2.0.1 Contributions of the QoS Framework

We propose a radio resource management framework which tries to adhere to the

QoS requirements of the applications by exploiting the subjectiveness associated with

user satisfaction. We categorize users into di�erent classes based on the revenue paid,

and consider that all the classes are endowed with heterogeneous wireless services. We

propose the notions of short term irritation and long term irritation, extend them to

multiple tra�c classes, and propose service (call) admission algorithms and scheduling

policies. These policies are tailored for tra�c de�ned Universal Mobile Telecommuni-

cations System (UMTS) [1] . Priorities are also considered among these classes. The

proposed two-level resource management scheme tries to improve the delay in delivering

the entire non-real-time content and real-time tra�c (conversational/streaming) by tak-

ing into consideration the short- and long-term e�ects of user irritation. More speci�cally,

the proposed call admission control algorithm regulates the long-term irritation of the

users, whereas the short-term satisfaction of the users is guaranteed by the scheduling
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policy. It not only provides a bound on the delay but also manipulates the resources so

as to maintain the irritation of each user below a certain threshold.

2.1 Architecture and Policies

We present the network architecture along with the databases which contain the

user pro�les for the proposed QoS framework. These databases also hold the policies

pertaining to the user classes and their respective quality of service expectations from

the system.

2.1.1 Network Architecture

The resource management framework on which our proposed scheduling algorithm

operates is based on the architecture components proposed in the Internet Engineering

Task Force (IETF) Policy Information Base (PIB) [27] for di�erentiated services. Fig-

ure 2.1 shows the architectural overview of a 3G wireless cellular network that consists

of three important network elements : (1) the airlink and terminal, (2) the base station

transceiver system (BTS) and (3) packet data service node (PDSN). Each cell executes

a unique copy of the proposed scheduling algorithm for handling requests generated in

that cell. In the 3G system, the PDSN includes the gateway functions that interconnect

the Internet domain. The PIB includes components like (1) Service Level Agreement

(SLA) database, (2) policy decision point (PDP), and (3) policy execution point (PEP).

The air link supports uplink and downlink channels. The uplink channel transmits the

request of the clients to the server, where the scheduler schedules the data to the clients

through the downlink channels. Though the uplink bandwidth is smaller, we assume that

there exists no uplink channel contention between di�erent clients sending requests to

the server. Location dependent channel transmission errors which are bursty in nature
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needs to be considered for the scheduler design to achieve accuracy and e�ciency of the

system.
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Figure 2.1. Simpli�ed 3G Network Architecture.

2.1.2 Policy Management and SLA Issues

Di�erentiated service contracts for voice services to mobile users are existant . How-

ever, the same cannot be said for data services. The objective here is to create di�erent

classes of customers based on the selected service packages for data services. The distinc-

tion in QoS levels for these classes lies in the bandwidth provided and hence the delay

and throughput o�ered.The policy management and the customer service agreements

are stored in the SLA database as a set of rules. The policy rules are created using the

IntServ/Di�Serv QPIM (quality policy information modeling) technique as reported in

most IETF drafts, for example, in [73]. The PDP contains all the PIBs [27] in addition to

the MIBs (management information bases) required for policy management. The PDP

function for the di�erentiated services can be located in the PDSN or mobile switching

center(MSC). The policy execution function in this case remains within the radio network
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controller (RNC).

We consider three service classes - Gold, Silver, and Bronze, where each user class sup-

ports both voice and data services. We propose that the PIB support all three user

classes but with di�erent commitment levels. The classi�cation being dependent on the

QoS they expect from the network and the revenue they are willing to pay. The Gold

class pays the highest revenue and the Bronze class pays the least. The delay su�ered for

the same service is thus highest for a Bronze class client and least for a Gold Class client.

The fairness of service in this context is relative to the price paid by the clients. The

scheduler internally classi�es the users on the basis of the user irritation factor (UIF),

assigning higher UIF to a user with higher priority. This is modeled in the next section.

The PIB also speci�es that service to client requests would be processed in the

following manner. Guaranteed QoS mode of service implies that the system will be able

to honor the bounded delay. Negotiable QoS is when the system possesses insu�cient

or no resource at all for a request made. However, if the system is optimistic about

being able to serve the request within the bounded delay with the anticipation that on-

going transmissions might release resources in near future, then the request is admitted.

Nonetheless, the admittance is not strict in nature and the delay restrictions might be

violated. The third scenario is when the system is well aware that under no circumstances,

it can honor the client request within the speci�c deadline. It simply rejects the request.

2.2 Tra�c Classes and QoS Metrics

The proposed QoS framework caters to the diverse multimedia applications as well

as the traditional voice calls in wireless networks. The framework supports multiple

classes of users with di�erent priorities and enables fair sharing of the radio resource

based on the user class and subjective satisfaction. Moreover, service negotiation between

users and service providers as in [61] is �exible in the sense that service classes can be
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pre-con�gured with the user's applications, or explicitly selected at the time of initiation

of the applications.

Conversational Streaming Interactive Background

Fundamental
Characteristics

Streaming

Stringent and Low
Delay (<50ms)

Voice Web BrowsingStreaming Video Emails

(< 150ms)
Low Delay Preserve 

Payload
Contents

Preserve 
Payload
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Figure 2.2. QoS Requirement for Di�erent Service Classes.

For the purpose of illustration and simplicity, we consider the following four QoS

classes as proposed for UMTS networks [1, 2]: conversational, streaming, interactive, and

background. However, the proposed framework is generic enough and can be extended

to any number of tra�c classes and services as desired by the network operator. These

heterogeneous tra�c/service classes have speci�c QoS requirements which has been out-

lined in Figure 2.2. The main distinguishing factor is the delay sensitivity of each class.

Let us outline the di�erent attributes of each tra�c class and use them to model the user

satisfaction.

2.2.1 Conversation Class

This class is mainly intended to be used to carry real-time tra�c �ows. Time

relation (variation) between information entities of the �ow is preserved in conversation

class. The other fundamental characteristic is that it has extremely stringent and low
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delay requirement. Voice and video telephony are the target applications that falls within

the domain of this class.

We use time-hysteresis outage probability [86] as the QoS metric for the conversa-

tional class. Outage probability is a classical metric in cellular systems: it is de�ned as

the probability that the received signal to noise ratio (SINR) will drop below a speci�ed

Eb/No, where Eb is the energy per bit and No is the noise power. The assumption is that

the bit rate requirement and the bit error rates (BER) can be mapped onto an equivalent

Eb/No.

2.2.2 Streaming Class

The streaming class is very similar to the conversation class but less delay sensitive.

The other distinguishing factor is that applications in this class, such as streaming video,

are uni-directional (i.e., one-way transport). Though delay and bit error rate a�ect

streaming sessions, rate jitter is the most important parameter in�uencing the quality of

such tra�c. Hence we employ rate jitter as the QoS metric for modeling user satisfaction,

or in other words, for quantifying user irritation for streaming class applications.

2.2.3 Interactive and Background Classes

Interactive and background classes are mainly meant to be used by traditional

Internet applications such as WWW, Email, Telnet, FTP, and News. Since the delay

requirements of these classes are more slack compared to conversational and streaming

classes, they provide better error rate by means of channel coding and retransmission.

The main di�erence between Interactive and background classes is that the interactive

class is mainly used by interactive applications like network games and chats, while the

background class is meant for background tra�c such as emails or web downloading.

Responsiveness of the interactive applications is ensured by separating interactive and
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background applications. Tra�c in the interactive class has higher priority in scheduling

than background class tra�c, so background applications use transmission resources only

when interactive applications do not need them. This is very important in wireless

environments where the bandwidth is low compared to wire-line networks.

We observe that the delay a user is willing to tolerate before canceling a session can

be considered as a suitable metric for these classes. Though the amount of acceptable

delay depends on the particular user, it can be treated as a tunable parameter which

varies with the user class itself. An additional constraint is that there should be no data

loss.

2.3 Modeling User Irritation Factor (UIF)

The success of our scheduling algorithm lies in modeling the irritation/satisfaction

of the user. A basic understanding of the client irritation, i.e., what amount of perfor-

mance degradation the customer is ready to su�er without complaining, will enable the

scheduler to estimate the resources (i.e., number of channels) that have to be allocated

to satisfy a particular request. This will directly help in maintaining the delay bound

and indirectly help the service provider to control the churn factor [45].

In the following, we propose a method to model the user irritation and present

two new metrics: short term user irritation factor (SUIF) and long term user irritation

factor (LUIF). Each factor signi�es di�erent levels of user satisfaction as described below.

Qualitatively, SUIF measures the delay that the user is ready to su�er before deciding to

change or cancel the particular request. LUIF determines the tolerance or irritation of

the user resulting from continued degradation of service after which the client decides to

cancel service completely. For di�erent classes as speci�ed in the SLA, the UIF i.e., the

speci�c SUIF and LUIF will vary. A high priority user paying higher revenue expecting
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Figure 2.3. Examples of Utility Functions.

lesser delay will be assigned a higher UIF. The goal of the scheduler will be to schedule

requests for each client such that the UIF is not violated.

A Sigmoid function has been used in the literature to approximate the user's satis-

faction with respect to service qualities or resource allocations [45, 74, 82]. For modeling

the satisfaction (or dissatisfaction) of users, we also use the Sigmoid function and corre-

late it with the proposed metrics, SUIF and LUIF. For a random variable x representing

a service parameter like coverage or reliability, the corresponding satisfaction, U(x), is

de�ned by the following sigmoid function:

U(x) =
1

1 + e−ν(x−β)
. (2.1)

Here ν and β respectively determine the steepness and the center of the curve and can

be tuned to customize the function for di�erent users. The plots for Equation (2.1),

for di�erent values of ν are shown in Figure 2.3. From the �gure we observe that the

satisfaction (utility function) remains zero till it receives a certain speci�c amount of
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service beyond which the satisfaction increases with increasing x. However, after a certain

threshold it is observed that the user satisfaction saturates. But for parameters like

price or delay, the satisfaction decreases with increasing x. In such cases we can model

satisfaction as

U(x) = 1− 1

1 + e−ν(x−β)
. (2.2)

The value of ν indicates user's sensitivity to the QoS degradation while β indicates the

�acceptable" region of operation. We use Equation (2.2) to model the UIF. In the

following section, we determine SUIF and LUIF analytically for each class of tra�c as

discussed earlier.

2.3.1 Short Term User Irritation Factor (SUIF)

The SUIF is measured on a per-session, per-user basis. It is also responsible for

distinguishing between a call type (both voice and data service) - new or hando� call and

accordingly model the user irritation. An in-session user, if deprived of service due to

hando�, would su�er from greater irritation than a user whose request is blocked. Hence,

we propose a simple mechanism to assign τ1 and τ2 signifying the quantitative factors

associated with irritation due to a new and hando� call, respectively, where τ1 < τ2 < 1.

In the rest of the derivations, we shall use τ to denote τ1 or τ2 depending on the request

being a hando� or a new call. Also, all the random variables xi,j where i denotes the

di�erent service class and j is the user are normalized with the best possible value being

0 (representing zero delay and jitter) and the worst being 1. The value of i will vary

between 1 between 4 denoting the four di�erent classes. Equation (2.2) utilizes the xi,js

de�ned later to measure the SUIFs.

SUIF for Class 1: A classical performance metric in cellular systems is the outage

probability which is usually de�ned as the probability that the QoS provided to an existing
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connection will drop below a certain threshold, or it is the probability that the received

SINR will drop below a speci�ed Eb/No, We argue that the SINR translates to the QoS

estimation at the physical layer [51]. Classical de�nitions of outage probability (Pop)

based on marginal statistics fail to capture the true characterization of the dynamism

at the physical layer. It has also been shown in [51] that higher-order statistics of the

wireless channel errors a�ects the performance of the upper layers of the protocol stack.

Thus a more general de�nition of outage probability is needed which considers the time

dependencies and durations of the unpredictable events. To this end, the concept of

time-hysteresis outage probability [86] is a more relevant performance metric for voice

and data communications. We also feel that it is a good representation and captures

the system performance with respect to QoS. Thus, we model the SUIF for class 1 based

on time-hysteresis outage probability as the metric for the system performance in our

context. If x1,j denotes the random variable representing the SUIF for class 1 for the jth

user, then

x1,j = τ × Pout,j (2.3)

where Pout,j is the time-hysteresis outage probability for the jth user. Also SUIFmax,V is

de�ned as the threshold SUIF crossing which the voice call is dropped.

SUIF for Class 2: We utilize rate jitter as the QoS parameter to model the SUIF for

streaming tra�c. Jitter, quanti�ed in two ways � delay jitter and rate jitter is introduced

due to variable queuing and propagation delays. Rate jitter [52] measuring the di�erence

between the minimal and maximal inter-arrival packet times, is more appropriate for

streaming services than delay jitter. It actually bounds the di�erence in packet delivery

rates during the entire period of service for that particular session and hence is an ideal

metric for quantifying user irritation. The higher the rate jitter, the higher is the user
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irritation or vice versa. Let ηmax,i,j, ηmin,i,j, ψi,j and x2,j denote the maximum inter-

arrival time, minimum inter-arrival, rate jitter and the random variable representing the

SUIF for the streaming class for the ith session of the jth user, then

x2,j = τ × ψi,j

ηmax,i,j

(2.4)

where ψi,j = ηmax,i−ηmin,i is de�ned as the rate jitter. Again, SUIFmax is de�ned as the

threshold beyond which the call is dropped.

SUIF for Classes 3 and 4: We de�ne the SUIF for the interactive and background

classes as the delay that a user is ready to endure before he decides to cancels his request

is a measure of his irritation. Additional constraint speci�c to this class is that there

should be absolutely no data loss. The ideal transfer time (∆) for a �le of size S Kbytes

is ∆ = S
BW

, where BW Kbps is the ideal bandwidth supported by the system for that

user. However, due to congestion, an admitted new request might su�er a delay even

before it is scheduled for service. The system can a�ord to assign a greater delay (δext)

to class 4 tra�c than class 3 since the delay requirements for background tra�c is much

less strict than interactive. Let the bandwidth demanded by a new request be denoted

by BWd. But the actual delay δ, su�ered by the user is given by δ = δext +
Seff

BWr
where

BWr is the bandwidth assigned in reality to the user and Seff is the e�ective data size

[60] that needs to be transmitted due to retransmission on account of frame error rate

(FER) instead of the expected S
BWd

.

The scheduler is designed to exploit the sensitivity of human nature to delay by

transmitting the main page (for Web tra�c) and some initial data for class 4 at the

earliest possible time. Scheduling the intermediate packets on a regular basis will keep

the user satis�ed and also provide the scheduler more time to transmit the entire data.

We assume that the maximum delay that any user would be ready to tolerate will be
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n×∆ where n is an integer multiplicative factor. We de�ne the random variable x(3,4),j

denoting the SUIF of the jthuser for classes 3 and 4 tra�c as

x(3,4),j = τ × δi,j − (n− 1)∆i,j

∆i,j

(2.5)

where δi,j and ∆i,j are the ideal and actual delay for the ith session of the jth user.

The worst case bounded delay is δ = n∆. and the corresponding SUIF is termed as

SUIFmax,BI .

For scheduling purpose, we use the stretch metric [14] which measures the user

tolerance, i.e., additional delay that the user can be made to su�er without crossing the

SUIF. We de�ne stretch as the di�erence between the actual SUIF and SUIFmax for the

various tra�c types.

2.3.2 Long Term User Irritation Factor

The LUIF is a quantitative measure of user tolerance to continuous degradation

of the service provided, after which the user decides to cancel the service and churn out

of the network. Thus, LUIF keeps track of the long term QoS being provided to each

user. The service providers can in�uence the churn rate by judicious manipulation of the

LUIF. Since LUIF is calculated on a per-user basis based on all the SUIFs perceived by

that user, maintaining SUIF for each and every request for all users becomes memory

and cost intensive. We argue that the QoS received in the distant past would have less

signi�cant impact (though not zero) on the users' overall long term irritation than what

was received recently. An exponentially weighted moving average (EWMA) mechanism

is used to maintain continuous measure of the SUIF for each user. Let the stored LUIF

be U(fh−1) and the LUIF to be computed be U(fh); the input to the system, i.e., the

current SUIF be U(xi). The value of U(xi) can be computed using any one of the
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following Equations (2.3), (2.4) and (2.5) depending on the type of request. Then fh, the

random variable which is used to measure the LUIF at the nth request using Equation

(2.2) is calculated as follows:

fh = γ × fh−1 + (1− γ)× U(xi) (2.6)

where γ is the weightage given to the cumulative SUIF.

The value of γ needs to be experimentally determined. However, in EWMA mech-

anisms, γ = 0.2 or 0.3 is generally chosen. We also de�ne a threshold LUIF signifying

that if the LUIF of a particular user exceeds that threshold value, he may cancel the

service. This value basically determines the amount of churn in the system. We de�ne

another parameter, tolerance factor, which measures the amount of patience the par-

ticular user has to continue with the current service. Quantitatively, it would be the

di�erence between the threshold LUIF and the actual LUIF. Thus, the call admission

control algorithm must always take into consideration that the LUIF of any user does

not exceed its threshold.

2.4 Radio Resource Management

We next present the radio resource management scheme o�ering class-based QoS

to heterogeneous services. The proposed scheme consists of two phases: (i) admission

control, and (ii) bandwidth reservation and allocation to the admitted requests. The mo-

tivation of decoupling the admission control from dynamic bandwidth allocation lies in

the premise that admission control is designed to monitor the LUIF of the users, whereas

bandwidth reservation concerned with the SUIF determines whether guaranteed or ne-

gotiated mode of QoS will be provided. Thus, the QoS framework achieves di�erentiated

service by o�ering di�erent levels of satisfaction to di�erent classes. Since the framework
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strives to adhere to the SUIF and LUIF of di�erent classes, user satisfaction is maximized

and hence the churn rate is controlled. The delay bound for a session is computed based

on the type of tra�c and user class.

The proposed admission control not only admits a higher number of requests by

exploiting the delay tolerant nature of elastic tra�c, but also endeavors to honor the

LUIF of requesting users. The scheme is intelligent enough to judiciously choose and

preempt users whose SUIF can be manipulated, or select in-session users who can be

delayed/preempted without violating their SUIFs. At the time of a session establishment,

the user application speci�es its requirements in the form of Service Request Tuple. This

tuple di�ers for each class of tra�c and is summarized below:

Conversational Class:

〈New/Handoff,BW Required〉
Streaming Class:

〈New/Handoff,Min/Max BW, Size〉
Interactive Class:

〈Size〉
Background Class:

〈Size〉
Although the duration for voice calls is not known apriori for the other request

types the ideal delay is computed for making admission decisions.
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Algorithm 1 Admission Control Algorithm
1: Identify Class, Tra�c type of Request

2: Compute SUIF, Retrieve LUIF

3: if Bandwidth Available then

4: Admit Call

5: else

6: if Voice/Streaming Request then

7: Preempt Active Interactive/Background Sessions

8: if preempted sessions SUIF violated then

9: Compare LUIFs of requesting and in-session call

10: if LUIF for requesting call greater then

11: Drop Call, Update LUIF

12: else

13: Admit Call, preempt in-session call

14: end if

15: else

16: Admit Call, preempt in-session call

17: end if

18: else

19: if Dr ≥ n×Di then

20: Admit Call, guaranteed QoS

21: else

22: if LUIF for requesting call greater then

23: Admit Call, negotiated QoS

24: else

25: Admit Call, preempt in-session call

26: end if

27: end if

28: end if

29: end if
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For elastic tra�c, in scenarios when the delay bound is violated, the requests are

served in the negotiated mode with priority given to higher class users. The admis-

sion control algorithm is illustrated in Figure 1. Once a request is admitted, the QoS

framework thereafter allocates or reserves bandwidth for that session. We do not al-

low the entire bandwidth to be accessible to all the classes. This is done to allow Gold

class customers to have their deadlines met �rst. Usually, in case of non-availability of

bandwidth, new requests are simply dropped, leading to higher blocking probability. To

prevent this situation, a hybrid mechanism involving both preemption and reservation

is adopted. We term this as pseudo preemptive service or soft bandwidth reservation

mechanism. The mechanism is inspired by the following two reasons. Only preemption

of lower class clients leads to longer delay for them at the cost of lower blocking proba-

bility for higher class clients. Whereas, in case of exclusive reservation of bandwidth for

Gold class, the system utilization is low since the reserved bandwidth might be idle at

times. Hence the motivation for hybrid approach. We assume a certain fraction of the

entire available bandwidth is reserved for Gold class. The reservation scheme can also be

extended for Silver class users, but the reserved bandwidth should be less than the Gold

class. If the available regular bandwidth is used up by the currently admitted clients,

then a lower class client is admitted using the bandwidth reserved for Gold or Silver

class. However, the arrival of a higher class request will lead to the preemption of the

lower class client from the reserved bandwidth. The detailed bandwidth allocation and

reservation algorithm is described in Figure 2. The proposed framework ensures fairness

on the basis of the revenue paid since the resource allocation is performed on the basis

of user satisfaction as modeled in section 2.3. The lower class users do not su�er from

starvation since the admission control scheme takes care of the LUIF of each user. When

a request for a user is dropped repetitively, the LUIF of that user is updated by a factor

greater than its SUIF.
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Algorithm 2 Bandwidth Allocation Algorithm
1: if Bandwidth Available then

2: Admit Call

3: else

4: if Gold Class then

5: if Reserved Bandwidth Available then

6: Serve Call

7: else

8: if Lower Class occupies Reserved Bandwidth then

9: preempt lower class

10: Serve Call

11: else

12: Drop Call, Update LUIF

13: end if

14: end if

15: else

16: if Reserved Bandwidth Available then

17: Serve Call

18: Preempt for Gold class

19: else

20: Drop Call, Update LUIF

21: end if

22: end if

23: end if
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This enforces the LUIF to increase towards its threshold value when the scheduler

allocates resources so as to prevent the LUIF reaching the threshold. The algorithm

takes care of the channel transmission error by considering the e�ective data size to be

transmitted.

2.5 Simulation Model and Results

To validate the two-level resource management framework, we conducted extensive

simulation. We evaluate the performance of the proposed class-based QoS framework for

heterogeneous wireless services. For simplicity, the simulation considers only a single cell.

It was assumed that all 300 users subscribe to heterogeneous services. At any instant, the

base station could provide 200 Kbps bandwidth for data services (streaming, interactive,

background). The bandwidth reserved for Gold users was set to 10%. Depending on the

user class the bandwidth was allocated for data services according to the ratio 4 : 2 : 1.

Precisely, Gold, Silver and Bronze class users were assigned 38.4 Kbps, 19.2 Kbps and

9.6 Kbps, respectively. Also, the value of the parameter ν which distinguishes the user

class is set to 0.1, 0.3 and 0.9 for Gold, Silver and Bronze users, respectively. For

varying system loads, we measured the blocking probability for voice calls and streaming

requests, average rate jitter for streaming requests, average bounded and negotiated delay

for interactive data and background tra�c. The e�ect of frame loss at the link layer and

the tra�c models under consideration are described next.

2.5.1 FER modeling

Here we describe the modeling of the frame error rate (FER) and its impact on our

scheduling algorithm. The dynamically varying capacity of the wireless channel should be

sensed by the scheduler and thereafter to take appropriate actions. Although in real life,

the packet size varies (if we assume TCP segments), in our design we will assume that the
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packet size handled by the scheduler is of constant size. This is made possible using the

radio link protocol (RLP) which would fragment a transport layer segment into equal size

RLP frames. In order to perform scheduling, the channels are modeled as common pool

of bandwidth available for sharing. However, the scheduler must capture the di�erent

channel quality (or FER) of each user and the corresponding perceived bandwidth. Due to

the nature of wireless medium, packets get lost or damaged, resulting in retransmissions

and hence increased bandwidth demand. The e�ective data that needs to be transmitted

is given by Seff = S/(1 − p), where S is the original data size and p is the packet loss

rate of the channel. This equality holds true if we do not restrict the number of possible

retransmissions. Denoting the FER by p for transmitting n packets, the expected number

of retransmissions would be pn. But for the pn retransmitted packets, p2n more packets

are expected to undergo loss or corruption. Thus, due to successive retransmissions, the

expected number of packets to be transmitted is given by

(1 + p+ p2 + p3 + . . .)n =
n

1− p (2.7)

since p < 1. However, for practical systems, the number of retransmissions allowed is

�nite (usually 3 as reported in [9]). Thus Equation (2.7) can be appropriately modi�ed

by considering the required number of �nite terms.

2.5.2 Tra�c Models

The voice calls are modeled as Poisson process where the inter-arrival time and call

holding time are modeled as negative exponential distribution. We modeled the streaming

tra�c (video) as an on-o� tra�c source, where the on time and the o� time were

exponentially distributed with mean value of 30 seconds and 120 seconds, respectively.

The tra�c for the interactive class was modeled as HTTP [21]. Instead of investigating
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Figure 2.4. Web page tra�c scenario.
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Figure 2.5. Dropping probability for voice calls.

the nature of HTTP tra�c, we synthetically generated such tra�c with the help of the

results obtained in [21]. The basic model of HTTP is shown in Figure 2.4 in which

a packet call represents the download of a web page requested by a user. It usually

has a main page followed by some embedded objects. A new request (packet call) is
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Table 2.1. Statistics for HTTP Tra�c

Component Distribution Mean
Main page size Lognormal 10710 bytes
Embedded object size Lognormal 7758 bytes
No. of embedded objects Pareto 5.55
Viewing time Weibull 40 ms

immediately generated after the expiration of the viewing period. The model is also

similar to an on-o� source, where the on state represents the activity of a page request

and the o� state represents a silent period after all objects in that page are retrieved. The

download time of a page follows Weibull distribution, the mean of which depends on the

underlying bandwidth of the wireless channel. Each object (main page and embedded

objects) of the HTTP tra�c is fragmented into multiple equal-sized frames so as to �t

into a packet. Other statistics and parameters used to generate the HTTP tra�c are

shown in Table 3.1. The FTP requests are similar to the web tra�c but has only one

embedded object and the packet size modeled as a Pareto distribution having di�erent

scale and shape parameters.

2.5.3 Results

The dropping and blocking probability for voice calls belonging to all three user

classes are shown in Figures 2.5 and 2.6, respectively. Simulation results prove that the

QoS received for Gold class is the best followed by Silver and Bronze classes. Thus, the

notion of fairness based on revenue paid is adhered to. The rate jitter shown in Figure

2.7 was averaged for the particular class of users so as to measure the average rate jitter

for each class. Here also, the Gold class su�ers from the least jitter since the bandwidth

assigned is maximum for these users. The bounded delay su�ered by the background

tra�c for each of the classes is shown in Figure 2.8. The delay su�ered in negotiated QoS
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Figure 2.6. Block probability for voice Calls.
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Figure 2.7. Average rate jitter for streaming class.

by the users when the scheduler optimistically admits the user, is presented in Figure 2.9.

Note that the delay su�ered during negotiation is higher than when served in guaranteed

QoS mode. The di�erence between the delays for the Bronze and higher classes is much

higher in the negotiated mode since the background class is penalized more when the
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Figure 2.8. Average bounded delay for elastic tra�c.
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Figure 2.9. Average negotiated delay for elastic tra�c.

system is more overloaded. The Bronze class su�ers the maximum delay whereas the

Gold Class su�ers the least, which proves the validity of the proposed class-based QoS

framework.
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2.6 Summary

A QoS framework for both traditional voice communications and rapidly emerging

data services has been proposed to evaluate speci�cally the network parameters a�ecting

the di�erent services. The framework is based on the tra�c class and user satisfaction.

Though non-real time wireless data services have elastic requirements, the basic form

of QoS or SLA is still non-existent. We provided an insight to what might be the

possible QoS parameters for these data services. Variation of user satisfaction to the

di�erent services received has been modeled which forms the basis for the QoS framework.

The proposed radio resource management schemes comprises of call admission control

algorithm and bandwidth allocation policies. The admission control algorithm admits

sessions based on not only the resource requirements but also the irritation level of the

requesting user. In addition, the framework judiciously penalizes users such that the

user irritation factors remain bounded. Simulation results prove that the framework

successfully exploits the �exibility in user tolerance with respect to the perceived QoS

and provides assurance for non-real time applications. Thus, the results reveal that the

proposed algorithms provide bounded delay guarantees and acceptable call blocking and

dropping probabilities.

The insights and conclusion we derive are the following : (i) fast and accurate

estimation of channel state is needed to enhance the performance wireless data rates and

consequently would enhance throughput and user satisfaction (ii) session termination

due to hando�s cause higher irritation to user experience; we have focussed on providing

seamless mobility solutions for Wi-Fi users (iii) in order to gain insight for performance

of base stations in terms of number of active users it can support we have performed a

theoretical analysis of the same based on current estimation of channel estimation. We

also discuss possible scheduling algorithms which would give better performance in terms

of numbers of satis�ed users than existing scheduling algorithms.



CHAPTER 3

METHODOLGY FOR ACCURATE CHANNEL ESTIMATION AND
SCHEDULING IN MULTI-RATE WIRELESS SYSTEMS

The �ndings in the last chapter dictate that new mechanisms are needed to enhance

wireless data services in terms of throughput maximization, delay and loss minimization

to improve user satisfaction. In this chapter, we focus on the throughput aspect for

current multi-rate wireless systems. Our �ndings reveal that simply maximizing the

throughput would not result in maximizing the number of satis�ed user. The objective

is to support not only the voice calls which require �xed amount of resource but also

data services which demand varying resources for maintaining a minimum level of qual-

ity of service (QoS). The higher level of delay toleration, bursty tra�c characteristics

and asymetrical nature of the data services demand for e�cient and judicious scheduling

of the radio resource. In addition, mobility of users, various propagation losses, and the

hostile wireless environment adds to the uncertainty of the channel state. Thus, the �rst

step in providing successful data services in next-generation multi-rate wireless networks

comprises of estimating, predicting, and adapting to the channel conditions and thereby

ensuring high data rates. The second step comprises of developing scheduling algorithms

that would assure per user data requirements thereby ensuring user satisfaction. In ad-

dition, fairness and throughput maximization issues need to be considered as well. We

have addressed the above two objectives by estimating the channel condition by em-

ploying information theoretic techniques and consequently proposed simple but e�ective

scheduling schemes satisfying the above objectives.

The rest of the chapter is organized as follows. Section 3.2 presents the work-

ing principle of the existing multi-rate wireless systems and identi�es the bottleneck of

such existing schemes and formulates the objective to be achieved. A channel rate es-

timation technique employing information theoretic metrics is proposed in Section 3.3.
39
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Scheduling algorithms guaranteeing general processor sharing (GPS) and assuring data

rate fairness criterion based on the estimated channel rate are presented in Section 3.4.

A rate adaptation scheme based on the estimated channel throughput is proposed in

Section 3.5. Section 3.6 presents a case study of transmission of MPEG-4 over HDR us-

ing the proposed techniques. In Section 3.7, comprehensive simulation results involving

channel estimation techniques, scheduling algorithms, rate adaptation and performance

of MPEG-4 transmission over HDR are presented. Conclusions are drawn in the last

section.

3.1 Contributions

In this chapter, we formulate channel estimation problem in multi-rate wireless

systems and thereafter maximize the throughput for such systems by employing Rényi's

error entropy [25] minimization technique. The probability density function of the error

is captured through the Parzen windowing technique [63]. We develop algorithms which

guarantee the processor sharing fairness constraint and then further re�ne it to assure

the QoS demands of each user assuming that the demands are known a priori. Although

we consider HDR as the reference system, the approach is general enough to be applied

to any multi-rate system. In summary, the main contributions are as follows.

• A non-parametric estimator using Parzen windowing technique is employed to mea-

sure the online entropy for the multi-rate channel errors. Utilizing Rényi's error

entropy minimization technique, the channel state for each slot and each user is

estimated.

• We develop scheduling algorithms that maximize the number of satis�ed users,

guarantee processor sharing fairness, assure data rate fairness, and maintain QoS

constraints based on the estimated channel data rates.
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• Simulations and numerical analysis have been conducted for the proposed tech-

nique. Results for channel estimation techniques and scheduling algorithms which

demonstrate sigini�cant performance enhancements in terms of number of satis�ed

users.

3.2 Methodology for Channel Estimation in Multi-Rate Systems

We consider a single cell of a multi-rate wireless system with the base station serv-

ing K mobile terminals/users. We assume that the system employs data rate control

mechanism on the forward link that adapts to the changing channel conditions by em-

ploying adaptive modulation and coding techniques, hybrid Automatic repeat-request

(ARQ), and best serving sector selection. The mobile terminals perform measurement

of the current channel conditions (i.e., the received Eb

No
) and predicts the achievable rate.

Every mobile terminal updates the base station of the predicted rate via the pilot signal

on the reverse link data rate control (DRC) channel. At any time slot t, the data rate

that can be supported by the ith mobile terminal is Ri(t), 1 ≤ i ≤ R(N), where Ri(t)

is one of the R(N) rates supported by the system. For example, HDR supports 11 data

rates [13]. Ri(t) is the mean rate actually provided to user i measured over a sliding

window of length tc. It is recursively de�ned as :

Ri(t+ 1) = (1− 1

tc
)×Ri(t) +

1

tc
×Ri(tc) (3.1)

This cumulative estimation is put into e�ect at each slot; however, the scheduling step

is executed once every new transmission.

On receiving the feedback signals on the reverse link, the base station executes

the scheduling algorithm to determine the users to be scheduled. The most common

scheduling disciplines used in multi-rate systems like HDR are the maximum Data Rate
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Control (DRC) rule and the proportionally fair (pf) rule [13]. The mechanism to decide

on which user to schedule by the maximum DRC rule is given by

s = arg max{Ri(t)} (3.2)

It implies the user with the highest rate is scheduled. In case of a tie, the scheduler

resolves by selecting the user with more data in the queue. The decision for proportionally

fair scheduler is given by

s = arg max
{
Ri(t)

Ri(t)

}
(3.3)

where Ri(t) is computed as per Equation (3.1). Other complex scheduling disciplines like

the modi�ed largest weighted delay �rst (M-LWDF) [13] and the exponential rule have

also been proposed that have sophisticated scheduling decision rules. The M-LWDF

scheduler is given by

s = arg max{ζiRi(t)Wi(t)} (3.4)

where ζi > 0 and Wi(t) is the wait time of the head of line packet of user i. Similarly,

the exponential rule is given by

s = arg maxζiRi(t) exp

(
aiWi(t)− aW

1 +
√
aW

)
(3.5)

where ai > 0 and aW = 1
N

∑
i aiWi(t) However, all these schemes su�er from increasing

the system penalty which is demonstrated next.
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3.2.1 Problem Formulation

The DRC rule achieves throughput maximization whereas the PF scheduler attains

proportional fairness. Moreover, the M-LWDF and the exponential scheduler achieve

throughput optimality. However as evident from Equations (3.2),(4.1.3),(3.4), and (3.5),

all these schedulers achieve varied objectives related to throughput and stability of the

system. The objectives of these schedulers do not relate to the QoS gurantees of the data

streams. In comparison, the earliest deadline �rst (EDF) considers deadline but is not

aware of what the achievable rates are for various users in the next few slots, and thus

fails to deduce an e�cient schedule. We try to overcome the inadequacies of the existing

schemes and devise mechanisms to support data streaming exploiting the channel state

characteristics, scheduling and adapting the rate of the streams in response to the channel

data rate.

Ideally, unit length schedule cycle maximizes throughput. However, such schedulers

have no apriori knowledge of the channel state information (CSI). Lacking future CSI,

unit length schedulers might fail to guarantee data requirements of all the active users.

Preferably, an in�nite schedule length with perfect CSI and data requirements will ensure

scheduling mechanisms that are fair and meet QoS requirements of all sessions (users).

Hence estimation and prediction of the CSI is essential. However, for any prediction

technique there is a prediction error associated which increases monotonically with the

predicted length. We do not focus on �nding the optimal predicted length in this paper

but concentrate on devising mechanism to support and maximize the number of data

services with QoS guarantees. The understanding that the channel data rate as well as the

data requirements keep varying for each user is fundamental to designing the mechanism

to achieve the objectives stated earlier. We envision that the framework should involve:

(i) CSI estimation and prediction and (ii) the scheduling policy should be self-adaptive

to the time granularity of the channel variation and data requirement.
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In addition, we assert that the proposed approach is ideal for slow fading users,

since for fast fading users the channel impulse response changes rapidly within a time slot;

hence estimation and prediction techniques fail. In particular, we address the following

interlinked questions.

Question 1: How to dynamically estimate and adapt to the channel rate accurately?

Question 2: How would the slots per decision cycle be allocated to mobile terminals

such that the QoS requirements are met?

First, we elucidate techniques for online calculation of the channel data rates using

information theoretic metrics. Thereafter, we propose three scheduling schemes based on

the estimated channel states.

3.3 Information Theoretic Framework

We envision that capturing the uncertainty of the channel condition using an in-

formation theoretic approach would be the �rst step to answer the above questions. The

ideal measure for uncertainty is entropy. We elucidate techniques for real-time calculation

of the uncertainty and thereby estimating the channel data rates.

3.3.1 Why Entropy Measures?

The mean square error (MSE) has been a popular criterion for training of adaptive

systems [81]. MSE is based on second order statistics i.e. it is able to extract information

successfully for linear systems whose statistics can be de�ned by their mean and variance.

For nonlinear systems, entropy as an optimality criterion extends MSE. This is because

when entropy is minimized, all moments of the error probability density function (pdf)

is minimized. Hence, Shannon's entropy or the more generalized Rényi's entropy [67]are

scalar quantities which provide a better measure for the average information contained
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in a given probability distribution function. We utilize the principle of minimizing error

entropy as the performance criterion in adapting to the channel rate.

Minimizing the Rényi's entropy of the error results in minimization of the diver-

gence between two pdfs [25]. The fact that minimizing the Rényi's error entropy mini-

mizes the Csiszar distance [25] between the pdfs of input-desired signals and the input-

output signals has already been established in [25]. The application of the Rényi's error

entropy modeling for multi-rate CDMA/HDR system is conceptually straightforward.

The variation of the data rates due to the �uctuation of the channel condition is modeled

as a non-linear system. The goal is to dynamically identify the non-linear system state

error de�ned as the di�erence between the desired output and the actual output. For

a given set of input samples or channel rates Ri(t) and the output under consideration

i.e., the decision rate Rd
i (t), the entropy of the output error ei =

∣∣Rd
i (t)−Ri(t)

∣∣ must

be minimized. Figure 3.1 illustrates the system which captures the error samples and

employs Rényi entropy minimization principle to adaptively tune to the channel state of

each mobile terminal. Let us now compute the error estimates starting with the de�nition

of Rényi entropy.

Actual
Channel
State

Adaptive
Channel
Estimator

Error
Entropy

Estimation+

-
X

Hold

Figure 3.1. Channel Estimation and error minimization.



46
3.3.2 Rényi's Error Entropy

Rényi's entropy, HR
α (P ), with parameter α > 0, for a random variable x with pdf

fx(·) is de�ned by

HR
α (x) =

1

1− α log

∫ ∞

−∞
fα

x (x) (3.6)

The pdf fx(·) of the random process in practical cases is unknown apriori. But a non-

parametric estimation of the pdf is necessary for evaluating the Rényi's entropy as de�ned

in Equation (3.6). We employ the non-parametric estimator for Rényi's entropy proposed

in [24] using Parzen windowing technique [63] with Gaussian kernels to estimate the pdf

of the channel rate variation. In Parzen windowing, the pdf is approximated by a sum of

kernels whose centers are translated to the sample points. The pdf estimate of a random

variable x for which the samples {x1, . . . , xn} are given, is obtained using the kernel

function κσ(·) where parameter σ is the size of the kernel. It is given by

fx(x) =
1

Ψ

Ψ∑
i=1

κσ(x− xi) (3.7)

where Ψ is the number of samples. In the current context, the samples are the channel

rates Ri(t) measured in Ψ slots. Thus, using Equations (3.6) and (3.7), we compute the

Rényi's error entropy for actual channel rate and the estimated channel rate as follows:

HR
α =

1

1− α log Vα(x) (3.8)

where Vα(x) =
∫
fx(x)dx is the information potential. Since log is a monotonic function,

minimization of HR
α corresponds to maximization of Vα for α > 1 or α < 1.
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3.3.3 Proposed Channel Rate Adaptation

We utilize the information potential as the criterion to adapt to the desired channel

rate. The information potential is expanded using the expected value operator as

Vα(e) =

∫
fα

e (e)de = E[fα−1
e (e)] ≈ 1

Ψ

∑
i

fα−1
e (e) (3.9)

Substituting the Parzen window estimator from Equation (3.7) in Equation (3.9) we get

the information potential estimator as

Vα(x) =
1

Ψα

∑
j

(∑
i

κρ(xj − xi)

)α−1

. (3.10)

The kernel function in Parzen windowing is κρ where ρ denotes the width of the window

in terms of a predetermined unit-width kernel de�ned as

κρ(x) =
κ

ρ

(
x

ρ

)
(3.11)

Thus, we have outlined the methodology for computing the pdf of the channel rates

from an incomplete sample set. Utilizing the pdf generated from the Parzen windowing

technique, we derive the Rényi's entropy which gives us a quantitative measure of the

uncertainty of the channel data rates. The information potential, Vα(x), is maximized

based on the error estimates and thereafter adapted to the actual channel rates.

The error samples for a multi-rate system can be computed as ei = Rd
i (t)−wiRi(t)

where w is the weight vector that we want to calculate. For initialization purpose,

w can be set to 1. The objective is to set w in such a fashion that the error ei is

minimized. On obtaining the error samples, we use the information potential estimator

in Equation (3.10) to compute the information content. Thereby, to estimate the optimal
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weight vector w∗ for a decision cycle of N slots, we obtain the gradient of the information

potential estimator as

∂Vα

∂w
=
α− 1

Nα

∑
j

(∑
i

κρ(ej − ei)

)α−2

× (3.12)
(∑

i

κ
′
ρ(ej − ei)(xi − xj)

T

)

Using Equation (3.11) and κ′ρ(x) = κ′
ρ2

(
x
ρ

)
we simplify Equation (3.12) to

∂Vα

∂w
=
α− 1

ραNα

∑
j

(∑
i

κρ(4eji
w)

)α−2

× (3.13)
(∑

i

κ
′
(4eji

w)(xi − xj)
T

)

where 4eji
w 's are given by

4eji
w =

(
[(Rd

j (t)−Rd
i (t)]− wT [(Rj(t)−Ri(t)]

ρ

)
(3.14)

From this relationship we can infer that to achieve the optimal w∗, we need to set the

weights such that the transpose of w satis�es

wT =

(
Rd

j (t)−Rd
i (t)

Rj(t)−Ri(t)

)
(3.15)

Each of the w vectors correspond to one user. The estimate is performed for each of the

U users currently admitted in the system and at each decision period, a matrix WU,N is

obtained which speci�es the data rate for each user at every time slot.
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3.4 Scheduling for Multi-Rate CDMA

Given the channel rate estimates it is necessary that the scheduling algorithm

chooses the slots according to the desired throughput and QoS demanded while main-

taining fairness among users. Since channel rate information for each slot and each user

is estimated prior to scheduling decision, multi-user diversity gain can be achieved with

the help of proper scheduling algorithm which exploit the channel state information. We

present three scheduling algorithms and illustrate with the help of an example as shown

in Figure 3.2. The example considers 3 users (rows) and a decision interval of 9 slots

(columns) where each slot value signi�es the estimated data rate in Kbps. We start with

a simple objective of putting into practice the throughput maximization criterion and in

steps �ne tune the algorithm to accommodate multiple criterion.

38.4

76.8 153.6

204.8

307.2

614.4921.6

1228.8

2457.6

2457.6

2457.6614.4 76.8

76.876.8

614.4

614.41228.8 1843.2 921.6

921.6 153.6

1228.8

38.476.8614.4user 1

user 2

user 3 1228.8

Figure 3.2. Original W matrix.

3.4.1 Throughput Maximization (TM)

The TM algorithm is similar to the PF algorithm and maximizes the system

throughput. However, the PF scheduling imposes some fairness by choosing the user

with the highest ratio of the requested to the estimated rate. It is to be noted that the

estimated rate is calculated using Equation (3.1). However, the TM scheduling makes

use of the estimated data rates for each user for every slot and is presented in Figure 3.
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For TM we are only concerned with the throughput maximization and not fairness. We

impose fairness and QoS constraints later and revise TM.

Algorithm 3 Throughput Maximization algorithm
1: i = 0, σTM = 0

2: while i ≤ N do

3: σTM = σTM + max(wi,j) ∀ j for 1 ≤ j ≤ U

4: Update SV

5: i = i+ 1

6: end while

At every slot, the TM scheduler chooses the user with the highest rate. The

throughput for the decision period is given by σTM . For the W matrix as generated

in Figure 3.2, the Schedule Vector (SVs) is SVs = [2, 2, 2, 3, 2, 3, 2, 3, 3]. The elements

in the vector correspond to the user who gets the slots. SVs is obtained from the TM

algorithm where i and j correspond to the slot and the user chosen, respectively. Since

the TM algorithm only tries to maximize the throughput, user 1 is starved.

Claim I : Based on the estimated channel rate the algorithm TM maximizes the

system throughput.

Proof. We prove the above claim by contradiction. Let there exist some other scheduling

discipline Γ which provides system throughput σΓ higher than TM scheduling (σTM).

Hence σΓ > σTM ⇒
∑N

i w
Γ
i,j >

∑N
i w

TM
i,j where wΓ

i,j, wTM
i,j is the set of slots (j) and users

(i) chosen by Γ, TM scheduling disciplines respectively. The above relationship implies

that there exists at least one wΓ
i,j which is greater than the corresponding wTM

i,j . But this
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violates the TM scheduling paradigm which chooses the slot for the user which has the

maximum value. Hence the proof.

3.4.2 Fairness Constrained Throughput Maximization (FCTM)

The concept of fairness from the scheduler's viewpoint is best captured by the

widely known General Processor Sharing (GPS) theory. GPS states that for each user k,

there exists a weight φk, such that the scheduler schedules at least φk fraction of server

time. For a stable system,
∑

k φk ≤ 1. To incorporate the GPS fairness, we maintain a

weight vector WV [U ] of length U whose each value corresponds to φk of the kth user. It

is reasonable to assume that φk's for all the users are known a priori. If all users have

the same priority level then we can conclude that φk = 1
U
. Therefore, each user will

have
⌊

1
U
×N⌋

slot share in a decision period of N slots. The �oor function ensures the

stability. However, according to priority the φ′ks would be di�erent and WV would be

updated accordingly. Let us illustrate the above with 3 clients and consider the decision

period limited to 9. We set φ1 = 1
2
, φ2 = 1

3
, φ3 = 1

4
. Hence WV = [2, 3, 4]. We order

in ascending order each row of W , i.e, slots of each user are ordered for the particular

decision period and generate an Order matrix as shown in Figure 3.3 for the W matrix

shown in Figure 3.2.

user 1

user 2

user 3

4 5 2 3 6 7 1 8 9

5 42 1 3 67 8 9

5 4 21 3 6 7 89

Figure 3.3. Order Matrix.
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The Fairness Constrained Throughput Maximization (FCTM) algorithm is pre-

sented in Figure 4.

Algorithm 4 Fairness Constrained Throughput Maximization
1: i = 0, σFCTM = 0,

2: Initialize Order[U ][N ], WV [U ].

3: Reorder in ascending order each row of W

4: Update Order[U ][N ] with the ordered slot numbers corresponding to the ordered W.

5: for i = 1 to N do

6: for j = 1 to U do

7: Choose slots from Order[i][j]

8: if (!WV[j]) then

9: if slot Order[i][j] already not chosen then

10: σFCTM = σFCTM + (wi,j)

11: Update SV , WV

12: else

13: Choose slot with the max value.

14: Update σFCTM , SV , WV .

15: end if

16: end if

17: end for

18: end for
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The Schedule Vector (SV ) for the matrix in Figure 3.3 will be SVs = [2, 2, 3, 3, 2, 3, 1, 1, 3].

Thus, FCTM guarantees GPS criterion. However, the throughput (σ) is penalized.

Claim II: FCTM guarantees GPS fairness criterion and thereafter maximizes sys-

tem throughput based on the estimated channel rate.

Proof. The �rst part of the claim that FCTM guarantees GPS is evident. The number of

slot allocation to user is restricted according to the WV vector. We proceed to prove the

second part of the claim by contradiction. Let there exist some other scheduling discipline

Γ which provides system throughput σΓ higher than FCTM scheduling (σFCTM). Hence

σΓ > σFCTM ⇒
∑N

i w
Γ
i,j >

∑N
i w

FCTM
i,j . Note FCTM schedules user j for slot i s.t. user

j's slot rate is maximum for the ith slot and WV [j] is not violated. Thus
∑N

i w
Γ
i,j >

∑N
i w

FCTM
i,j , implies that there exists wΓ

i,j which violates WV [j] requirement. Hence

proved.

3.4.3 QoS and Fairness Constrained Throughput Maximization (QFCTM)

The generalized processor scheduling (GPS) constraint in a wireless domain does

not ensure that the data rate demanded by the user is guaranteed. The data rate con-

straint is much more alluring from the users' perspective. However, it should be pointed

out that no guarantee can be provided. The data rate demanded by a user can be honored

with a probability. This is due to the inherent unreliable wireless transmission medium.

In addition, depending on the service (such as voice, multimedia, elastic tra�c) being

provided, there exist service speci�c QoS constraints. The ARQ mechanism in HDR

allows the base station an update no sooner than 4 slots [35]. We denote this constraint

by γk for the kth user. The scheduling algorithm should take into account service speci�c

QoS requirements other than the GPS and data rate constraints for each user.
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We assume that for each user k, there exists a desired data rate per decision period

(DRk) which needs to be satis�ed. We incorporate �exibility in QFCTM scheme such

that if DRk is satis�ed for a particular user, then the scheduler overrides the user's φk

requirement. However, the ful�llment of φk does not necessarily satisfy DRk. Under such

circumstances if there exist extra slots, then the scheduler should schedule those slots to

the users whose DRk is not satis�ed. Thus, QFCTM exploits the multi-user diversity in

the sense that DRk for user k might be satis�ed without using the full quota of φk since

the user might experience good channel state. The extra slots generated in the above

manner are utilized to satisfy the requirements of other users su�ering from poor channel

conditions. QFCTM maintains a constraint vector CV [U ] and a demand vector D[U ]

besides utilizing the Order and WV as in algorithm FCTM algorithm. Here CV [i] and

D[i] correspond to the γi and DRi requirement of the ith user. The QFCTM algorithm

is presented in Figure 5.

We illustrate the above algorithm using the same GPS constraints as before and con-

sider data requirements (in bytes for this decision period) of 2000, 1000 and 3000 for

users 1, 2 and 3 respectively. We also assume that user 1 cannot be scheduled in

successive slots. Then, the desired Schedule Vector (SVs) for QFCTM is given by

SVs = [2, 1, 3, 3, 3, 3, 1, 2/3, 1]. Note that the scheduler is free to grant the 8th slot ei-

ther to user 2 or user 3 although the DRi requirement for both of them is satis�ed since

user 1 cannot be granted any slot due to its QoS requirement.

Claim III: QFCTM maximizes throughput based on the estimated channel rate and

guarantees GPS fairness, and assures data rate and QoS criterion.

The proof is similar to Claim II.
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3.5 Rate Adaptation in MAC for Multi-rate Systems

With the channel rate estimation and scheduling algorithms it is important to

devise mechanisms for data streams to be adapted to the changing channel conditions.

The link layer aware rate adaptation techniques [10, 12, 20] using statistical measures

fail to capture the content level information which is to be exploited for multimedia

applications. Moreover, there have been experiments that prove the slow response of TCP

with respect to channel rate variation. Thus, a lag develops. This lag can be minimized

if the adaptation is done at the MAC layer and scheduling is made content-aware. It

is known that better rate control algorithms are obtained if stochastic channel behavior

through apriori models are considered [6]. Thus, we incorporate the channel model as

well as the content information in our rate adaptation algorithm at the MAC layer. The

scheduler not only transmits more data than necessary (avoiding bu�er over�ow) when

the conditions are favorable, but also drops low priority frames without compromising

on the integrity of the application concerned. The scheduling performed by the MAC

scheduler is content aware in the sense that the content is classi�ed into multiple priority

levels. We would perform a case study MPEG-4 video on our proposed solution to justify

the concept of classi�cation based on content. We assume the content being classi�ed as

frames. We use content and frame with the above meaning in mind. In order to appreciate

the rate adaptation technique presented here a brief background of the MPEG-4 video

is needed.

3.5.1 Fine Grain Scalable (FGS) MPEG-4

MPEG-4 [36] is an ISO/IEC standard for MPEG-4 video which is suitable for the

harsh wireless environment [72]. It o�ers �exible encoding bit rate and high compression

e�ciency by using object-based paradigm of atomic audio visual objects.
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Algorithm 5 QoS and Fairness Constrained Throughput Maximization Algorithm
1: i = 0, σFCTM = 0,

2: Initialize Order[U ][N ], WV [U ], CV [U ], D[U ].

3: Reorder in ascending order each row of W

4: Update Order[U ][N ] with the ordered slot numbers

5: corresponding to the ordered W.

6: for i = 1 to N do

7: for j = 1 to U do

8: if D[j] satis�ed then

9: Update WV [j]

10: end if

11: Choose slots from Order[i][j]

12: if (!WV[j]) then

13: if slot Order[i][j] already not chosen and CV[j] satis�ed then

14: σQFCTM = σQFCTM + (wi,j)

15: Update SV , WV , D.

16: else

17: Choose slot with the max value.

18: Update σQFCTM , SV , D, WV .

19: end if

20: end if

21: end for

22: end for

23: if (slots exist) then

24: for all j such that D[j] not satis�ed do

25: Schedule j such that CV [j] is satis�ed

26: end for

27: end if
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The data units are organized in several hierarchical layers as follows: Video Session

(VS), Video Object (VO), Video Object Layer (VOL) and Video Object Plane (VOP).

The encoded video stream comprises of a Group of VOPs (GOV) structure consisting of I

(Intra-coded), B (Bi-directionally coded) and P (Predictive coded)VOPs (frames in case

of MPEG-1/2). Thus, low bit rate (as low as 5Kbps), scalable video coding providing

Variable Bit Rate (VBR) output, in-built error resilient/concealment techniques make

MPEG-4 a very attractive proposition for multimedia wireless transmissions.

However, the basic MPEG-4 standard o�ers limited granularity in terms of scalabil-

ity to varying bandwidth requirements with respect to the enhanced �ne grained scalable

(FGS) video coding. Because of its simple scalable structure, the FGS encoding scheme

is capable of covering a continuous bandwidth range. The FGS structure has two layers:

a base layer (BL) and an enhancement layer (EL). Discrete Cosine Transform (DCT) is

used to code both the base and enhancement layer. However, the DCT coding in base

layer uses run-level† coding whereas the enhanced layer uses bit-plane coding‡. Any num-

ber of bits from the enhancement layer that are transmitted successfully can be decoded

and adopted to improve the video quality due to the bit-plane coding. The enhanced

stream can thus be truncated at any bit position according to the available bandwidth

and thus enables continuous rate adaptation. Detailed description of FGS and its en-

hancements can be found in [34]. Thus considering the suitability of the FGS scheme

for rate adaptation we use FGS encoded video stream for multimedia transmission over

wireless.
†The number of consecutive zeros before a non-zero DCT coe�cient is called a run and the absolute

value of a non-zero DCT coe�cient is called a level
‡Bit-plane coding represents each DCT coe�cient as a string of binary bits.
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3.5.2 Rate Adaptation Technique

Successful transmission of I-frames is more crucial than others. This knowledge

of frame priority at the MAC layer helps the rate adaptation. The adaptation layer is

shown in Figure 3.4 This is because the delay in retransmission of I-frames from the

application layer is higher than retransmission from the MAC layer. In addition, the

MAC layer can drop less important frames based on the priority and closely follow the

channel conditions by minimizing the Kullback-Leibler (KL) distance. The KL distance

has been de�ned and explained later. Thus during the process of adaptation of the bit

stream to the available transmission rate the following three scenarios arise. We denote

ri(t), Xb(t), and Xe(t) as the available transmission rate, the required base layer bit rate,

and the enhanced layer bit rate respectively.
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Figure 3.4. Adpatation Layer for Content Aware Rate Adaptation .
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• Case I: ri(t) < Xb(t): The adaptation layer selectively drops base layer frames

based on the proposed prioritization scheme.

• Case II: Xb(t) ≤ ri(t) ≤ Xb(t) +Xe(t): The highest priority layer is encoded. For

the Enhanced Layer (EL), the adaptation layer encapsulates whatever portion of

the EL that can be packed into the remaining available bandwidth.

• Case III: ri(t) > Xb(t)+Xe(t): This is the most favorable case where the encoding

rate is higher than the bit stream rate and hence the entire data can be transmitted.

Through the proposed adaptation layer, the lowest possible granularity is achieved.

However, a �nite lag remains between the channel state and actual transmission of the

data which in our case is the best achievable, i.e., lag by a slot. However, during pack-

etization the granularity is measured in terms of the decision period. Depending on

the current bu�er status at both the transmitter and the user, and the current channel

state, the rate control system needs to determine the encoding rate. The currently en-

coded packets would only be served after the existing MAC protocol data units (PDUs)

are served. Thus rate control system need to determine the number of decision periods

needed to serve the existing MAC PDUs. Hence, prediction of the rates by transition

probability computation is important which we discuss next.

3.5.3 Transition Probability Calculation

We assume that the data rates are related to the distance of the user from the base

station [17]. Though this assumption holds true under ideal conditions (i.e., no inter-

ference, no topological e�ects), we still use it for mathematical simplicity. If we assume

that the system supports m rates, then a cell can be divided into m concentric rings;

the innermost ring gets the maximum data rate and outermost ring gets the minimum.

In one decision period, a user can go one ring above or below the current ring because

of the limitation in speed. Let Puv denote the probability of a user switching from a
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data rate u to data rate v. Note, v can only be u − 1, u or u + 1. Let the steady state

probability of a user being in the uth data rate be denoted by πu. We de�ne πu as the

ratio of the ring area by the cell area, and is given by πu =
r2
u−r2

u−1

r2
m−1

where ru is the radius

of the uth ring. Clearly,
∑m−1

u=0 πu = 1. The transitional probabilities Puv are computed

geometrically (see appendix) and is as follows

Pu→u−1 =
2
√
s(s− r1)(s− r2)(s− d)− (θ1r

2
1 − θ2r

2
2)

πr2
2

Pu→u =
Ai

πr2
2

Pu→u+1 =
Abge

πr2
2

(3.16)

Note that these probability calculation will be di�erent for the inner most and outer most

rings.

The details of the above calculation are provided below. We are interested in

calculating where the location of a user is currently in the ith ring. The outer radius of

ith ring is ri and inner radius ri−1. The maximum distance that the user can go within

a decision cycle is dmax. A uniform velocity pro�le of the user is considered. Hence, then

the user is equally likely to be anywhere which lies in three di�erent rings- i − 1, i and

i+ 1.

Case I: Area for 4 xyz (Axyz) is given by

Axyz =
√
s(s− r1)(s− r2)(s− d)

where s the sub-perimeter of the 4 XYZ is given by

s =
r1 + r2 + d

2
.
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Figure 3.5. Proability Caculation for case I and II.

Let h be the height of the4 and it can be computed from the following relationship

h =
2×

√
s(s− r1)(s− r2)(s− d)

d

On computing the height h which is the same for 4 XYW, ∠Y XW (denoting ∠Y XW =

θ1) can be computed as θ1 = sin−1
(

h
r1

)
. Thus the area of the arc XPY (AXPY ) is

θ1

π
× (πr2

1). Similarly considering 4 ZPY, ∠Y ZW (let ∠Y ZW = θ2), the area of the arc

AZY P can be computed as AZPY = θ2

π
× (πr2

2). Thus the area PQYS (APQY S) is

APQY S = 2× AXY Z − (AXPY − APQY S)

= 2×
√
s(s− r1)(s− r2)(s− d)− (θ1r

2
1 − θ2r

2
2)

Case II: Similar to Case I, we proceed to calculate area of 4 abc, height (h1) of

the triangle and ∠bac illustrated in Figure 3.5 (let ∠bac = θ3 and ∠bce = θ4) as follows

Aabc =
√
s(s− r3)(s− r2)(s− d)

h1 =
2×

√
s(s− r3)(s− r2)(s− d)

d

θ3 = sin−1

(
h1

r2

)
θ4 = sin−1

(
h1

r3

)
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where s is given by s = r1+r2+d
2

. Thus, the area of the arc abc is Aabke = θ3

π
× (πr2

2). Thus

the re�ex angle ∠bce = θ5 = 2π − θ4 and hence area of arc (Abde)

Abde =
θ5

π
× (πr2

3)

Thus the desired area (Abge) can be computed as follows

Abge = πr2
2 − ((Aabke − 2× Aabc) + Abde)

Thus the area of the middle strip is given by

Ai = πr2
2 − Abge − Apqys

3.5.4 Analytical Modeling of Rate Adaptation

The encoding rate ri(t) for user i depends on the channel state, bu�er status and

bandwidth allocated as already discussed. This necessitates the computation of the

number of decision periods needed to serve the existing MAC PDUs. The number of

decision periods is basically the lag by which the encoder follows the channel state. If ξ

is the number of decision periods needed to serve the MAC bu�er Bi for user i, then

ξ∑

l=0

Sl
i × (P l

uv ×Rl
i(t)) = fb ×Bi (3.17)

where 0 ≤ fb ≤ 1 is the bu�er fullness, Sl
i is the number of slots allocated to user i in

the lth cycle, P l
uv is the transition probability from state u to v (already computed in

Section 3.5.3, and Rl
i(t) is the rate estimated using Equation 3.15- all in the lth decision

cycle.
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We need to compute the amount of data, χi(t), that the MAC scheduler would

be able to support for the corresponding decision period. Depending on the scheduling

paradigm (TM/FCTM/QFCTM) which determines the number of slots being allocated

to the user, the amount of data which the adaptation layer may encode is given by

χi(t) = Sξ
i × (P ξ

uv ×Rξ
i (t)) (3.18)

Conversely, if the mobile terminal undergoes favorable channel condition (i.e., sup-

ports a higher data rate), then the rate controller would be tempted to transmit more

data. Transmitting more data than required would compensate if the channel conditions

deteriorate. The available bu�er space (υi(t)) during that decision period is

υi(t) = (1− frb)×RBi −
ξ∑

l=0

Sl
i × (P l

uv ×Rl
i(t))

+ρi × (τξ) (3.19)

where 0 < frb < 1 is the receiver bu�er fullness, RBi is the receiver bu�er size, ρi is the

rate of the playout curve rate, and τ is the time of each slot (τ = 1.67ms for HDR). The

playout curve rate is the rate at which the player at the client end consumes the data.

The adaptation layer encoding rate considering the bu�er constraints at both the

transmitter and receiver sides is given by

ri(t) = min (χi(t), υi(t)) (3.20)

Note that ri(t) is a random variable which gives the value of rate adaptation. Let p(·)
denote the pdf for the random variable ri(t). Let fg(·) denote the pdf of the Group of

Picture (GOP) size distribution of the gth video. We use the Kullback Leibler (KL)
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distance to characterize the performance of our adaptation scheme.

De�nition 1: The Kullback Leibler distance gives the relative entropy between two

distributions. This entropy is given as

D(p‖q) =
∑
x∈X

p(x) ln
p(x)

q(x)
(3.21)

Thus, the KL distance D(p‖q) measures the ine�ciency by which the distribution q(x)

di�ers from distribution p(x). Hence Equation (3.21) provides a metric to determine the

lag or closeness of q(x) to p(x). Substituting p(x) = p(·) and q(x) = fm(·), we de�ne

that the adaptation (A) of the video to channel rate as

A(p‖fm) =
∑

p(.) ln
p(.)

fm(.)
(3.22)

The granularity of the rate of adaptation is bounded by the decision period as given in

Equations (3.17), (3.18), (3.19), and (3.20) and hence we analyze the adaptation with

respect to the decision period.

3.6 A Case Study: MPEG-4 over HDR

In order to verify the proposed rate adaptation schemes , we perform a small case

study of MPEG-4 over HDR.

3.6.1 Content Aware Scheduling (CAS)

The MAC Scheduler is responsible for allocating slots among the users requiring

di�erent data rates. It can be any generic scheduler like the PF scheduler or any of

those discussed in Section 3.4. These standard MAC schedulers do allocate slots either



65
based on the supportable channel rate and/or by the QoS demanded by each type of

user but unfortunately is unaware of the content type being served from the MAC bu�er.

Hence, the MAC scheduler is incapable of exploiting the application speci�c features while

scheduling. To overcome the shortcomings of the MAC scheduler we propose Content

Aware Scheduler (CAS) as shown in Figure 3.6 which works in conjunction with the

MAC.
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Figure 3.6. MAC Scheduler and CAS Scheduler.

Depending on the application , appropriate number of priority levels are generated.

We assume that K can be any number of priority levels depending on the application.

The CAS models the MAC bu�er into K number of queues one for each priority level.

For example in case of the FGS MPEG-4 video data there would be 4 queues one for each

of the I, B, P-frames and the last one for the enhancement layer with the highest priority

being given to the I-frames while the least to the enhancement layer. The generic MAC-S

does not di�erentiate the priorities and simply serves the content in a �rst come �rst serve
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(FCFS) queueing discipline. However, the proposed CAS being content aware enhances

the system goodput. In many cases for real time streaming applications, transmission of

the higher priority content is essential for the success of the application. In addition, the

proposed CAS is aware that the packets need to be transmitted before a certain deadline

at the receiver side. The CAS is smart enough to discard packets if stale. For ith packet,

we de�ne a boolean variable SP (i) which determines whether the packet is stale or not.

A packet i is de�ned stale if SP (i) = 1 and the condition is tcurr > TSi + tprop otherwise

SP (i) = 0 meaning the packet is not stale. Here tcurr, TSi and tprop are the current

system time, the time stamp of packet i prior to which it needs to be transmitted, and

the propagation time. This simple yet content aware scheduling mechanism prevents

error propagation and increases the goodput.

The general MAC scheduler is unaware of the prioritization scheme and is unable to

schedule e�ciently. However, the CAS utilizes the priority information and also employs

a Selective Adaptive Retransmit Control (SARC ) mechanism for the highest priority

packets. The SARC mechanism can be utilized till any level of priority (i.e., for each

bu�er) but for the sake of simplicity, we restrict ourselves to the highest priority bu�er.

Additionally, the CAS employs Fast Transmit Scheme (FTS) to take advantage of favor-

able channel condition but does take into account of the upper limit In summary, the

rationale for employing SARC is as follows :

1. Provide unequal error protection (UEP) to high priority data and thereby increase

the transmission quality and prevent error propagation.

2. Transmit the mobile terminal's bu�er fullness (frb) back to the base station through

the SARC mechanism. frb is essential for determining boundary condition as discussed

in Section 3.5.

The SARC mechanism of CAS keeps retransmitting packets from queue with the

highest priority till the mobile terminal acknowledges the successful arrival of the frame.
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The number of retransmissions is bounded by the timing requirements, i.e., till the packet

becomes stale. Continuing with the FGS MPEG-4 example the I-frame being the most

important video data frame, multiple retransmissions might be required for it. Missing

or corrupted I-frame results in wastage of the corresponding B, P and enhanced layer

frames even if they arrive correctly. The FTS scheme enables the CAS to transmit more

data than the playout curve rate of the mobile terminal when the channel conditions are

favorable provided CAS has assigned su�cient slots by the MAC-S. Since the receiver

bu�er of the mobile terminal is �nite, the CAS should restrain from transmitting data that

would over�ow the mobile terminal bu�er. Similar to the ARQ mechanism in TCP, the

mobile terminal transmits the available bu�er space in each acknowledgment packet. The

CAS makes the rate control system module aware of β. Thereafter, RCS module takes

into account of the available rate, bu�er space at both the MAC and mobile terminal,

and computes the upper bound for data transmission as derived in Section 3.5. It also

determines whether the fast transmission scheme outlined earlier is achievable or not. The

working principle of CAS is explained below. Without loss of generality let us explain

the CAS scheduling of an application having k priority levels and the highest priority

level enabled with SARC in the Kth decision cycle of the MAC scheduler.
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Algorithm 6 Content Aware Scheduler
1: CAS ← control state

2: if (Over�ow Constraint not violated) then

3: if 1HP not empty then

4: if TS1HP−packet < TS2nd,...,kth−packet && !SP(1HP) then

5: CAS schedules 1HP-packets

6: CAS employs SARC

//wait for ζ slots for ACK

7: Return

8: end if

9: end if

10: if CAS ← SARC feedback then

11: Retrieve retransmit packet numbers

12: Compute Over�ow Constraint

13: if !SP(1HP-packet) then

14: CAS retransmits 1HP-packets

15: CAS employs SARC

16: if slot available then

17: pack 2ndHP, . . .,kthHP-packets respectively

//wait for ζ slots for ACK

18: end if

19: Return

20: end if

21: end if

22: i=2

23: if ith-Bu�er not empty then

24: CAS transmits ith Bu�er packets.

25: Increment i

26: end if

27: end if
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We present the CAS in Figure 6 where 1HP , TS and SP respectively denote packet

from the highest priority queue, timestamp of the packet and whether the packet is stale

or not. The CAS initiates transmission with the highest priority packets employing SARC

and following up with the rest of the frames without employing any ARQ on the rest of

the packets. For CAS, goodput would be more e�ective measure than throughput. We

de�ne goodput for real time data as the number of packets transmitted per decision cycle

by the CAS scheduler that the mobile terminal successfully utilizes. Next we analyze the

proposed CAS algorithm.

3.6.2 CAS Goodput

The analytical modeling of the CAS and the goodput of the system using CAS are

presented. First, we model the SARC mechanism. Let Pb(m) and Pe(m) denote the prob-

ability of the bit error and packet error respectively for sendingm packets simultaneously.

If Ps(m) denotes the probability of successful packet transmission then

Ps(m) = 1− Pe(m) = [1− Pb(m)]L (3.23)

where L denotes the length of the MAC protocol data unit (PDU). To provide more

protection to the highest priority packets, error correction code (ECC) is employed. The

modi�ed probability for packet transmission with ECC parameter as tecc is given by

Ps(m, y) =

y∑
i=0

(
L

o

)
Pb(m)i [1− Pb(m)]L−o (3.24)

where o is the number of errors corrected and y is the total number of correctable bit

errors. Thus Ps(m, tecc) denotes the probability for successful packet transmission for

highest priority packets. However, the number of retransmissions for these packets is
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limited by ε, the maximum number of retransmits for the ith 1HP packets. We compute

ε as

ε =
TS1HP−packet

tprop + tarq

if !SP(1HP-packet) (3.25)

where tprop, tarq and TS denote the propagation, the time after which the ACK transmit-

ted by the mobile terminal is received, and the timestamp of the corresponding packet

before being marked stale, respectively. The mean of the number of retransmissions for

1HP-packets is given by

δ1HP =
ε∑

i=1

(1− Ps)
(i−1)Ps × i = Ps × 1− P ε

s

(1− Ps)2
(3.26)

Let nk be the total number of MAC-PDUs generated by FPPL for the kth data

segment and let nk1HP and nkR be the number of 1HP-frame packets and 2, . . . , k- frame

packets respectively such that nk = nk1HP + nkR. The timestamp of the frames is

dependent on the data size distribution. In Section 3.5, we have already de�ned fq(.) as

the pdf of the data size distribution and f j
q (t) as the pdf of the timestamp of the jth data

of the qth real time stream. We model δRj as the parameter which determines whether

2, . . . , k- frame are stale or not consider that δRj = SP (j). Thus the e�ective number of

packets transmitted per decision period of CAS is given by

∆i = nkI × δI + nkR × δRj (3.27)

Therefore, the average goodput (ρgp) of CAS is given by

ρgp =

∑K
i=1 ∆i

K
(3.28)
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where K is the total number of decision periods for which the video is transmitted. Note

that throughput of such systems would fail to capture the actual system performance since

it would not consider adaptive selective retransmission and selective frame dropping based

on packet staleness. In Figure 3.7, we compare the CAS goodput to QFCTM throughput.
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Figure 3.7. Comparison of CAS Goodput and QFCTM Throughput.

The CAS goodput trails the QFCTM throughput. In an ideal scenario, with no

packet loss and zero lag, the CAS goodput should have been equal to the QFCTM

throughput. Also, note that with increase in number of users, the CAS goodput is

penalized due to QoS constraints.

3.7 Simulation and Experimental Results

We conducted simulations where a single multi-rate cell with multiple users were

simulated to demonstrate the performance of the proposed estimation and adaptation

technique with respect to the existing scheme for HDR. The users were randomly dis-
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tributed over the cell. All our results hold for vehiclar users since the speed of the users

vary between 9 to 15 meter/second. The data rates used were standard HDR data rates

[13] 38.4 Kbps to 2.4 Mbps. Random mobility of users were assumed and the data rates

were updated according to the distance from the base station. To evaluate our proposed

scheme, we focussed on two aspects : (i) the accuracy of the prediction scheme and (ii)

the performance of the proposed scheduling algorithms in terms of the number of satis�ed

users and throughput achieved.

3.7.1 Simulation Results

We present simulation results to illustrate the performance of the proposed es-

timation technique with respect to the existing PF scheme for HDR. However, please

note that similar results would also hold true for existing multi-rate wireless systems.

In Figure 3.8, the actual channel rate, the estimated channel rate for both the current

and proposed estimation techniques are presented. The proposed scheme outperforms

the existing PF scheme since the adaptation for the proposed scheme takes place on per

slot basis. In Figure 3.9, we magnify the time block (400 to 600 slots) of Figure 3.8 to

show that the proposed technique adapts to the time varying channel conditions within a

decision period whereas the existing estimation technique remains static during each de-

cision period. We further present estimation error for the proposed and existing scheme

in Figure 3.10. Next, we present the scheduling algorithms based on the estimates of the

data rates.

In Figure 3.11, we present the system throughput achieved for the round robin

(RR), TM , FCTM and QFCTM scheduling algorithms. As expected, the TM algorithm

achieves the highest throughput. Noted that all these algorithms achieve these through-

puts based on the proposed channel rate estimation techniques. The system throughput
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Figure 3.8. Estimation and adaptation for proposed and current Scheme.
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Figure 3.9. Magni�ed view (Time epoch 400 to 600).

is measured with respect to the number of users in the system to conclude whether

multi-user diversity gain is being exploited or not.

The results con�rm with the notion that higher the fairness and QoS constraints

lesser is the throughput achieved. The per user throughput for di�erent scheduling
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Figure 3.10. Error in the Proposed and PF Scheme.
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Figure 3.11. System Throughput for di�erent scheduling algorithms.

algorithms is presented in Figure 3.12. However, per user throughput would not re�ect

the fairness of the scheduling disciplines. To determine the fairness of the schemes, Figure

3.13 presents the standard deviation (SD) for the per user throughput. The results show

that QFCTM has the least SD and hence is the most fair. Thus, we have successfully
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Figure 3.12. Mean throughput per user for di�erent algorithms.

5 10 15 20
0

1

2

3

4

5

6

7

8

9

10
x 10

4

Number of Users

Th
ro

ug
hp

ut

SD in RR
SD in TM
SD in FCTM
SD in QFCTM

Figure 3.13. Standard deviation (SD) of throughput for di�erent algorithms.

adapted to the channel rate and provided scheduling algorithms which guarantee fairness,

QoS constraints and maximizes throughput under the above constraints.

In Figure 3.14, we evaluate the variation of the di�erent algorithms in terms of

percentage of the satis�ed users with the variation in schedule length for our proposed
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estimation scheme. From our simulation results, we recommend that with fairly accurate

channel rate estimation scheme like the proposed one, a schedule length between 800 to

1000 slots would be ideal for maximizing the number of satis�ed users. We also focussed



77

0 5 10 15 20 25 30 35
0

0.5

1

1.5

2
x 10

9

USER ID

Da
ta

 re
cie

ve
d 

by
 th

e 
us

er
 p

er
 s

es
sio

n 
(b

its
)

0 5 10 15 20 25 30 35
0

0.1

0.2

0.3

0.4

Pr
op

or
tio

n 
of

 S
at

isf
ie

d 
Sc

he
du

le
 c

yc
le

s 

Scheduling session = 28 min 

32
00

0 

28
80

0 
24

40
0 

19
20

0 
52

00
 

32
00

0 
28

80
0 

24
40

0 

52
00

 
19

20
0 

Figure 3.16. Fairness for TM algorithm.
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Figure 3.17. Fairness for FCTM algorithm.

on �nding out the cuto� values for the number of satis�ed users with speci�c data rates.

Figure 3.15, shows the variation of number of satis�ed user for di�erent number of total

users for QFCTM. Here for each case, the data rates for all users were set to the same

value.
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Figure 3.18. Fairness for QFCTM algorithm.

In order to demonstrate the fairness aspect of each algorithm, a pool of 30 users

were chosen. Each of the m users had the same data requirements but su�ered di�erent

channel state variations. In Figure 3.16 , we note that most of the users are starved and

only the users with good channel states have been served leading to a very low number

of users getting satis�ed. Both the FCTM and QFCTM algorithms support a larger

number of satis�ed users as shown in Figures 3.17 and 3.18. However, QFCTM supports

a higher number of average satis�ed users.

Resolution Clip name fps bitrate
QCIF paris 15fps 64kbps
QCIF foreman 25fps 64 kbps
CIF football 15fps 1Mbps

Table 3.1. Speci�cation of the �les used in our simulation.
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Figure 3.19. Variation of PSNR with BER using proposed CAS algorithm.
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Figure 3.20. The variation of CAS adaptation due to mobility.

3.7.2 Results for Rate Adaptation and CAS

We have conducted simulation experiments to illustrate the performance of the

proposed adaptation technique as well as the e�ectiveness of CAS with respect to the

existing scheme for HDR. Figure 3.19 highlights the graceful degradation of Peak signal-
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to-noise ratio (PSNR) values using the CAS scheduler. The video test sequences chosen

comprises of both the simple pro�le (SP) and advanced simple pro�le (ASP). In order to

ensure the performance of the proposed schemes, we use representative test sequences of

foreman, paris and football which have varying resolution (Common Intermediate Format

(CIF), Quarter CIF (QCIF)), frame rates and bit rates. The speci�cations of the streams

are listed in Table 3.1.

As for the lag in adaptation, we analyzed equation 3.22 numerically. Figure 3.20

shows how the system is able to learn and adapt if a su�ciently long window of observa-

tion is allowed. As we do not deal with fast fading channels, we compared `slow' and `very

slow' fading channels. Obviously, the adaptation is better for slower fading channels. In

Figures 3.21 and 3.22, we show how the throughput of I-frames in multimedia streaming

could be improved in the presence of CAS.
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Figure 3.21. Improved throughput of I-frames due to CAS..
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Figure 3.22. Error resiliency of CAS and throughput of I-frames..

3.8 Summary

In this chapter, we developed focussed on mechanisms to harness the higher band-

width o�ered by multi-rate wireless systems. We emphasize that not only the variation

of the data rates need to be tackled but also the varying demands of the di�erent data

services need to be considered for success of the multi-rate wireless systems. We have

also shown that maximizing the number of satis�ed users is not synonymous to maxi-

mizing the system througput. We have utilized information theoretic metrics to estimate

the channel state variations. Speci�cally, a non-parametric estimator of Renyi`s entropy

using the Parzen windowing technique has been employed to estimate the probability

density function of the channel rate variation. Based on the estimated channel rates,

scheduling algorithms which guarantee GPS fairness, and assure data rate and QoS re-

quirements have been developed. Simulation, experiments and numerical analysis that

our proposed mechanisms perform favorably.



CHAPTER 4

THEORETICAL BOUNDS FOR MAXIMUM NUMBER OF SATISFIED
USERS IN MULTI-RATE WIRELESS SYSTEMS

The insight of the maximum possible number of satis�ed users that can be sup-

ported in multi-rate wireless system has not been investigated. Existing opportunistic

scheduling algorithms are e�ective in exploiting channel variations and maximizing sys-

tem throughput in multi-rate wireless networks. Most scheduling algorithms ignore the

per-user quality of service (QoS) requirements and try to allocate resources (e.g., the

time slots) among multiple users. This leads to a phenomenon commonly referred to

as the exposure problem wherein the algorithms fail to satisfy the minimum slot require-

ments of the users due to substitutability and complementarity requirements of user slots.

Thus, existing schemes ignore maximizing the number of satis�ed users. To eliminate

this exposure problem, in this chapter we propose a novel scheduling algorithm based

on two-phase combinatorial reverse auction with the primary objective to maximize the

number of satis�ed users in the system.

The rest of the chapter is organized as follows. In Section 4.1, we formulate the

scheduling problem for a multi-rate, multi-user time-slotted system. Section 4.2 models

the user utility, identi�es the exposure problem and studies its implications on the user

utility. The mapping of combinatorial auction to multi-rate scheduling is presented in

Section 4.3. A scheduling scheme based on reverse combinatorial auction is presented in

Section 4.4. We analyze the proposed algorithm and compare its performance with other

existing schemes in Section 4.5. Simulation results are presented in Section 4.6 followed

4.1 Problem Formulation

Time constraint scheduling is a necessity for delay-sensitive applications. We justify

the above by explaining the timing requirments of VoIP applications. According to the
82
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International Telecommunication Union (ITU-T) G.114 speci�cations [33], for good and

pleasing voice quality, the end-to-end delay for both the forward and reverse path should

not be more than 150 ms. This delay is contributed by various sources: (i) the voice coder

with a processing delay of 10 ms, (ii) bit compression module with delay upto 7.5 ms, (iii)

packetization scheme that introduces a delay between 20 to 60 ms, (iv) serialization with

varying delay between 0.20 ms to 15 ms, (v) queuing/bu�ering and network switching

delay of around 65 ms, and (vi) the de-jitter bu�er with worst-case delay �gure of 40 ms.

Summing up these �gures, it is easy to observe that the delay budget is already in excess

of the acceptable ITU-G.114 requirements. That too is without taking into account the

last hop wireless link where additional delay may occur due to uncertainty associated with

the underlying wireless channel. Thus, to keep the end-to-end delay within acceptable

limits, the wireless delivery system must schedule user data delivery within strict timing

constraint. Therefore, the objective of scheduling is not only to improve the throughput of

the system and enforce fairness among participating users, but also to meet the minimum

data requirements of users at each scheduling time slot. It is not possible to provide

such delay-sensitive scheduling with the help of existing scheduling techniques. We have

developed techniques to evaluate the maximum number of users that can be satis�ed in

such multi-rate wireless systems for real-time data requirements.

4.1.1 Contributions

We take a fresh approach to the delay-sensitive scheduling problem by borrowing

techniques from auction theory [37] and strive to �nd the maximum possible number of

satis�ed users. We consider a cellular network with one base station and multiple users.

The resources available to the base station (e.g., time slots, frequency bands, codes) form

the goods which are sold to the users in a market-like environment. The users value these

goods distinctively and express the values in terms of a common transaction unit called
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money†. We also consider a time-slotted wireless packet data system where the duration

of an individual time slot is smaller than the average fading duration of the received

signal. Thus, during symbol transmission, we can assume that the underlying wireless

channel exhibit time-invariant properties.

Each user demands a certain number of slots (called bundle and denoted as Sb)

in order to satisfy the minimum data requirement within a speci�c schedule cycle. The

number of such slots depends on the condition of the underlying wireless channel. Since

the market has multiple indivisible goods and each user's individual valuation of the

goods depends on the bundle of goods received, we formulate the scheduling problem

as a speci�c case of combinatorial auction. This is due to the fact that a single item

transaction of the goods do not su�ce since the user is more interested in the sum total

of the data received. This underlying condition is exactly the reason why single slot allo-

cation approach is not appropriate for delay-sensitive applications in multi-rate wireless

systems. Consequently, the schedulers based on the principles of opportunistic scheduling

are unable to satisfy the minimum data rate constraints demanded by the users.

In contrast, scheduling based on combinatorial auction deals with multi-slot allo-

cation. Our proposed scheme can be used to satisfy the minimum data rate constraint

of individual users. To model our system, we use both forms of combinatorial auction

� forward and reverse. In the forward auction there exists a single seller who wants to

sell multiple distinct goods to multiple buyers, while in the reverse auction there exists

a single buyer who wants to procure goods from multiple sellers. In the former case, the

intention of the seller is to maximize the total money received, whereas in the later the

buyer tries to choose from sellers who quote the minimum price.

In our study, we establish that existing opportunistic scheduling algorithms are
†We use the concept of �money" as a tool for de�ning the resource allocation problem and as such

has no signi�cance in real life.
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at best equivalent to our proposed scheme. We �rst formulate a combinatorial forward

auction based multiple slot scheduling scheme that guarantees the minimum data re-

quirements of the users. However, such an approach is shown to be NP -complete [37]

and hence computationally intractable. To design a tractable solution, we therefore

re-formulate the problem based on the reverse auction and propose an approximation

algorithm.

The main contributions are summarized as follows:

• We demonstrate that most of the existing scheduling algorithms su�er from the

exposure problem and hence fail to guarantee the minimum data requirements of

the admitted users.

• We use combinatorial reverse auction to formulate the scheduling problem with

two di�erent objectives: (i) guarantee the minimum data rate of the users, and (ii)

maximize the overall system throughput.

• By mathematical analysis, we show that the proposed scheme is capable of sup-

porting maximum possible satis�ed users with hard real time requirements than

the existing schedulers. Our approach also leads to signi�cant gain in the system

throughput.

• We prove that the worst case performance of the proposed approximate algorithm

is bounded by a multiplicative factor (1 + logm) corresponding to the optimal

solution, where m denotes the number of slots in a schedule cycle. We have also

derived the time complexity of the algorithm.

• We conduct simulation experiments to evaluate the performance of our proposed

algorithm with respect to two extreme scheduling disciplines: round-robin and

throughput maximization. It is observed that our approach can schedule more

users whose minimum QoS requirements are met than existing schemes.
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• Finally, we propose a design parameter, α, that determines the trade-o� between

guaranteeing the user utility level (a measure for user satisfaction) and system

throughput. The variation of system capacity with the number of satis�ed users

for di�erent scheduling algorithms is also shown.

We �rst describe the system model under consideration and qualitatively formulate the

scheduling problem. We also de�ne the objective functions for optimal scheduling. For

the sake of completeness, we start by brie�y describing the basics of auction theory which

forms the basis of our proposed scheduling scheme.

4.1.2 Preliminaries on Auction Theory

An auction is the process of buying and selling goods by o�ering them up for bid

(i.e., an o�ered price), accepting bids, and then selling the item to the highest bidder [37].

In economics, an auction is a method to determine the value of a commodity that has

an undetermined or variable price. In some cases, there is a minimum or reserve price;

and if the bidding does not reach the minimum price, no transaction between buyers and

sellers is executed. Most of the auctions are primarily forward auctions which involve

a single seller and multiple buyers. The buyers compete among themselves in order to

procure the goods of their choice by placing an initial bid that they feel is an appropriate

price for the item under consideration. However, in reverse auctions, the role of the

buyers and seller are reversed. A buyer places a request to purchase a particular item

and multiple sellers bid to sell the requested item. The winner of a reverse auction is the

seller who o�ers the lowest price. Sometimes, the bidders are interested in bidding for

multiple items at the same time. In such a combinatorial bid, the bidder o�ers a price

for the collection of goods according to the choice of the bidder rather than placing a

bid on each individual items separately. This results in combinatorial auction where the
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the auctioneer selects a set of combinatorial bids that provides the maximum return in

revenue without assigning any item to more than one bidder.

4.1.3 Scheduling in Wireless Networks: A Qualitative Formulation

Wireless users derive utility from the services received from the wireless service

providers. The utility perceived is a function of the amount of data received in a speci�c

time epoch. In our study, we de�ne a non-zero minimum utility, Umin, that must be met

for user satisfaction. Corresponding to Umin, there exists a certain minimum amount

of data, Dmin, that must be made available to each user within a speci�c deadline.

Failure to transmit the �entire" Dmin to the user within the deadline or the schedule

epoch, results in two-fold penalty that not only leaves the user dissatis�ed but also

penalizes the system throughput since partial transmission of the data (< Dmin) does not

contribute towards increasing the user utility. A representative example is the scenario of

streaming multimedia (MPEG-4 video) where delayed transmission of packets associated

with any I-frame results in the frame being discarded [28]. Thus, in real-time scheduling

systems such as multi-rate wireless packet networks, each user is assumed to require

at least Dmin bytes of data every schedule cycle. Hence, instead of solely maximizing

the system throughput, our proposed scheduler aims at maximizing the number of users

whose minimum utility is guaranteed.

If the minimum utility of a user cannot be satis�ed within the schedule cycle,

the scheduler does not grant any slots to the user to avoid in the two-fold penalty as

discussed above. However, once the number of allocated users for the particular schedule

cycle has been decided, the schedule then endeavors to maximize the utility among those

users. In general, we argue that the throughput maximization assuming �pay-per-byte"

philosophy is detrimental for maximizing the revenue of the service provider since it

does not maximize the number of satis�ed users whose minimum data rate (Dmin) is
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Table 4.1. Notations Used in auction based scheduling

Notation Meaning
m The number of slots that de�nes the schedule cycle
M The set of slots available for auction
n The number of users admitted by the system
N The set of satis�ed users
rij Possible transmission bit rate for slot i supported by user j
wij Schedule vector
Dmin The min. demand data rate per user per cycle
Dmax The max. data rate for which marginal utility increase is nonrecognizable
Umin The min. utility derived by the user
Umax The max. utility derived by the user
Tp System throughput for a schedule cycle
ΘP Penalty function for system throughput loss per cycle
ΘU Utility derived by the users
V () Mapping between the data received to the corresponding utility U()
BI The initial feasible bid set for the forward auction
Sb The number or bundle of slots available to a user

Pj(Sb) The deprivation function for the bundle S
pj The price user j quotes for the bundle S
Aj The set of slots acquired by user j

fj(Sb) Mapping function between the price and the deprivation function
Ak Initial feasible bundle or set for round k in the restricted phase
Al The set of all remaining slots after round l of the restricted phase

guaranteed. It is thus rational to assume that the generated revenue is proportional to

the number of users who are satis�ed in the long run if the service provider wants to

keep the churn rate (measure of the user attrition rate) under control [45].

4.1.4 Wireless System Model

We consider a single cell, multi-rate time division multiple access (TDMA) wireless

data system supporting n users†. Downlink scheduling of the wireless frames is realized

by the base station in a time division manner whereby in each time slot the data is

transmitted to only one user, as in HDR based systems [13]. The schedule cycle, the

rate supported by each user and the slot allocation for the multi-rate wireless system is
†In this study, we assume that the n users have already been admitted by the session admission

control algorithm, speci�c details of which is beyond the scope of this paper.
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Figure 4.1. Illustration of the Schedule Cycle for Multi-Rate Wireless System.

illustrated in Figure 4.1. Table 4.1 lists the various parameters for system description

and used by our proposed algorithm in Section 4.4. Through channel state prediction

and feedback mechanisms, the base station is made aware of the channel quality and the

corresponding data rate experienced by each user, for a speci�c time window correspond-

ing to the schedule cycle. For each user, the slots in the schedule cycle comprise of the

schedule vector.

Among the admitted users, let rij denote the possible transmission bit rates for

slot i and experienced by user j. Consequently, ri,j ∈ {0, r1, . . . , rR} where R denotes

the total number of feasible transmission bit rates and 0 signi�es that the user is not

allocated any slot in the schedule vector. Scheduling decisions are periodic and made

every m slots (the actual value of m is implementation speci�c). We also denote the

length of each slot as ts ms. Thus, if a schedule decision is performed at time instance

Td = a, subsequent decisions are made at times Td = a + i × m × ts for i ≥ 1. Asso-

ciated with every scheduling decision is the schedule matrix, [wi,j] where 1 ≤ i ≤ m

and 1 ≤ j ≤ n. If user j is granted slot i then wi,j = 1, otherwise wi,j = 0. We also
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introduce a value function, V (), that maps the data received in a particular slot to the

corresponding satisfaction or utility, U(), of the user receiving in that time slot.

4.1.5 Optimal Scheduling of Wireless Users

Let N be the set of satis�ed users whose minimum data requirements, Dmin, have

been met at the end of a schedule cycle. The primary objective is to maximize the size,

|N |, in each cycle. In addition, the secondary objective is to maximize the utility of those

|N | users and hence the system throughput. After the scheduler has allocated time slots

to the users, there might exist residual slots which are insu�cient to satisfy the minimum

data requirement of any additional unallocated user. In order to maximize the system

throughput, these slots are distributed among the allocated users. Thus, the Optimal

Scheduling Policy can be constructed as follows:

maximize |N | (4.1)

such that





∑n
j=1wi,j = m

Uj ≥ Umin for 1 ≤ j ≤ n

wi,j ≥ 0

(4.2)

In order to achieve the optimal schedule, we �rst formulate the problem in terms of linear

programming (LP). In the next section, we show that the LP is equivalent to the optimal

scheduling policy.
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4.1.6 LP Formulation

Considering that wi,j determines the schedule matrix and ri,j the data rate of user

j for slot i, the system throughput (Tp) for a schedule cycle is given by:

Tp =
∑

i

∑
j

wi,jri,j (4.3)

However, since the optimal schedule does not maximize the throughput for each slot, the

system su�ers throughput loss governed by a penalty function ΘP . The penalty function

measuring the system throughput loss for every schedule cycle is given by:

ΘP =
∑

i

∑
j

(
(max ri,j)− wi,jri,j

)
(4.4)

Consequently, the total utility ΘU , derived by the users is given by:

ΘU =
N∑

j=1

Uj (4.5)

where Uj denotes the utility of user j as a function of the data received. Since the

e�ective objective function is to obtain the joint performance measure of all the user

utilities as well as the system throughput loss, we employ a value function, V , to map

both the penalty and the user utility to a common unit (e.g., money metric) so that the

joint optimization can be achieved. We de�ne the value penalty (V P ) as a function of

Θp and the value user satisfaction (V U) as a function of ΘU . Thus,

V P = f(ΘP ) (4.6)

V U = g(ΘU) (4.7)
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For the time being, let us ignore the speci�c nature of f(·) and g(·). Consequently, the

overall objective function of the system, the optimization of which would provide the

solution to expression (4.1), can be written as:

System Objective: Maximize (V U − V P ) (4.8)

subject to the conditions stated in expression (4.2). Note that in the process we have

mapped inequality (4.1) to an alternative formulation given by expression (4.8). Next

we model the user utility functions.

4.2 Modeling User Utility

The methodology of quantifying the user satisfaction derived from the services

received using the concept of utility functions has been established in [45]. We assume

that the utility is an increasing function of the data received (Dr). However, the utility

remains zero unless and until a minimum amount of data (Dmin) is received, i.e., even

for non-zero Dr, the utility is zero if Dr < Dmin. This can be justi�ed by the fact

that most applications require a minimum amount of data below which the applications

fail to execute. For example, for streaming multimedia, the media player needs to wait

for a certain number of packets before the media frame can be successfully constructed.

Formally, we de�ne the utility function for user j receiving Dr amount of data as follows:

Uj(Dr) =





0 0 < Dr < Dmin

Uj(Dr) Dmin ≤ Dr < Dmax

Umax Dr ≥ Dmax

(4.9)
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We consider a generic utility function as shown in Figure 4.2. Clearly the change in

utility is more prominent between Dmin and Dmax. This kind of utility function is very

intuitive and can be better illustrated by the following example. Consider that a video

demands somewhere between 1 Mbps and 4 Mbps of bandwidth. This means that with

an e�ective bandwidth of less than 1 Mbps, the quality of the video is too poor to be

perceivable. On the other hand, with an e�ective bandwidth of more than 4 Mbps, there

is no perceptable improvement in the video quality. Thus, in Figure 4.2, Dmin = 1 Mbps

and Dmax = 4 Mbps. The corresponding utilities derived by the user are Umin and Umax,

respectively. To satisfy Umin, the corresponding resource (i.e., the number of slots) must

be available. Moreover, a smaller Umin does not necessarily mean that the number of

slots required will be less since the instantaneous channel conditions might be bad; thus

requiring more slots to provide the minimum utility. Beyond Dmin, we consider the user

utility function along the lines of diminishing returns, i.e., the marginal utility† of the

user diminishes as a function of the allocated data. Additionally, the marginal utility

is zero or negligible when Dr > Dmax. In other words, the utility does not signi�cantly

increase if received data exceeds Dmax, as illustrated in Figure 4.2. Also, in all our

analysis the user utility has been normalized between 0 and 1 where Umin and Umax are

the corresponding threshold utilities.

4.2.1 Utility Function and the Exposure Problem

Let us now understand the inter-dependencies between the utility function and

the exposure problem. According to the auction theory terminology [68], the exposure

problem arises because the users' valuations for the number of available slots are not ad-

ditive. This implies that there exists complementarity or substitutability among the slots.
†In economics, �marginal utility" is the additional utility (satisfaction or bene�t) that user derives

from an additional unit of service such as time slot, in our case.



94

Umin

D min Dmax
Data received (D  )r

Umax

U().
U

se
r 

U
til

ity

1

0

Figure 4.2. Utility curve illustrating the marginal utility of the user as a function of the
data received.

Although a user might be allocated slots according to the wireless channel condition as

in opportunistic scheduling, or some �xed number of slots based on temporal fairness,

the minimum data requirements might not be satis�ed. In auction terminology, the user

might be enticed to bid a higher price for a subset of the desired bundle with the hope

to acquire the total bundle, but ends up gaining nothing since the minimum requirement

is not satis�ed.

We �rst de�ne and then employ the complementarity and substitutability e�ects

to demonstrate that the exposure problem depends on whether the user utility function

is linear or non-linear. As outlined in Section 4.1.3, the exposure problem helps us to

identify if the slot allocation (i.e., the scheduling) is being performed e�ectively. In the

complementarity e�ect, the value maximization for the system is only achieved by allo-

cating a particular bundle of slots but not any subset of it. The substitutability e�ect

encompasses the scenario when the value maximization of the system is achieved only
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when the right bundle of slots is allocated and not any superset of it. Note that, oppor-

tunistic scheduling does not solve the exposure problem for non-linear utility functions.

This is because a non-linear utility function, κ, displays sub-additivity or super-additivity

over various ranges, i.e.,

κ(x) + κ(y) ≤ κ(x+ y) or κ(x) + κ(y) ≥ κ(x+ y) (4.10)

Opportunistic scheduling mechanisms concentrate on the current slot to be sched-

uled and base their decision on an objective function. These schemes do not consider

prior or future allocations, and thus are unable to capture the complementarity and

substitutability e�ect between the slots.

4.3 Scheduling and Combinatorial Auctions

In this section, we highlight the equivalence between the optimal resource allocation

problem in multi-rate wireless systems and combinatorial auctions and by deriving the

mapping between the two. When the objective in a market is achieved, such as value

maximization (resp. minimization) for seller (resp. buyer) in forward (resp. reverse)

auctions, the market is said to be in an equilibrium state. The market equilibrium

corresponds to the optimal schedule as de�ned in Section 4.1.5 where the goods map to

the time slots and the objective is to satisfy expression (4.8). Under such circumstances,

the combinatorial auction problem can be formulated as follows.

Let M = {1, 2, · · · ,m} denote the set of goods available for auction and let uj(S) denote

the utility a seller derives if the buyer j acquires the bundle S. Consequently, the utility

is formulated as:

uj(S) =
∑
x∈X

βxVj,x(Sb) (4.11)
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where X is the set of factors determining the overall utility of a bundle Sb; βx is the

weight for a given factor x; and
∑

x∈X βx = 1. The term Vj,x(S) is the value of the factor

x by allocating the bundle Sb to buyer j. We de�ne ψ(Sb, j) as:

ψ(Sb, j) =





1 if bundle Sb is allocated to buyer j

0 otherwise.
(4.12)

Thus, the forward combinatorial auction can be formulated as the following optimization

problem:

maxmize
∑
j∈N

∑
Sb⊆M

uj(S)ψ(Sb, j) (4.13)

such that





∑
i3Sb

∑
j∈N ψ(Sb, j) ≤ 1 ∀i ∈M

∑
Sb⊆M ψ(Sb, j) ≤ 1 ∀j ∈ N

ψ(Sb, j) = {0, 1} ∀Sb ⊆M, ∀j ∈ N

(4.14)

The �rst condition ensures that the overlapping sets of items are never assigned, whereas

the second one ensures that no bidder receives more than one subset. The reverse combi-

natorial auction can be formulated in a similar fashion. Note that in the reverse auction

there exists a single buyer intending to procure items from multiple sellers who quote the

minimum price. In both the forward and reverse scenarios, it is assumed that the slots

display complementarity and substitutability in terms of utility and costs, respectively.

A careful observation of expression (4.13) reveals that the formulation is identical to the

system objective problem de�ned in expression (4.8). Finding the solution to expres-
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sion (4.13) is known as the winner determination problem [68] for both combinatorial

forward and reverse auctions.

4.3.1 Forward Auction for Multi-Rate Slot Allocation

Consider the scenario where the wireless system represents the seller and the users

the buyers. Recall that the primary system objective of scheduling is to maximize the

number of users whose minimum utility, Dmin, is satis�ed. The secondary objective is

to maximize the system throughput once it is no longer possible to add a user whose

Dmin can be satis�ed. Such conditions require that the auction be done in two stages. In

the �rst stage, bids satisfying the minimum utility are determined. Let BI be the initial

feasible bid set for the forward auction. It is de�ned as the set of all sets (bids) of slots

which are maximal sets satisfying the minimum utility for all the users. The initial phase

is thus described by:

maximize
∑
j∈N

∑
Sb∈BI

uj(Sb)ψ(Sb, j) (4.15)

such that





∑
i∈S

∑
j∈N ψ(Sb, j) ≤ 1 ∀i ∈ BI

∑
Sb∈BI

w(Sb, j) ≤ 1 ∀j ∈ N

ψ(Sb, j) = {0, 1} ∀Sb ∈ BI ,∀j ∈ N

(4.16)

The termination criterion for the �rst phase of slot allocation occurs when no additional

user can be granted Dmin amount of data. The second phase consists of allocating the

residual slots which are available at the end of �rst phase of the scheduling operation.

Depending on the objective and utility functions, either a second round of auctions or

any standard opportunistic scheduling algorithm can be employed to disseminate the
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residual slots among the users. Though there exists a solution for the above formulation,

�nding the set of winners is shown to be an NP-complete problem [32] and cannot even

be approximated to a ratio of n1−ε in polynomial time where n is the total number of

users and 0 < ε < 1. As a result, it is infeasible to implement forward combinatorial

auction based scheduling for real-time multi-rate wireless systems. This motivates us to

explore reverse auction based scheduling in the next section.

4.4 Multiple Slot Scheduling through Reverse Auctions

In this section, the delay-sensitive multi-rate scheduling problem is reformulated

based on reverse combinatorial auction. In such a scenario, the wireless base station is

the buyer who wants to procure m slots and the set of N users are the sellers each having

m slots of di�erent values (a.k.a. data rates). The prices that the users quote for the

bundle of slots depend on the utility derived by the user when the base station procures

those slots. The problem can be formally stated as:

minimize
∑
j∈N

∑
Sb⊆M

pj(Sb)ψ(Sb, j) (4.17)

such that





∑
i∈Sb

∑
j∈N ψ(Sb, j) ≥ 1 ∀i ∈M

∑
Sb⊆M ψ(Sb, j) ≤ 1 ∀j ∈ N

ψ(Sb, j) = {0, 1} ∀S ⊆M, ∀j ∈ N

(4.18)

Here pj(Sb) denotes the price that user j quotes for the slot bundle Sb. The solution to

the above problem is nothing but the winner determination problem. In this framework,

the users compete against each other to sell the set of slots to the base station. They are
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deprived of some value if they cannot get the base station to buy the slots from them.

Identifying the deprivation function is essential for deciding the best set of slots for any

user. Thus, the quoted price for any bundle is a function of the deprivation function.

4.4.1 Deprivation Function

The objective of the user is to dispose the set of slots and obtain the desired utility.

The buyer (base station) buys the set of slots only if a speci�c minimum value of Dmin

is achieved during the bidding process. Failure to sell the slots deprives the user of

the minimum utility. Hence, a deprivation value is associated with the set of slots not

acquired by the base station from that user. The deprivation function depends on two

factors :

(i) The utility derived by the user by giving the bundle to the base station.

(ii) The throughput loss the base station may experience while procuring the bundle.

The utility that the user gets from a bundle of slots, Sb, depends on the type of appli-

cations. Following expression (4.9), the utility function can be de�ned as: V U
j = V (Uj),

where V (·) is a value function mapping the utility to equivalent money metric. Similarly,

the monetary equivalent of throughput loss that the system experiences by acquiring

bundle Sb from user j is calculated using expression (4.6) and is denoted by V L
j (Sb).

Therefore, we can de�ne the deprivation function for a slot bundle Sb as:

Pj(Sb) = αV U
j (Sb) + (1− α)V L

j (Sb) (4.19)

Here β is a control or tunable design parameter that controls the relative weight of the two

attributes. For β = 1, the deprivation function basically boils down to guaranteeing only

user satisfaction, whereas for β = 0, the system considers only throughput maximization.
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4.4.2 Mechanism for Reverse Auction

We use the simple single-round, sealed-bid �rst price combinatorial reverse auc-

tion mechanism. All the �asks" (or quotes) are submitted prior to a deadline and the

slot allocation is achieved based on the set of �asks" received. The throughput would

have been drastically penalized had the auction been non-incentive based. However, the

equilibrium is not guaranteed for non-incentive combinatorial auctions [64]. In general,

whether the mechanism is incentive compatible or not, the price pj(S) quoted by user j

for the bundle Sb is a function of the deprivation function Pj. Thus:

pj(Sb) = fj(Sb)Pj(Sb) (4.20)

where fj(Sb) is the price mapping function that de�nes the relationship between the

price and the deprivation function. Since we have assumed incentive compatible auction

mechanism, fj(Sb) = −1, for all j and for all Sb.

The solution to the winner determination provides the desired schedule vector. It

has been shown in [32] that in reverse auction, approximate solutions can be developed

inspite of the fact that the problem is NP-complete. Hence, we develop our slot pro-

curement algorithm along the lines of reverse auction. However, since the primary and

secondary objectives have con�icting goals, we decouple the algorithm into two phases.

In the �rst phase, the restricted phase, we compute the set of users whose minimum

requirement is satis�ed. That is, slots are acquired from as many users as possible while

requiring that each user is able to get rid of the minimum deprivation value. During the

second phase, the unrestricted phase, the residual slots are allocated which cannot satisfy

Dmin for any additional user. These two phases are described below.
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4.4.3 Restricted Phase

In this phase, multiple single-round reverse auctions are held till no additional user

is able to get rid of the minimum deprivation value. In each round, the system considers

�asks" from the users on the remaining minimal unallocated bundles. This means that

the bundle should just be able to get rid of the minimum deprivation value. Each user

is allowed to provide an �ask" for only one bundle of slots Aj. From these initial �asks",

the initial feasible bundle or set (Ak) is constructed for round k of the restricted phase.

For each round, the reverse auction takes the following formulation:

minimize
∑
j∈N

∑

Sb∈Ak

pj(Sb)ψ(Sb, j) (4.21)

such that





∑
i3Sb

∑
j∈N ψ(Sb, j) ≥ 1 ∀i ∈ Ak

∑
Sb∈Ak ψ(Sb, j) ≤ 1 ∀j ∈ N

ψ(Sb, j) = {0, 1} ∀Sb ∈ Ak,∀j ∈ N

Once the minimum deprivation value of a user has been satis�ed in a certain round,

the user is barred from taking part in subsequent rounds of the auction process in the

restricted phase. Let the ACQUIREDSET denote the set of accepted �asks" and each

�ask" Aj is represented by a set of vector < λj
1, λ

j
2, · · · , λj

m >, where λj
i is 1 if the ith slot

is in the �ask" for user j, otherwise it is 0. Let PERMITTEDSET be the set of permitted

�asks". Let us de�ne θi such that θi = 1 if the ith slot has not been acquired, otherwise

θi = 0. Let SATISFIEDSET be the set of users whose minimum deprivation value has

been satis�ed. The algorithm for the restricted phase is described in Figure 7.
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Algorithm 7 Restricted Phase: Algorithm for Winner Set Determination
1: Initialize ACQUIREDSET = SATISFIEDSET = φ, the current round k = 0 and for

all i ∈M , θi=1

2: Construct Ak from j ∈ (N − SATISFIEDSET )
3: while Ak 6= φ do

4: Initialize PERMITTEDSET = Ak

5: while PERMITTEDSET 6= φ do

6: Find j∗ such that pj(S) is minimum and Aj ∈ PERMITTEDSET

7: if Aj∗ has a slot i, for which λj∗
i = 1, but θi = 0 then

8: Remove Aj∗ from the PERMITTEDSET

9: else

10: Add Aj∗ to ACQUIREDSET

11: Remove Aj∗ from the PERMITTEDSET

12: For all i ∈ Aj∗ , make θi = 0

13: Add j∗ to SATISFIEDSET

14: end if

15: Increment k by 1

16: Construct Ak from j ∈ (N − SATISFIEDSET )
17: end while

18: end while

19: Return ACQUIREDSET

4.4.4 Unrestricted Phase

The residual slots aid in achieving the secondary objective of maximizing the utility

of allocated users as well as maximizing the system throughput during the unrestricted
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phase. The allocated users strive to further minimize the deprivation value by selling

their slots. However, unlike the restricted phase, there is no restriction on the size of slot

bundle. Note that none of the users whose minimum utility (i.e., the minimum depriva-

tion value) has not been satis�ed, is allowed to compete in this phase. Additionally, the

slots may not exhibit complementary/substituability relationship. Consequently, the ex-

posure problem explained earlier will not occur. Under such conditions when the utility

is assumed to be linear, scheduling the residual slots can be performed by employing any

one of the existing opportunistic scheduling algorithms.

On the contrary, if complementary/substituability e�ect exists between the resid-

ual slots, the allocation should be performed using combinatorial reverse auction so as to

overcome the exposure problem. For the unrestricted phase, the �asks" are based on the

further reduction of the deprivation value. The objective for the buyer (i.e., the system),

is now set to choose the �asks" from the users, which minimizes its total price. This guar-

antees throughput maximization for both the system as well as the chosen users. The

auction proceeds similar to the restricted phase but continues till all the slots have been

exhausted. Let Ak denote the set of all remaining slots after round k of the unrestricted

phase. The mathematical formulation for round k is given by:

minimize
∑
j∈N

∑

Sb∈Ak

pj(Sb)ψ(Sb, j) (4.22)

such that





∑
i∈Sb

∑
j∈N ψ(Sb, j) ≥ 1 ∀i ∈ Ak

∑
Sb∈Ak ψ(Sb, j) ≤ 1 ∀j ∈ N

ψ(Sb, j) = {0, 1} ∀Sb ∈ Ak, ∀j ∈ N

(4.23)
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Note that the di�erence between expressions (4.22) and (4.23) is the type of �asks"

possible and the set of slots which are part of the reverse auction. The ACQUIREDSET

obtained in the previous algorithm is used in the Unrestricted phase. The algorithm is

described in Figure 8.

Algorithm 8 Unrestricted Phase: Residual Slot Allocation Algorithm
1: Initialize l = 0, PERMITTEDSET = φ

2: Construct Al from j′ ∈ SATISFIEDSET and slots for which θi = 1

3: while θi = 1, for some i ∈M do

4: Initialize PERMITTEDSET = Al

5: while PERMITTEDSET 6= φ do

6: Find j′∗ such that A′j ∈ PERMITTEDSET and pj(S) is minimum

7: if Aj′∗ has a slot i, for which λj′∗
i = 1, but θi = 0 then

8: Remove Aj′∗ from the PERMITTEDSET

9: else

10: Add Aj′∗ to ACQUIREDSET

11: Remove Aj′∗ from the PERMITTEDSET

12: For all i ∈ Aj′∗ , make θi = 0

13: end if

14: Increment l by 1

15: Construct Al from j′ ∈ SATISFIEDSET and θi=1

16: end while

17: end while

18: Return ACQUIREDSET
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After the execution of the unrestricted phase algorithm, the ACQUIREDSET is

updated which provides the distribution of the slots for the schedule cycle under consid-

eration.

4.5 Performance Analysis

In this section, we analyze the proposed algorithms.

Theorem 1. The worst case running time for the restricted phase slot procurement

algorithm is O(n2m) where m is the number of slots in each schedule cycle and n is the

number of users.

Proof. Assumem >> n. The complexity of the algorithm in the restricted phase depends

on the �ask" construction (line 2) in Figure 3 and the selection of appropriate j (line 6).

In the worst case, line 2 of the algorithm takes (n− k)(m− k) operations where k is the

current round. Line 6 takes n−k operations in the worst case. The maximum number of

possible rounds is n. So, the worst case complexity can be given by O(
∑n−1

k=0 [(n−k)(m−
k)+(n−k)]) = O(

∑n−1
k=0 [nm−(m+1)k+k2]) = O(mn(n−1)+(m+1)

∑n−1
k=0 +

∑n−1
k=0 k

2) =

O(n2m) +O(n2m) + +O(n3) = O(n2m) . since n << m;

Corollary 1. The worst case complexity of the unrestricted phase slot procurement al-

gorithm is O(n2m).

Lemma 1. Let the e�ective price for each slot be de�ned as P(o) =
pj

|Aj | where pj is the

price paid by user j for acquiring the set of slot Aj. If OPT is the total cost that the

base-station pays for the optimal solution, then

P(ok) ≤ OPT
l′ − k + 1
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where {oi}, i = 1, · · · , l is an ordering of the slots based on the sequence in which they

are acquired by the base station, l is the total number of slots procured by the base station

in the restricted phase and l′ ≤ l.

Proof. Let ok be covered (i.e., these slots are taken up) when the �ask" Aj was picked

by the algorithm. After, ok, there are at least l′ − k + 1 slots to be covered. Since the

optimal cost OPT covers all the l slots, it can also cover the remaining l′ − k + 1 slots.

So, there must be at least one �ask" whose average cost of covering is at most OPT
l′−k+1

.

As our algorithm chooses the slots from the lowest to the highest average cost per slot,

P(ok) ≤ OPT
l′−k+1

.

Theorem 2. The restricted phase slot procurement algorithm �nds a solution that is

within a factor (1 + log m) of the optimal solution where m is the total number of slots

to be procured.

Proof. The proof for the bound is similar to the one presented in [68]. Let l be the total

number of slots that could be covered by the optimal solution and l′ be the total number

of slots that are covered by our algorithm. From Lemma 1, the proof of Theorem 2

can be outlined as follows: Let the �asks", that were picked in the restricted phase that

are able to get rid of the minimum deprivation value be denoted by Aj1, Aj2, · · · , Ajs,

where js is the last user whose bundle of slots was chosen. The total cost is given by
∑s

x=1 pjx =
∑l′

k=1P(ok). Using Lemma 1, the total cost can be written as:

l′∑

k=1

P(ok) ≤ OPT (1 +
1

2
+ · · ·+ 1

l′
) ≤ OPT ×Hl′

where Hl′ is the l′th harmonic number. Since

Hl′ ≤ 1 + ln l′ ≤ 1 + ln l ≤ 1 + ln m,
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the cost is bounded by (1 + log m) of the optimal.

Lemma 2. Let ñi be the number of slots obtained by user i in order to satisfy the min-

imum utility using our scheme and n̂i be the number of slots obtained using an oppor-

tunistic scheme. Then n̂i ≥ ñi,∀i ∈ N .

Proof. In our scheme, the slot allocation always tries to give the best available slots to

any user so as to satisfy the minimum utility requirement at the minimum cost. Here ñi

is the minimum number of slots required to satisfy the minimum utility. Now consider

an opportunistic scheme where the decision is based on a slot by slot basis. Consider a

user whose minimum utility has been satis�ed. If the user's best available slots come in

descending order of their individual utility values, then the user will reach the minimum

utility level with the smallest number of slots. In this case, n̂i = ñi. Otherwise, the

user may get another slot which is not the user's available slot. Therefore, to satisfy the

minimum utility, the user will require at least the minimum number of slots. In either

case: n̂i ≥ ñi.

Theorem 3. Let Nc be the set denoting the maximum number of users whose minimum

utility has been satis�ed by the combinatorial reverse auction based scheduling and let No

be the set of users who have been satis�ed by the opportunistic scheme. Then |Nc| ≥ |No|.

Proof. From Lemma 2, n̂i ≥ ñi, for all i whose minimum utility have been satis�ed. By

contradiction, let us assume |Nc| < |No|. Then

|No|∑
i=1

(n̂i + k̂i) + l =

|Nc|∑
i=1

(n̂i + k̃i) (4.24)
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where k̂i and k̃i are the extra slots given to user i after satisfying the minimum utility,

and l is the total number of slots given in the case of opportunistic scheduling to users

whose minimum utility could not be satis�ed. The above equation can be rewritten as

|Nc|∑
i=1

(n̂i − ñi) +

|No|∑

i=|Nc|+1

n̂i + l +

|No|∑

i=|Nc|
k̂i =

|Nc|∑
i=1

(k̃i − k̂i) (4.25)

But this implies that:
|Nc|∑
i=1

k̃i ≥
|No|∑

i=|Nc|
n̂i (4.26)

This is clearly not possible since it would mean that our auction based scheme would be

able to accommodate at least one more user using the k̃i's. Hence, |Nc| ≥ |No|.

4.6 Simulation Study

This section studies the e�ectiveness of our proposed scheduling scheme through

simulation experiments. We also compare how the auction based scheme fares with

respect to two extreme scheduling disciplines: round-robin and throughput maximization

- that serve as the basis for comparing the fairness and maximum system throughput,

respectively. We study how each scheme performs in terms of the number of satis�ed

users and global system throughput.

4.6.1 System and Channel Model

We consider a single cell wireless data network for our simulation study due to

the fact that the scheduling schemes under evaluation are designed to work best in the

presence of a single base station. We also assume that all the users under consideration

are receiving real-time streaming multimedia tra�c. In order to support multimedia

tra�c (MPEG-4 or H.263) of various qualities (low, medium, and high) as given in
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[28], we consider three values for Dmin : 16 Kbps, 64 Kbps, and 128 Kbps. We model our

simulation based on the HDR system that is capable of supporting 11 di�erent data rates

with each schedule cycle consisting of 1000 slots. We assume user mobility is random

(both speed and direction) and employ the path-loss model and the slow log-normal

model [42] for wireless channels.

4.6.2 Simulation Results

For our proposed auction baed scheduling scheme, the variation of system through-

put with the number of users for di�erent values of Dmin is shown in Figure 4.3. As

expected, the system throughput initially increases but ultimately gets saturated with

the increase in the number of users. Next, we identify the maximum system capacity
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Figure 4.3. Throughput vs. Number of Users in the System. Notice how the throughput
decreases with increase in Dmin.

in terms of satis�ed users by setting Dmin to di�erent values. For each value of Dmin, we

obtained a range of users who are satis�ed by the system. This is shown in Table 4.2.
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Figure 4.4. Performance of each scheduling scheme measured using satis�ed users as a
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It is logical that for smaller Dmin, a greater number of users can be satis�ed. The

Table 4.2. Dmin vs. Maximum Number of users

Dmin(kbps) Max Satis�ed Users
16 76-82
64 16-20
128 5-8
256 1-2
512 0-1

comparison of the system throughput achieved by various schemes is shown in Figure 4.5.

As expected, the system throughput is the best for the throughput maximization scheme

and worst for the round-robin scheduling algorithm. In the case of opportunistic schedul-

ing with temporal fairness, the throughput is penalized. The throughput performance of

the proposed auction based scheme is better than both the round-robin and opportunis-
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Figure 4.5. Throughput vs. the number of users in the system for di�erent scheduling
algorithms.

tic scheduling with temporal fairness, and is very close to the throughput maximization

scheme. In order to visualize the working of the proposed scheduling scheme, we consider

a hypothetical scenario with 15 users in the system. The users are represented as ui in

Figure 4.6. For the purpose of explaining the workings of our algorithm, a temporal

snapshot of four successive scheduling decision cycles is also presented.

With Dmin = 128 Kbps, the �rst three schedule cycles yield the schedule vector

as [1, 2, 4, 5, 6, 7, 10]. But for the 4th cycle, user 7 is replaced by user 9. Although the

allocated users are receiving Dmin, the variation of the slot distribution between users is

due to the varying channel condition. The scheduling scheme judiciously distributes the

residual slots after the restricted phase and does not allocate any more slots if Dmax is

attained, as is the case with user 10 in this example. Careful observation reveals that

though all the allocated users were receivingDmin or more data, user 7 was receiving lesser

slots in each succeeding schedule cycle such that in the 4th cycle, user 7 was eliminated

by user 9 in the restricted phase. Thus, the scheduler is intelligent enough to identify
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and allocate the user to achieve the system objective. In each schedule cycle, all the

allocated users are guaranteed Dmin amount of data.

u1 u2 u3 u4 u6u5 u7 u8 u9 u10

SCHEDULE  CYCLE 1

SCHEDULE  CYCLE 2

u1 u2 u3 u4 u5 u6 u7 u8 u9 u10
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Figure 4.6. Slot Distribution of Users in Schedule Cycle.
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Next, we investigate the variation of system throughput and the number of satis�ed

users with the tunable parameter α, as de�ned in Equation (4.19). The value of α depends

on the objective of the wireless service providers that either maximizes the throughput

or guarantees user utility or a combination of both. Hence, we evaluate the system

throughput and the number of satis�ed users by varying α from 0 to 1. For α = 0 , the

deprivation function becomes totally a function of the throughput maximization whereas

for α = 1 the deprivation function only cares about the user satisfaction. As expected,

the throughput maximizes for α = 0, whereas the number of satis�ed users is maximized

for α = 1, as illustrated in Figure 4.7.

4.7 Summary

We have used an auction based scheduling algorithm for allocating the slots in a

time-division, multi-rate wireless system and have shown that it is possible to increase

the number of satisi�ed users. We have justi�ed that opportunistic scheduling algorithms

that aim to maximize the system throughput are unable to address the exposure problem.

We have formalized the slot allocation problem in the form of a market where multiple

users bid for the number of slots to satisfy their minimum QoS requirements. With the

help of combinatorial auctions, we have shown how the exposure problem can be suc-

cessfully eliminated. In the process, we have been able to achieve the primary objective

of maximizing the number of users whose minimum slot requirements are satis�ed. The

remaining slots, if any, are allocated with a view of maximizing the system throughput.

In our study, we have applied reverse auction theory in order to deal with the real-time

scheduling requirements. We have derived the approximation ratio of the auction based

scheduling algorithm which results in more satis�ed users than other existing opportunis-

tic scheduling schemes. In summary, not only we have proposed resource management

algorithms and channel estimation techniques and ensured the user satisfaction but also
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we have performed an analysis of how many satis�ed users can be supported. However,

user satisfaction is closely connected to the network connectivity issues. In the last part

of the dissertation, we focus on solutions which ensure network connectivity in multi-rate

systems , speci�cally for wireless LANs.



CHAPTER 5

EMANCIPATING THE IEEE 802.11 NETWORK FROM HANDOFF
DELAY

In existing cellular networks infrastructure, mobility management solutions are

well established. Due to the presence of control channels, the mechanisms for handling

seamless connectivity are governed completely by the base stations. However, in the case

of IEEE 802.11 systems, mobility solutions are still a major challenge as the burden of

initiating and maintaining seamless connection lies completely with the end hosts. In

the previous chapters, we focussed on channel state estimation, smart scheduling as well

as rate control algorithms to boost throughput and performance of the system. The

algorithms presented so far are applicable to any centralized multi-rate wireless systems.

However, mobility solutios in IEEE 802.11 are distributed as mobility management is

initiated and controlled by the end hosts. Considering the fact that in new generation of

converged networks mobile devices are expected to be paired with both cellular and IEEE

802.11 systems, in this chapter we describe the design, evaluation and implementation of a

new framework that facilitates seamless and transparent hando� between di�erent access

points (APs) speci�cally in standard IEEE 802.11 based wireless local area networks.

Our proposed algorithm is a client side solution capable of reducing hando� delays

in Wi-Fi networks to 15ms at best, 20ms in the average case and 26ms in the worst case.

It is fully compliant with the current IEEE 802.11 standard and has been proven to work

with standard IEEE 802.11 compliant wireless network interface cards (WNIC). Unlike

existing Wi-Fi hando� solutions, our solution only requires a WNIC with a single radio

and does not require any support from the network infrastructure. We have successfully

implemented and tested our proposed algorithm on Atheros AR5212 chipsets using the

MadWi� driver and evaluated its performance using di�erent tra�c classes in both our

educational network at UTA and in controlled wireless testbed.
115
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The remainder of the chapter is organized as follows. In Section 5.1, we motivate

the need for fast hando�. We provide experimental results from live networks at UTA

in Section 5.2 to elucidate that the beacon inter-arrival process is stochastic. We also

expose the dynamics of the underlying process that makes the beacon generation process

to be stochastic nature. We believe that this would make deterministic hando� solutuions

challenging if not impossible in real networks. The design, full implementation insights

and working details of the proposed hando� algorithm inside the MadWi� driver [48]

running inside the Linux kernel on AR5215 chipset is explained in Section 5.3. We

present and analyze the experimental results collected from our wireless testbed at UTA

using our framework in Section 5.4. The existing approaches to fast hando� are discussed

and compared to in Section 5.5.

5.1 Motivations for Fast Hando�

The huge popularity of Wi-Fi networks is re�ected in 2, 00, 000 Wi-Fi hotspots

being deployed worldwide and approximately 200 million 802.11 (Wi-Fi) enabled devices

being shipped in 2006 [30]. The success of these 802.11 networks in the infrastructure

mode will be highly dependent on the untethered network connection provided to the

users for the di�erent services o�ered especially real time services. The bottleneck lies

in the fact that typically 802.11 Access Points (AP) have limited range, typically less

than 100 meters. A Wireless device, Mobile Node (MN), and Station (STA) will be

interchangeably used to refer to a IEEE 802.11 capable device. Since users using such

devices are usually mobile in nature, such devices need to quickly attach themselves to

another AP as the signal strength from the current AP starts detoriating. Considering

the fact that most real time sessions such as voice, streaming multimedia exchange data

in milliseconds time scale, it is important that available hando� algorithms are able to

ensure session and network connectivity at such time scales. Hence, the need for e�cient
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roaming/hando� algorithms.

The inter-packet delay for real time applications typically range from 50ms (VoIP)

to around 150ms (less demanding audio/video real-time streaming with frame coding

at 64Mbps). Network connectivity is lost (VoIP call dropped) or the session severely

degraded if the STA fails to associate with a new AP within the above mentioned time

constraint as it moves out from the vicinity of the currently associated AP. Since applica-

tion layer performance is what ultimately matters, any successful hando� algorithm must

be able to honor such tight timing constraints. Thus the onus lies on the hando� solution

to ensure that the STA is seamlessly switched to an AP prior to service degradation. This

motivates us for developing a seamless hando� solution.

The IEEE 802.11 standard de�ned the speci�cations for 802.11 Medium Access

Control (MAC) protocol and RF-oriented PHY parameters, however it has not de�ned

any speci�c roaming (hando�) algorithm and is open to the device vendors to improvise.

However, at the time of writing, IEEE is working on a new draft called IEEE 802.11r that

intends to facilitate Fast Roaming/Transition. The proposal is yet to be rati�ed by the

IEEE committee and it eventually plans to reduce the hando� delays by (i) advocating

multi-vendor compatibility of wireless hardware devices, and (ii) by de�ning improved

inter-AP comunication messages. The 802.11r though minimizes disruption to the MN's

datastream but does not allow the client to determine anything about its ability to

communicate with other APs over the air. It is thus not a client end solution. Hence, the

already deployed 802.11 hardware (currently there are approximately 70 million already

in use [30]) needs to be upgraded for taking advantage of the newly de�ned approach.

In addition, the decision of (i) when to initiate hando�, (ii) which AP to move to, and

(iii) how to manage the hando� process still lies with the MN. It is, however, worth

mentioning at this stage that the Inter-Access Point Protocol (IAPP) or IEEE 802.11f

is already standardized and it ensures transferring the client security session between
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di�erent APs during a hando� process. The IAPP serves to complement our proposed

solution by reducing the network authentication time.

5.1.1 Contributions

Having substantiated the need for fast hando� schemes, we delve into the desirable

characteristics of such a scheme. In view of the new and legacy IEEE standard, any

hando� solution to be successful and widely used must satisfy the following important

criteria: (1) should be operable within the IEEE 802.11 standard; (2) must require

minimal preferably zero support from the network infrastructure for it to be widely

accepted; (3) client-end software solution is desirable so as not to touch the already

deployed APs, and hotspots and (4) should be able to determine when to trigger the

hando� and most importantly to which AP it should switch to.

We advocate controlled proactive discovery, monitoring and maintenance of neigh-

boring APs, and subsequent hando� execution based on the status of the currently asso-

ciated AP. Currently, our proposed hando� solution is available as a loadable kernel mod-

ule for the Linux kernel (2.4.x and 2.6.x) and has been tested to work with dual band

WNIC from Netgear (model WAG511) using Atheros Communication AR5212 chipset [7]

with absolutely no support from the network infrastructure. The solution achieves 20 ms

hando� delays on the average making the MN oblivious to hando� delays. Moreover, in

most of the experiments conducted for Layer 2 hando�, we have experienced less than

1% packet loss using commercial o�-the-shelf APs. Network connectivity is lost (VoIP

call dropped) or the session severely degraded if the MN fails to associate with a new

AP within the above mentioned time constraint as it moves out from the vicinity of the

currently associated AP. Since application layer performance is what ultimately matters,

any successful hando� algorithm must be able to honor such tight timing constraints.

The novel contributions of this chapter are summarized below :
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• The design, implementation and evaluation of a hando� framework for Wi-Fi net-

works (IEEE 802.11a/b/g) which achieves a best case delay of 15ms and guarantees

that the delay is bounded between 20ms in the average case and 26ms in the worst

case.

• The solution introduces dynamic and adaptive discovery

• The solution judiciously determines when to trigger the hando� to ensure seamless

network connectivity as well as to prevent the well known classical ping pong e�ect.

• Real time client end packet bu�ering has been implemented to avert packet loss

and also to convey the impression to the application layer and to the network stack,

the network interface appears to be �on� (even during hando�).

5.1.2 802.11 Hando�: Formal De�nition

The process of transferring active session(s) of an MN attached to an AP in a spe-

ci�c radio frequency within a Wi-Fi cell to another AP in the same or di�erent frequency

residing in the same or di�erent Wi-Fi cell is de�ned as hando�.

Hando� Phases: A Layer 2 (i.e., no change in IP address) hando� process consists of

the following four phases: (i) scanning of new APs, (ii) authentication with a selected,

(iii) association with the selected AP, and (iv) wired update for packets to be delivered

through the new AP. Of the four phases, scanning is the most delay prone entity with

the process typically incurring a delay anything between 350−1200ms [70, 71, 65]. How-

ever, once an AP has been selected, authentication, association and wired update takes

another 30ms [65] before the MN can start communicating with the network. Thus, on

an average, the hando� process can take several hundreds of milliseconds to complete.

Di�erent from Cellular Network: At this point the reader might be wondering as to

why do not we use approaches used in cellular networks for handling hando�s in Wi-Fi

domain? After all both are wireless packet data networks. The answer lies in the dif-
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ference in the architecture of Wi-Fi and cellular networks. While in cellular networks

the process of hando� is managed by the network itself (via specially allocated control

channels), the 802.11 standard requires that the hando� process be managed by the client

without any apriori knowledge of the topology of the network. Further, there are no spe-

cial control channels available for exchanging network related management information.

All these makes the hando� process di�cult and di�erent from the traditional cellular

domain.

Wi-Fi Hando� - Quantitative Evaluation: The scanning phase poses the biggest

hurdle for fast seamless hando� process. In existing approaches during the scanning

phase, the MN switches to a particular channel and waits for beacons for AP discov-

ery. The process is repeated for all the channels. The scanning delay can be reduced if

before the hando� is initiated, the list of accessible APs is already known to the MN.

This process, commonly referred to as background scanning, can be achieved in two ways:

passively, when the MN quietly waits for the beacon frames from APs; or actively, when

probe request packets are speci�cally broadcast and the probe response packets from the

APs are monitored.

Both passive and active scanning generally involve switching the WLAN radio to di�er-

ent channels since in real networks, APs are placed in non-overlapping frequencies (a.k.a

channels) in order to minimize radio interference between them. However, in commercial

and public Wi-Fi networks, APs can be found all over the 2.4GHz ISM spectrum (IEEE

802.11b/g). Thus, quantitatively, the generalized expression for hando� delay (Dhandoff )

can be expressed as:

Dhandoff = Tcs ∗ (Nc + 1) +Nc ∗ Dscan +Dauth +Dasso (5.1)
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where Tcs and Nc are the channel switching time and the number of channels, respectively.

After scanning all the channels, the MN switches to the channel which has the best AP

and this accounts for (Nc +1). The value of Tcs varies across wireless chipsets but usually

lies in the range of 5ms and 19ms [65]. The scanning delay, Dscan, has di�erent values

depending on the scan type (passive or active) while both Dauth (authentication delay),

and Dasso (association delay) usually lie below 10 ms.

Using Equation (5.1), we can see that for passive scan, Layer 2 hando� delay is of the

order of 1000ms for Nc = 10 and considering the beacon inter-arrival time to be 100ms.

For the case of active scan, the hando� delay actually incurred depends on the maximum

time the MN needs to dwell in a particular channel waiting for probe response message.

Empirical studies [71] suggest that this value ranges upto 7ms. Dwelling in the channel

for a higher time, however, does increase the probability of �nding more APs. The

usual hando� delay using active scanning has been observed to vary between 350ms

to 500ms [65]. Next we introduce our proposed framework for achieving fast seamless

hando�.

5.2 Dynamics of the Beacon Inter-arrival Time

In the infrastructure mode, the APs usually sends out beacon frames at �xed

intervals of around 100 − 102 ms [65]. The information present in the beacon frames

is used to (i) provide information about the presence of APs to MNs and, (ii) maintain

the timing synchronization between the AP and the associated MNs. We, show that the

inter-valarrival time of the beacon arrival process in an MN is in general, a non-stationary

stochastic process. Since the nature of data collected would play an important role in

our analysis, let us �rst look into how the beacon frames are collected for our work.
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Figure 5.1. High level architecture of the proposed framework.
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Figure 5.2. Beacon Inter-arrival Time calculated using data collected from our experi-
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Figure 5.3. Beacon Inter-arrival Time calculated from data collected from UTA wireless
network. The data was collected on a weekday from IEEE 802.11g network.

5.2.1 Empirical Data Collection and Initial Observation

We collected beacons from three di�erent sources: (i) from our wireless testbed

with six APs operating in IEEE 802.11a mode (Figure 5.2) (ii) from a IEEE 802.11g

WLAN inside UTA and (iii) from a commercial hotspot inside Gatwick airport, U.K.

This network was observed to operate in IEEE 802.11b mode. The time series of the

beacon inter-arrival processes are shown in Figures 5.2, 5.3 and 5.4.

In each of the cases, the measurement was carried out by inserting probes at the

net 802.11 layer inside the MadWIFI driver [48]. We measured the inter-arrival time

of the beacons from the associated AP. In the case of data collected from our wireless

testbed, experiments were performed at 5.18 GHz so as to reduce interference from ex-

isting deployed 802.11b/g networks. The measurement was �rst carried out with one AP

and a single MN. After about 15 minutes, two MNs were introduced in the same network

and forced to get associated with the same AP as the �rst MN and stay connected for

about 30 minutes. All the MNs independently used sftp for uploading/downloading a



124
10MB �le from the multimedia server (refer Figure 5.2).
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Figure 5.4. Beacon Inter-arrival Time calculated from data collected from a commercial
hotspot at Gatwick Airport, UK, April 2005. Network was in IEEE 802.11b mode.

This simple experiment provides us with an insight that probably in the absence

(or low volume) of background tra�c and competiting channel access, the beacon inter-

-arrival is deterministic in nature with values closely equal to the beacon generation

inter-arrival time. However, the beacon inter-arrival time starts to become random as

soon as more than one MNs starts sharing the wireless channel.

Further measurements carried out with live networks involving the UTA academic

campus network and a commercial AP at Gatwick Airport, UK corroborate our initial

�ndings. But what is the underlying network behavior that is causing the beacon process

to become non-deterministic? We provide answers to such a question in the next section

of our work.
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5.2.2 Why is the Beacon Process Non-Deterministic?

In order to investigate the underlying process of beacon arrival and generation,

we need to clearly understand the path of beacon traversal as it is released from the AP

and arrives at the MN. In Figure 5.1, we presented the architectural view of a WNIC.

The wireless driver, (MadWi� in our case), embedded inside the OS kernel (Linux in our

case) contains the device independent 802.11 state machine.

Process of packet traversal: Management and control frames are generated by the

Madwi� driver based on the IEEE 802.11 state machine present in the net802.11 layer

while the data packets are generated by the TCP/IP stack (from application layer). The

details of the state machine is explained in Section 5.3.1. While transmitting, the driver

attaches higher priority to management frames over the data packets and maintains two

di�erent queues inside the WNIC as shown in Figure 5.1. However, only one queue is

maintained while receiving packets/frames from the WNIC. The receving frame types

distinguished only at the net802.11 layer present inside the driver.

Process of beacon generation at the AP: Following the IEEE 802.11 standard [3]

requirements, a timer inside the wireless chipset generates a hardware interrupt indicat-

ing the driver to create a beacon frame. The hardware interrupt �res at �xed intervals

of time (typically the interval is set between 100− 102ms). What happens aftermath is

shown in Figure 5.5.

At the time instant the beacon interrupt has been raised, there already exists in-

terrupts from network packets † which are ahead in the interrupt queue. Thus, in spite of

having higher priority than the data packets, the beacon interrupt has to wait (queuing

delay) till all the packets (or interrupts raised by the packets) have been processed by the

interrupt handler. However, once the beacon interrupt has been delivered and processed
†In Wi-Fi networks, packets are pulled from the hardware queue using per-packet interrupts. Elegant

schemes, like interrupt coalescing, commonly found in high speed wired networks, would be an overkill
since packet inter-arrival rate is very low in current Wi-Fi networks.
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by the interrupt handler, the beacon frame is immediately transmitted by the driver to

the WNIC hardware from where it is sent out in the wireless medium.

If we consider the individual clients in the network as ON-OFF tra�c sources, then

the input to the onchip hardware bu�er has dynamics similar to the one created when a

large number of discrete ON-OFF are multiplexed together. The dynamics of the onchip

bu�er can be e�ectively captured by the Benes �uid queue analysis [15]. Also, it is well

known that such multiplexing processes give rise to long range dependency in network

tra�c [39]. All these causes the beacon generation process to be stochastic in nature.

Now let us look at the process of beacon reception at the MN.
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Figure 5.5. Dynamics of the beacon processing at the AP. It consist of �ve main steps:
(1) hardware timer raises the beacon interrupt (2) the interrupt is queued in the global
interrupt queue (3) interrupt handler processes the interrupt (4) the beacon frame is
created inside the driver (5) the frame beacon is transmitted by the wireless chipset.

Process of beacon reception at the MN: Let us refer to Figure 5.6 amd undertand

the beacon arival process at the MN. Observe that the 802.11 state machine is aware that
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a frame is of type beacon only after it has reached the wireless driver. Packets arriving

from the wireless medium are initially placed on the onchip receive bu�er of the WNIC†.

Notice that in this case, the beacon has been queued even before it has been able

to raise an interrupt. Thus, unlike the beacon generation process where the main delay

is at the global interrupt queue, the beacon arrival process at the MN experiences two

sources of delay - at the onchip receive bu�er and at the global interrupt queue. Only

after the packets ahead of the beacon in the bu�er has been processed, the beacon frame

is delivered to the net802.11 layer. Proceeding along similar lines of reasoning as in the

beacon generation case, the beacon deliver process to the wireless driver can be shown

to exhibit stochastic nature. However, be note that in the Atheros AR5212 chipset, the

hardware exports the timestamp at the instant the beacon has arrived at the chipset. As

of date, such hardware timestamp information is not used for beacon inter-arrival pro-

cessing. Thus to conclude, the beacon inter-arrival process su�ers from random delay

both during transmission from the AP and as well as when being received by the MN.

This inherently makes the beacon inter-arrival time non-deterministic. Consequently, the

random nature of the beacon inter-arrival time jeoparidzes any hando� scheme based on

deterministic nature of the beacon interval.

5.2.3 Beacon Inter-arrival Time Sequence: Short Range Dependent

Having observerd that the beacon arrival process is stochastic, let us investigate

how it impacts the beacon inter-arrival time dynamics. That would eventually drive our

hando� algorithm. At a �rst step, such behaviour can be investigated by studying the

autocorelation function (ACF) of the beacon inter-arrival time sequence.
†Only packets whose MAC addresses match the WNIC address are passed to the wireless driver,

assuming that the driver is not working in promiscuous mode.
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The autocorelation function (ACF), r(k), which is a measure of similarity between

the sequence xn(t) and a time shifted version of itself, xn(t+k), is given by:

r(k) =
E[(xt − µ)(xt+k − µ)]

σ2

Figures 5.7 and 5.8, plot the ACF w.r.t lag coe�cient k and the mean variance time

sequence. We observe very little corrrelations between distant samples indicating that

the beacon inter-arrival sequence is short range dependent (SRD). As a matter of fact,

the series is wide sense stationary (constant mean, �nite variance). Without going into

the details, it can be shown that the beacon inter-arrival time can be mapped to a shot

noise processes.
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5.3 Framework for fast Hando�

The proposed framework constitutes of a suite of algorithms that work in close

tandem for handling the Layer2 hando� process along with the associated features of

dynamic discovery and monitoring of APs and maintenance of the hando� bu�er. We

have already seen how the AP scanning phase is the bottleneck for fast hando� and how

an MN might be able to reduce hando� delays provided the list of accessible APs is

known apriori. However, maintaining such a list of APs has the following challenges: (i)

the number of APs in the backup and the criterion for selecting the APs; (ii) frequency of

monitoring the APs in the backup list; (iii) criterion for discarding the APs from backup

list; (iv) frequency of triggering the service discovery mechanisn ; and (v) simultaneously

monitoring the current associated AP so as to determine when to actually trigger the

hando�. In the following, we explain how the above challenges are addressed and how

actually a hando� is executed in 802.11 protocol.
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Figure 5.9. IEEE 802.11 Finite State Machine (FSM) present inside the wireless driver.
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5.3.1 IEEE 802.11 State Machine

The IEEE 802.11 FSM shown in Figure 5.9 is what primarily drives the WNIC. This

entire state machine implemented as net802.11 layer inside the driver is independent of

any underlying wireless hardware and is common across almost all IEEE 802.11 devices.

Major portions of our framework has been implemented in this net80211 layer with minor

changes to the available chipset parameters (Atheros AR5212 in our case). Hence, with

minor modi�cations for the chipset portion, our algorithms should be portable across all

IEEE 802.11 compliant devices. The heart of the 802.11 network is the state machine

shown in Figure 5.9 which drives the operation of the WNIC card. This entire state

machine has been implemented as a net80211 layer in the MadWiFi driver. The net80211

layer is device-independent and hence should be able to work with any other 802.11

device. Our proposed solution has been mostly implemented in the net802.11 layer with

minor changes to the atheros speci�c chipset constraints. Hence with minor modi�cations,

our approach should work for any 802.11 device. There exist 5 states for the 802.11 state

machine : (i) INIT, (ii) SCAN, (iii) AUTH, (iv) ASSOC and (v) RUN. The valid

transitions between the states are shown in Figure 5.9. The following state transitions are

considered invalid: 〈AUTH −→ INIT,RUN〉, 〈INIT, SCAN,ASSOC −→ ASSOC〉.
On bootup, the card is driven into the INIT state from where the 802.11 protocol drives

it to the SCAN mode. Active scanning of the entire spectrum for determing the best

possible AP to which it can get associated with is enforced initially in the SCAN state.

RSSI as an Indicator of Link Conditions: The RF energy measured by the radio

inside the wireless chipset is reported as a numeric value. This value, referred to as the

Received Signal Strength Indicator (RSSI) is frequently used as a metric for measuring

the wireless link conditions. While higher values indicate better link conditions, the range

of values reported by the WNIC varies across chipset vendors. The RSSI values reported

by AR5212 chipset varies from 0 to 60. The RSSI measurements obtained cannot be
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directly mapped with the Signal to Noise Ratio (SNR) of the wireless channel due to

the nonlinear behavior of the RSSI detector. However, every chipset provider provide a

conversion table between RSSI and SNR. In our approach, we have used weighted SNR

(computed from the RSSI values) of past history (Exponential Weighted Moving Average

technique) to get an estimate of the link conditions of the APs.

After scanning, the FSM moves to AUTH state where it needs to authenticate

itself with the AP with which it desires to be associated with. The management frame

Assoc Req drives the FSM toASSOC state. Data transmission is initiated by the driver

only when the FSM is in the RUN state after receiving the ASSOC Resp frame from

the AP. As of now similar to existing solutions, our solution handles seamless mobility

for open authentication APs only. The best possible AP is the one whose Received

Signal Strength Indication (RSSI) has the highest value. Note that the RSSI value is

exported to the MadWiFi driver by the chipset. Unfortunately, one random RSSI value

is only what the 802.11 device currently utilizes to determine the initial best AP. On

full scan completion and AP determination, the state machine moves to AUTH state

where basically it authenticates itself to the AP to which it desires to be Associated with.

So far we have implemented out seamless mobility solution for open authentication APs

only†. The MN on receving the Assoc Req frame moves to the Assoc state where it

actually completes all the management issues of getting associated with the AP. The

data transmission is initiated only when the 802.11 state machine receives the ASSOC

Resp frame and drives the state to theRUN state. Having explained the 802.11 protocol

states brie�y, we proceed to present in details how our approach works without modifying

the native IEEE 802.11 protocol introduces scanning, both passive and active leading to

automatic AP discovery, as well as seamless hando�.
†We plan to implement Authenticated seamless connection for our next release
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5.3.2 Bootup Phase and Creation of Initial Backup AP List

Our algorithm is trigerred at boot time when the wireless driver is loaded in the

kernel and the WNIC detected. The Atheros AR5212 chipset starts scanning with chan-

nel 1 (2.412) GHz and updates the node table (ni_table) when it receives probe response

packet. Under the circumstances if the client was not able to detect a single AP, the

entire process is repeated. All the APs which respond at this stage are likely candi-

dates with which the MN can get associated with. During this phase, our algorithm

does not interfere with the existing normal operations of the WNIC but monitors the

list of all the APs which the WNIC has been able to detect. We term this phase as the

information gathering phase. The relevant information stored for each AP are the fre-

quency/channel where it resides, the MAC address, Extended Service Set Identi�cation

(ESSID) and corresponding RSSI values. It should be noted that this list is not our

backup AP list but mainly serves to indicate the number of APs the MN can listen to.

On completion of the full scan and after the WNIC has been associated in open authenti-

cation mode by the driver, we sort the channel list based on the frequency of APs present

and determines a set of k (set to 2 in our experiments) APs based on their respective

RSSI values. This is the initial backup list We closely monitor the APs in this list for

signal strength variations. The k APs need not necessarily be on the same channel. It

should also be noted that the AP with the highest RSSI value is not present in the backup

list since it is usually the AP that the WNIC has already been associated with.

5.3.3 Service Discovery and Maintenance of APs

Background channel scanning is extensively used mainly for two purposes: (i) to

monitor the backup AP list, and (ii) to create the backup AP list during the initial

stage or when the list is observed to be empty or depleted. It should be noted here that

maintaining a large backup list does enhance the reliability in terms of having a long
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list standby APs at the cost of increased overhead of AP monitoring. In the worst case

scenario, when all the backup APs are in di�erent channels, then the penalty of having a

large backup list becomes eevident. Such overhead comes from the fact that the WNIC

has to switch the radio to the desired channel and also switch back to the channel in

which it currently resides. During this transition phase, no data packet can be sent out

and the throughput is penalized.

AP Maintenance: In the maintenance phase, we sequentially monitor each of the APs

in the backup list. This monitoring mechanism is driven by the asynchronous events of

(i) the number of APs present in the backup list at any instant of time, and (ii) the

weighted average RSSI value of each of the APs. We have considered an Exponential

Weighted Moving Average (EWMA) of the current and the last w RSSI samples for each

AP being monitored. In our experiments, we noticed that setting the value of w to more

than 20 does not yield any additional bene�ts. The EWMA technique �lters out jitters

and provides a true status of the the signal strength of the AP. In our implementation,

we have used Linux kernel timers to implement this process as presented in the following

code snippet:

mod_timer(&ic→ ieee80211_passive_scan_timer,

jiffies + (timeToFire*HZ)/1000);

We initially set the timeToFire variable to a timeout of 20 ms after the timer has been

�red (for AR5212 chipset). This is due to the fact that probe responses usually have an

average delay of 7ms and the channel switching time is of the order 10 ms in AR 5212

chipset. Prior to switching the channel, it is usual to stop the the hardware and driver

queues. However, we use packet bu�ering to provide the illusion of the interface being

always �ON�. It also sends power saving frames so that packets get bu�ered at the AP
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during channel switching.

On switching to the desired channel, a probe request message is broadcasted. If

the probe response message is received successfully, the average RSSI value of the AP

is updated and it is marked �alive�. After all the backup APs has been successfully

monitored, the backup list is reordered on the basis of the average RSSI value. This

ensures that the hando� always takes place with the best available AP.

Service Discovery: The Service discovery mechanism has been designed to be adaptive

w.r.t the existing number of backup APs and is usually triggered (i) during the bootup

phase and (ii) when the backup AP list becomes empty. Once the backup list of APs

gets populated, then the maintenance and discovery mechanisms run in tandem. The

discovery mechanism, however, stops once the backup AP list has been populated with

the desired number of APs.

The service discovery mechanism �rst selects the list of channels on which the

backup APs are present and and then chooses the channel from this list on the basis

of non-overlapping criterion between both the existing AP and backup APs. Next we

describe how the hando� is actually executed.

5.3.4 Hando� Execution

In order to execute a successful hando� decision, the algorithm needs to know to

which AP it needs to switch to and how to identify the time instant when the hando�

process should be triggerred. We continously monitor the RSSI value of the associated

AP using EWMA technique. The decreasing RSSI trend signi�es the fading of the signal

strength and possibility of a hando�. Hando� is trigerred when the e�ective RSSI value

goes below a speci�c threshold that depends on the wireless radio being used. In AR5212

chipset, an RSSI value of less than 18 is considered to indicate low link conditions. The

usage of EWMA technique for e�ective RSSI computation eliminates the ping pong ef-
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Figure 5.10. Communication diagram showing the message �ow between our proposed
framework and the Wi-Fi network.

fect.

What are the steps involved? The actual hando� execution encompasses the follow-
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ing six steps: (i) the hardware and driver queues are stopped to prevent data loss and

a disassociation message is sent to the currently associated AP with the help of packet

bu�ering that depends on the rate of data tra�c; (ii) the state of the FSM is switched

from the RUN state to the SCAN state. (iii) the next AP to which the MN will get asso-

ciated with is selected from the backup AP list. That is is already ordered according to

the average RSSI values; (iv) the WNIC is switched to the speci�c channel and it �res

an Assoc Req message; (v) the state machine is switched to the AUTH state where it

dwells till it receives an authentication response; and (vi) on successful association, data

packets are sent out by the driver.

The messaging diagram in Figure 5.10 illustrates the entire hando� process. Note

that direct transition from RUN to AUTH state breaks the IEEE 802.11 state machine.

Hence, we transition through the SCAN state though in practice we do not enter the

traditional �scanning� phase. Consequently, no time is wasted in the FSM SCAN state

while executing the hando�. During this entire procedure the solution ensures that all

the maintainance, monitoring and service discovery functionality for the backup AP list

is paused.

5.4 Performance Evaluation

The proposed solution for seamless fast hando� in Wi-Fi networks has been imple-

mented inside the MadWiFi driver as part of the net802.11/wlan layer and with minor

modi�cations to the ath layer(if_ath.c) [48]. The MadWiFi driver works for the widely

used Atheros [7] based WNIC chipsets (AR5212,AR5211, AR5210). The version details

of the MadWiFi driver on which our algorithm has been implemented is as follows : wlan

(v0.8.6.0), ath_pci (v0.9.6.0) and ath_hal(v0.9.14.9).
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Figure 5.11. Illustration of the hando� process. This is also the experimental testbed
we have used for evaluating our proposed solution AP1,AP2,AP3 and AP4 shown are a
combination of commercial APs (Linksys WRT54G) and standard Linux PCs running
MadWi� driver.

5.4.1 Experimental Testbed

A Sharp Actius (PC-MP30) laptop with 512MB RAM and an externally supplied

32bit cardbus from Netgear (WAG511v2) is used as the mobile client. We make sure that

during the entire experiment the onboard wireless chipset is turned o�. The development

platforms (including the mobile laptop) run the same con�guration of SuSE Linux with

unpatched vanilla 2.6.11.6 kernel. The experimental testbed used to evaluate the per-

formance of our algorithm is shown in Figure 5.11. It comprises of two Linksys (model

WRT54G) commercial APs and two standard Linux PCs with 32bit PCI WNIC (Netgear

WAG311) running the MadWiFi driver in the master mode. Throughout the experiments

we have considered two cases: in the �rst case the backup APs and the current AP are

overlapping channels. The second case the backup APs are in non-overlapping APs. The

testbed comprises of two subnets: a Gigabit Ethernet wired subnet (129.107.x.x) and

an IEEE 802.11g wireless subnet (192.168.14.x). The content delivery server running
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the Darwin Streaming Server [23] (a.b.c.114) is connected to the workstation (a.b.c.228)

through a Layer 2 managed Gigabit Ethernet switch (Netgear GSM 7224). The APs

were separated by more than 60 feet. This distance was su�cient enough such that the

average RSSI went below the threshold and hando� was automatically triggered.

5.4.2 Experimental Results

Base Case Comparison: Ideally speaking, true performance gain achieved can be

measured if we compare it with the scheme when no hando� algorithm exists. However,

both in windows and Linux systems, complete connection is lost and full scan is enforced

and at times manual intervention is needed rendering accurate measurement infeasible.

In the base case, the bserved hando� delay is between 1 to 2 minutes. On the average,

for our proposed scheme the hando� delay varies between 15 to 20 ms respectively and

20 to 26 ms for overlapping and non-overlapping channels.

Performance Evaluation With VoIP and Multimedia Streaming: We evaluate

the performance of our proposed hando� scheme with respect to di�erent application

requirements.

First, we employ ping to generate ICMP echo request packets at periodic intervals

varying between 20ms to 100ms to mimic VoIP and multimedia stream requirements

respectively. Thereafter, we generated actual VoIP and multimedia streams with Skype

and Mplayer [55] respectively. The packet level statistics collected during each run of the

experiment provide valuable insights about the impact of our algorithm on application

level performance. The metrics chosen for evaluation are: round trip time (RTT), packet

inter-arrival time (IAT), and percentage of packet loss. As a measurement tool, we used

Ethereal(v0.10.12) for capturing the packet level statistics at the MN. For VoIP experi-

ments (based on Skype), we wrote our own analysis tool using the libpcap packet library

for extracting the necessary statistics. In all the experiments that we have conducted,
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Figure 5.13. Graph of Inter-Arrival Time (IAT) vs received packet for packets generated
at 20ms .

the delay su�ered during hando� for di�erent tra�c types using our hando� solution

varies between 15ms to 26ms.

In Figures 5.12, 5.13, we illustrate the performance of our solution when ICMP
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Echo Requests packets at 20ms interval was generated from the MN to a server in the

wired domain. The backup APs were operating in non-overlapping channels. We plot

the RTT versus the received packet train as the MN moved between di�erent APs. It is

observed from Figure 5.12 that the hando� delay using our algorithm is of the order of

26ms with no packet loss. The other spikes in Figure 5.12 signify the backup list moni-

toring and maintainance operation. This is re�ected by the increase in the RTT as shown

in Figure 5.12 at speci�c instances when the WNIC switched channels and performed

service discovery or monitoring. We notice that at certain instances the packet inter-

arrival drops below the average interarrival time. This is because we bu�er the packets

by stopping the queue (or enabling the hando� bu�er) before triggering a hando� or a

maintenance/service discovery phase. This results in back-to-back packets which reduce

the inter-arrival time. It is to be noted that no packet loss was observed during the

hando�.

0 50 100 150 200 250 300 350
0

5

10

15

20

25

Received packet sequence number

Ro
un

d 
Tr

ip
 T

im
e 

(m
s)

Handoff

Service
Maintenance

Figure 5.14. Graph of RTT versus received packet for packets generated at 100ms .
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Similar experiments were conducted by setting the ping packet generation rate to

100ms and the backup APs were all in overlapping channels. The results are shown in

Figures 5.14 and 5.15. The same trends as above are observed in these experiments also.

However, the service discovery mechanism is triggered at di�erent instances for di�erent

experiments since it depends on the dynamic status of the backup AP list. The hando�

relay is reduced to 15ms on account of the backup AP being in the overlapping channel.

Similarly, the monitoring time is also reduced in comparion to the previous case where

the backup APs resided in non-overlapping channels. VoIP calls were made from the
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Figure 5.15. Graph of packet IAT vs. received packet for packets generated at 100ms.

MN using Skype to a server in the wired domain. On an average, we have observed that

delay for the inter-arrival time is bounded by 26 ms and we present experimental data

in Figure 5.16 for VoIP experiments. Experiments involving Darwin Streaming Server

streaming 64Kbps MPEG-4 bitstream to the MN using RTSP protocol was also con-

ducted. We have observed that the hando� delay using our solution does not a�ect the
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performance of the inter-arrival time of the frames and is again bounded by 26ms. As

seen in Figure 5.17, the hando� takes place between packets 1500 and 2000, but there is

no perceptible change in the mean packet inter-arrival time. To qualitatively evaluate,

we conducted two experiments - one in which the backup APs were in non-overlapping

channels and in the other case they were in overlapping channels. We streamed video

and enforced hando�s in both the cases and dumped the stream to catch the frames. In

case of overlapping channels, it is interesting to note in Figures 5.18 and 5.19 that no

visible di�erences exist between the orginal frame and the frame generated during the

hando�.
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Figure 5.16. Packet IAT for VoIP stream as experienced during hando� using proposed
solution.

5.4.3 Impact of Bu�ering

In order to ascertain the utility of the inline packet bu�ering mechanism, we con-

ducted experiments with and without the bu�er enabled. We used the ping application
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Figure 5.18. Original Image quality.

to generate packets with inter-arrival time of 5 ms, 50 ms and 200ms from the MN to the

work station. Without the bu�ering we observe that packet loss is high as 70% whereas
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Figure 5.19. Image quality with Hando�.

with the bu�er enabled it is signi�cantly lower. Figure 5.20 presents how bu�ering re-

duces the packet loss signi�cantly.
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5.5 Comparison with Existing Approaches

A number of ways to reduce hando� latency in 802.11 networks have been pro-

posed in recent years [70, 71, 65, 19, 78]. In [62], the authors proposed a reduced channel

scanning method based on the location and distribution of APs in the network. In such

a scheme, the network has to explicitly provide support for messages that would enable

an MN to discover APs in close proximity. Similar toplogy based neighbor graphs has

been put forward in [70]. In [58], the authors focused on reducing the authentication

latency during hando� based on user's registration patterns. As also observed in [65],

the above solutions are (i) not within the framework of IEEE 802.11 protocol and (ii)

require extensive network support. Hence, they have limited impact in providing practi-

cal hando� solutions. In [19], the authors have suggested using a dual radio WNIC so

Table 5.1. Comparison of Proposed Solution with existing WLAN hando� solutions

Feature Neighbor Synscan MultiScan Smart Trigger Proposed
Graph [70] [65] [19] Scheme [53] Scheme

Hando� delay (ms) > 40 Speci�cally 0 30− 40 15− 26
Not Mentioned
(Imperceptible)

Packet Loss Yes Yes No Yes Yes (< 1%)
Changes to IEEE Yes No (APs need No (Need 2
802.11 protocol NTP Synch.) WNICs) No No

Software Yes (both at AP Yes (both at AP Yes (at Yes (at Yes (at
Modi�cation ? and Client End) and Client End) client end) client end) client end)
Data Bu�ering No Yes No No Yes
during hando�

Automatic Service No No No Yes (only Yes
Discovery overlapping channels)

Scheme Tested with No Yes (software No No (as of yet Yes (software
live network available) not available) available)

that one radio can be used for background scanning while the other radio can be used for

packet transmission. The authors even claim of achieving zero seconds hando� latency

which is extremely di�cult to achieve. Unfortunately the paper has used only �kernel

level simulation� results.

One of the earlier and practical solutions requiring minimal network upgrade is

SyncScan [65]. It is accompanied with the caveat that for fast hando� decisions, Syn-
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Scan requires all the MNs and APs to be time synchronized via some time synchronizing

protocol like Network Time Protocol (NTP). Recently, smart algorithms to trigger hand-

o� in 802.11 systems have been developed in [53]. The authors successfully used the

leakage power to capture information of APs located in the overlapping frequency. Next,

we compare our proposed approach with the existing ones.

Comparison of 802.11 Hando� Solutions : In Table II, we compare both quanti-

tatively and qualitatively our scheme with the di�erent hando� solutions based on the

desirable features for a 802.11 hando� solution. It is to be noted that the current state of

the art 802.11 networks do not have any sophisticated hando� scheme and su�er hando�

delays of the order of seconds; hence we did not put it in the comparison table. Our

proposed solution achieves the least hando� delay in comparison with the other existing

solutions. Moreover, on account of its inline packet bu�ering feature it achieves the low-

est packet loss. The most important criterion in which our scheme and the one in [53]

excel is that neither of them requires any change to the IEEE 802.11 protocol or network

infrastructure support. Furthermore, our scheme surpasses [53] on account of its superior

AP discovery mechanism encompassing the entire spectrum.

Limitations of Our Scheme and Future Work : The major limitation of proposed

scheme is that the frequency of the monitoring the backup APs and the number of APs

in the backup list is adhoc. Also during background monitoring, though our scheme

does not loose data packets but introduces some delay. However, as observed from the

experiments we have seen the delay is less than 15ms and is acceptable for real time

applications. We plan to analytically formulate and tune the frequency of background

monitoring and also the optimum number of backup APs. In addition, we would like to

make our scheme successful for authenticated APs and work with IAPP in tandem.
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5.6 Summary

With the rapid deployment of Wi-Fi networks, fast roaming will increasingly be-

coming important. Aggressive real time applications like VoIP demand latency less that

50 ms. In this chapter, we have presented the �rst practical and available client side

solution framework that is capable of reducing hando� delays in Wi-Fi networks within

acceptable limits. It works with a IEEE 802.11 compliant WNIC card with a single radio,

does not require any changes to the network infrastructure and best of all is available as

a driver update to the client. Our proposed solution introduces the following features: (i)

dynamic and adaptive AP discovery mechanism in realtime, (ii) inline packet bu�ering

wherein the operating system (OS) stack is made oblivious to the hando� process and

(iii) software leakage �lter using which stray beacons from di�erent channels are e�ec-

tively removed. We have successfully implemented and tested our algorithm on Atheros

AR5212 chipsets using the MadWi� driver and evaluated its performance using di�erent

tra�c classes in both commercial networks and controlled wireless testbed. In all the

cases the hando� performance was bounded by 26ms at the worst case and 20ms on the

average.



CHAPTER 6

CONCLUSIONS

The dissertation broadly addresses the issues pertaining to data services in multi-

-rate wireless systems. However, the focus is on developing mechanisms to ensure user

satisfaction for the di�erent data services for such systems from a network perspective.

An initial fact �nding of how the user satisfaction varies with heterogeneous wireless

data services is conducted. Based on the �ndings we have focused on enhancing e�ec-

tive throughput, designing scheduling algorithms to ensure the strict time constraints

speci�cally for multi-rate systems and implementing mobility management solutions for

wireless LAN systems. To gain additional insight regarding the maximum possible num-

ber of satis�ed users for a multi-rate wireless system, we have performed a theoretical

study based on techniques derived from the auction theory. We conclude that individ-

ually the schemes do enhance the performance but only with joint functioning of the

schemes that user satisfaction can be provided.

We �rst focused on capturing the variatation of user satisfaction with varying net-

work parameters. But prior to that we modeled the user satisfaction in order to transform

a subjective quality into a quantitative metrics. We proposed user irritation metrics , both

short and long term which re�ected the user tolerance and sensivity to the data service

received. This study provides a deep understanding about the variation of user satisfac-

tion with the network dynamics which actually e�ect the quality of service. Thereafter,

we proposed a class-based QoS framework. It comprises of a radio resource manage-

ment scheme which considers user satisfaction based on the perceived QoS, and caters to

heterogeneous applications that have diverse QoS requirements. The proposed resource

management scheme has two components: the admission control algorithm caters to the

long term user satisfaction while the session-based rate and bandwidth allocation scheme

149
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manipulates the short term user satisfaction.

The performance of the existing channel estimation schemes are limited due to the

fact that they were based on the good and bad channel states and hence are incapable

of harnessing the higher bandwidth provided by multi-rate wireless systems. In order

to overcome the short comings, we developed a fast and accurate estimation technique

based on information theoretic measures. The proposed technique though resulted in

higher throughput but did not ensure that the strict timing requirements demanded by

the real-time data services are ensured. Hence, as a next step, we developed scheduling

algorithms based on the accurate channel estimation with the focus of assuring the strict

timing requirements for the real-time data services in a multi-rate wireless system.

One of the inherent characteristics for wireless devices is mobility. Mobility solu-

tions though well researched in the cellular domain is still a bottlneck for wireless lans.

Consequently, the strict timing requirements for real-time wireless data services like VoIP,

streaming multimedia etc. are not honored in current 802.11 deployments. In response

to that we have designed, evaluated and implemented a new new mobility management

framework that ensures seamless and transparent hando� between di�erent access points

in IEEE 802.11 based wireless local area networks. Our proposed solution is a client-end

solution capable of reducing hando� delays in Wi�Fi networks to 15 ms at best, 20 ms

in the average case and 26 ms in the worst case.

The concluding work of the dissertation is a theoretical study so as to determine the

maximum possible number of satis�ed users under a single access point for a multi-rate

wireless system. Our proposed formulation focusses on guaranteeing the minimum data

rate of the users, and as a secondary objective maximizes the overall system throughput.

The analysis reveal that existing schemes su�er from the exposure problem and are not

able to maximize the number of satis�ed user. The proposed appraoch though theoer-

tical can schedule more users whose minimum QoS requirements are met than existing
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schemes. We have shown that the worst case performance of the proposed approximate

algorithm is bounded by a multiplicative factor (1+ logm) corresponding to the optimal

solution, where m denotes the number of slots in a schedule cycle. To conclude, we would

like to emphasize that individually the proposed schemes do improve the performance of

the multi-rate wireless systems, however to ensure the user satisfaction all the proposed

schemes need to be employed and should work simultaneously.

6.0.1 Future Work

The dissertation has focussed only on the network aspects related to the multi-rate

wireless systems. We feel that in order to ensure user satisfaction an indepth study of the

impacts on the application layer is needed. Preliminary experiments have revealed that

quality of multimedia streams su�er because the audio-video stream synchronization gets

a�ected due to loss and delay variations at the lower layers.

In chapter 3, we have proposed estimation techniques and scheduling algorithms for

multi-rate systems. Although we have been successful in improving performance however

we do not have any insight on the length of the schedule vector. which would give the

optimal performance. Simulation results though indicate that schedule length between

800 and 1000 seems to result in better system performance.

The mobility solutions presented in chapter 5 is limited to open authentication. Design-

ing, implementing and upgrading the current solution to work in authentication mode

would be challenging. The challenges will lie in authenticating between di�erent networks

during hando�s as well mitigating the extra delay that would be introduced due to the

authentication operation.
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