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ABSTRACT

AN IDENTIFIER-TRACKING BASED MODEL REFERENCE
ADAPTIVE CONTROL WITHOUT THE KNOWLEDGE
OF RELATIVE DEGREE

Xiao Hu, Ph.D.
The University of Texas at Arlington, 2011

Supervising Professor: Kai S. Yeung

The purpose of Model Reference Adaptive Control (MRAC) is to create a controller with adjustable parameters to obtain the desired response from a reference model. One of the basic assumptions in MRAC is that the relative degree of the plant is known exactly. However, this assumption is too restrictive for some practical plants, since the relative degree of the plant may not be specified in advance. The study of MRAC with unknown relative degree has been important from both theoretical and practical point of view. This dissertation focuses on a new design approach for the model reference adaptive control of a single-input single-output linear time-invariant plant to relax this crucial assumption.

The proposed method, called the “Model reference adaptive control without the knowledge of relative degree”, does not require the knowledge of relative degree of the plant. This is achieved by the specific structure of reparameterization for control plant. The n-th order plant with unknown relative degree can have one identical structure for different relative degrees by employing the new method of reparameterization. For this reason, the structure of
proposed model reference adaptive controller does not change, even if the unknown relative degree varies from 1 to n.

The proposed method is based on a stacked identifier structure. The goal is to make the output of the plant asymptotically track the output of the first identifier, and then driving the output of the first identifier to track that of the second identifier, and so forth, up to the n-th identifier where n is the order of the plant. Lastly, the output of the n-th identifier is forced to converge to the desired response of the reference model.

This new MRAC scheme guarantees the signal boundness and zero tracking error. All the parameter update laws are derived based on Lyapunov stability theory. Simulation studies are illustrated to show the effectiveness of the proposed method.
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CHAPTER 1

INTRODUCTION

In the design and analysis of Model Reference Adaptive Control, the control parameters are updated based on the error between output of the system and the desired response from the reference model. More specifically, the objective of this method is to force the output of a partially known linear time-invariant (LTI) plant to asymptotically track the output of a specified reference model for all reference model inputs in a pre-specified class, typically the set of all piecewise continuous and bounded functions. In order to fulfill the objective of the desired reference model, the plant does not to be known completely; however, the plant is assumed to satisfy certain conditions and some structural information is assumed to be available. Having the knowledge of relative degree is among the four classical assumptions [7] made about a single-input single-output (SISO) system. Recently there has been interest in examining the extent to the assumption of knowing the relative degree is necessary. Attempts to relaxing this assumption include [22]-[27]. The prior knowledge of relative degree can be restricted to the known values of either one or two. In other instances, by the development of new MRAC schemes the assumption can be relaxed to requiring only an upper bound of the relative degree. This is done at the expense of updating additional parameters in variable structure designs [23]-[24].

This paper presents an alternative way to solve the problem using a specific reparameterization scheme and a method which will be called the “An identifier-tracking based model reference adaptive control without the knowledge of the relative degree”. The idea is to integrate identifiers in the control scheme in order that the control structure comes closer to the structure of the plant. One identical plant structure is developed for n-th order plant. This plant
structure remains unchanged even if the unknown relative degree assumes different values. Thus the relative degree of the plant can be anywhere from 1 to \( n \). No state measurement of the plant is required. The adaptive controller ensures uniformly bounded transients and asymptotic tracking for the system simultaneously. Simulation studies are given to show that the guaranteed transient response of the proposed scheme is obtained without knowing the relative degree.

The dissertation is arranged in such a manner that Chapter 1 gives an introduction to the area of traditional MRAC research. In Chapter 2, a new parameterization scheme is presented for MRAC of a second order plant, with unknown relative degree one or two, which is an essential milestone for extending the method to higher order plants with unknown relative degrees. Adaptive laws are designed to update the controller parameters. Stability analysis is presented in this chapter. Chapter 3 is devoted to the extension of the design and analysis to the general case, i.e., plants of arbitrary degrees and arbitrary unknown relative degrees. Chapter 4 gives a conclusion of this dissertation and possible areas for future research.
CHAPTER 2
AN IDENTIFIER-TRACKING BASED MRAC WITHOUT
THE KNOWLEDGE OF RELATIVE DEGREE
- SECOND ORDER PLANTS

2.1 Introduction

For most adaptive schemes, the ability to deal with second order plants is an essential
milestone for extending the method to higher relative degrees. We consider second order
plants, the relative degree could be anywhere from 1 to 2 and is assumed to be unknown. We
consider second order plants, for which we will develop an adaptive scheme with a double-
identifier structure. We shall divide the development of the new MRAC into four parts:

i). Plant,
ii). Control scheme,
iii). Identifiers, and
iv). Reparameterization of the identifiers.

The notation used in the adaptive control literature varies widely. In this paper, upper case
letters are used to denote matrices, operators, or transfer functions and lower case letters are
used for scalars or vectors. When \( u(t) \) is a function of time, \( u(s) \) denotes its Laplace
transform; both \( u \) and \( u(\cdot) \) denote \( u(t) \) or \( u(s) \) according to the context. \( P(s) \) is a plant
transfer function or a plant transfer function operator with \( s = \frac{d}{dt} \).
2.2 MRAC of plants with relative degree one or two

2.2.1. Reparameterization of the Unknown Plant

2.2.1.1. Plant

In order to bring out clearly the features of the method, a second-order plant is considered. Higher-order plants can be treated in a similar fashion as will be described in Section 3.

\[ P(s) = \frac{b'_0 s + b'_1}{s^2 + a'_1 s + a'_0} \]  \hspace{1cm} (2.1)

where \( b'_0 > \varepsilon > 0 \) with a known lower bound \( \varepsilon \).

Note that first-order plants can be handled as second-order ones by multiplying the same linear factor to the numerator as to the denominator of the transfer function. As a result, the method introduced here can handle plants of up to the second order. Notice that the leading coefficient in the numerator may or may not be zero so that the relative degree \( q \) of the system (denominator degree minus the numerator degree) may be either one or two. It is assumed that the sign of \( b'_0 \) is known. Without loss of generality, we shall assume the two cases: \( b'_1 = 0 \) and \( b'_1 \neq 0 \). This will be discussed in 2.2.1.3.
2.2.1.2. Control Scheme

Figure 2.1 shows the adaptive control scheme to be presented here.

The control scheme consists of two identifiers, a reference model, and a control law.

(It will be seen later that the number of identifiers used is equal to the maximum possible relative degree of the plant)

2.2.1.3. Identifiers

The primary function of the identifiers is to let their outputs track the output of the plant. In the method introduced here, the identifiers are constructed based on the following third-order structure with constant coefficients;

$$D(s) = \frac{b_1 s + b_0}{s^3 + a_2 s^2 + a_1 s + a_0}$$  \hspace{1cm} (2.2)

Where the coefficient $b_0 > \varepsilon > 0$. The structure in (2.2) can be seen to encompass the various
relative-degree cases of the second order plant in (2.1) as follows:

Case I: The leading coefficient $b_1 = 0$

$$P_\mu(s) = \frac{b_0}{s^2 + a_1 s + a_0} \cdot \frac{s + \mu}{s^3 + a_2 s^2 + a_1 s + a_0} = \frac{b_1 \mu s + b_0 \mu}{s^3 + a_2 s^2 + a_1 s + a_0}$$  \hspace{1cm} (2.3)

where $\mu$ is some positive constant.

Thus the identifier structure is equivalent to the plant (2.1).

Case II: The leading coefficient $b_1 \neq 0$

$$P_\nu(s) = \frac{b_1 \nu s + b_0 \nu}{s^2 + a_1 s + a_0} \cdot \frac{s + \nu}{s + \nu} = \frac{b_1 \nu s + b_0 \nu}{s^3 + a_2 s^2 + a_1 s + a_0}$$  \hspace{1cm} (2.4)

where $\nu$ is some arbitrarily large positive constant.

Even though the identifier structure (2.4) is not "equivalent" to the plant (2.1), there exists a large enough constant $\nu$ such that structure (2.4) will be arbitrarily close to structure (2.1). As a result, the output of the identifier can track the output of the plant as required above.

2.2.1.4 Re-parameterization of the Plant and Identifiers

The plant can be re-parameterized according to the identifier structure (2.2) as

$$y_p(t) = \frac{1}{s + \lambda} \left( b_1 \nu \tilde{u}_1(t) + b_2 \nu \tilde{u}_2(t) + \alpha_1 \nu \tilde{y}_p(t) + \alpha_2 \nu \tilde{y}_p(t) \right)$$  \hspace{1cm} (2.5)

Where

$$\tilde{u}_1 \Delta \equiv \frac{1}{s + \lambda} u(t)$$  \hspace{1cm} (2.6)

$$\tilde{u}_2 \Delta \equiv \frac{1}{(s + \lambda)^2} u(t)$$  \hspace{1cm} (2.7)

$$\tilde{y}_p \Delta \equiv \frac{1}{s + \lambda} y_p(t)$$  \hspace{1cm} (2.8a)

$$\tilde{y}_p \Delta \equiv \frac{1}{(s + \lambda)^2} y_p(t)$$  \hspace{1cm} (2.8b)
It can easily be shown that unknown constant coefficients in (2.5) are related to those in (2.2) by the following matrix equation:

\[ \Lambda w = z, \quad \Lambda = \begin{bmatrix} \Lambda_1 & 0 \\ 0 & \Lambda_2 \end{bmatrix} \]  

(2.9)

where \( w, z \in \mathbb{R}^{5 \times 1} \), \( \Lambda \in \mathbb{R}^{5 \times 5} \), \( \Lambda_1 \in \mathbb{R}^{3 \times 3} \) and \( \Lambda_2 \in \mathbb{R}^{2 \times 2} \) are given by

\[
 w = \begin{bmatrix} \alpha_0^* & \alpha_1^* & \alpha_2^* & \beta_1^* & \beta_2^* \end{bmatrix}^T
\]  

(2.10)

\[
 z = \begin{bmatrix} 3\lambda - a_2 & 3\lambda^2 - a_1 & \lambda^3 - a_0 & b_1 & b_0 \end{bmatrix}^T
\]  

(2.11)

\[
 \Lambda_1 = \begin{bmatrix} 1 & 0 & 0 \\ 2\lambda & 1 & 0 \\ \lambda^2 & \lambda & 1 \end{bmatrix}
\]  

(2.12)

\[
 \Lambda_2 = \begin{bmatrix} 1 & 0 \\ \lambda & 1 \end{bmatrix}
\]  

(2.13)

In accordance with (4) the first identifier #1 is chosen to be:

\[
 y_1(t) = \frac{1}{s + \lambda} \left( \beta_{11} \ddot{u}_1(t) + \beta_{21} \ddot{u}_2(t) + \alpha_{01} y_p(t) + \alpha_{11} \ddot{y}_1(t) + \alpha_{21} \ddot{y}_2(t) \right)
\]  

(2.14)

Figure 2.2 shows a schematic diagram of Identifier #1.
Similarly, the second identifier #2 is chosen as:

\[
y_2(t) = \frac{1}{s + \lambda} \left( \beta_{12} \tilde{u}_1(t) + \beta_{22} \tilde{u}_2(t) + \alpha_{02} y_1(t) + \alpha_{12} \tilde{y}_{11}(t) + + \alpha_{22} \tilde{y}_{12}(t) \right)
\]  

(2.15)

where

\[
\tilde{y}_{11} \Delta \frac{1}{s + \lambda} y_1(t)
\]  

(2.16)

\[
\tilde{y}_{12} \Delta \frac{1}{(s + \lambda)^2} y_1(t)
\]  

(2.17)

Figure 2.3 shows a schematic diagram of Identifier #2.
2.2.2. Parameter Update Laws for the Identifiers

**Identifier #1**

Define the tracking error between plant and the first identifier #1 as:

\[
e_1(t) = y_p(t) - y_1(t) \tag{2.18}
\]

\[
\tilde{\beta}_1 = \beta_1^* - \beta_{11}
\]

\[
\tilde{\beta}_2 = \beta_2^* - \beta_{21}
\]

\[
\tilde{\alpha}_0 = \alpha_0^* - \alpha_{01}
\]

\[
\tilde{\alpha}_1 = \alpha_1^* - \alpha_{11}
\]

\[
\tilde{\alpha}_2 = \alpha_2^* - \alpha_{21} \tag{2.19}
\]

From (2.5), (2.14) and (2.19), the error equation is given by

\[
e_1(t) = y_p(t) - y_1(t)
\]
\[
\dot{c}_1(t) = -\lambda e_1(t) + \tilde{\beta}_1 \tilde{u}_1(t) + \tilde{\beta}_2 \tilde{u}_2(t) + \tilde{\alpha}_0 y_p(t) + \tilde{\alpha}_1 \tilde{y}_{p1}(t) + \tilde{\alpha}_2 \tilde{y}_{p2}(t)
\]  
(2.21)

To go through the stability analysis, we choose a Lyapunov function candidate

\[ V = \frac{1}{2} \left[ e_1^2 + \frac{1}{g} (\tilde{\alpha}_0^2 + \tilde{\alpha}_1^2 + \tilde{\alpha}_2^2 + \tilde{\beta}_1^2 + \tilde{\beta}_2^2) \right], \quad g > 0 \]  
(2.22)

The derivative of \( V \) is given by

\[ \dot{V} = e_1 \dot{e}_1 + \frac{1}{g} \left( \tilde{\alpha}_0 \dot{\tilde{\alpha}}_0 + \tilde{\alpha}_1 \dot{\tilde{\alpha}}_1 + \tilde{\alpha}_2 \dot{\tilde{\alpha}}_2 + \tilde{\beta}_1 \dot{\tilde{\beta}}_1 + \tilde{\beta}_2 \dot{\tilde{\beta}}_2 \right) \]

Substituting \( \dot{c}_1 \) from (2.21) gives

\[ \dot{V} = -\lambda e_1^2 + \tilde{\alpha}_0 \left( e_1 y_p + \frac{1}{g} \tilde{\alpha}_0 \right) + \tilde{\alpha}_1 \left( e_1 \tilde{y}_{p1} + \frac{1}{g} \tilde{\alpha}_1 \right) + \tilde{\alpha}_2 \left( e_1 \tilde{y}_{p2} + \frac{1}{g} \tilde{\alpha}_2 \right) \]

\[ + \tilde{\beta}_1 \left( e_1 \tilde{u}_1 + \frac{1}{g} \tilde{\beta}_1 \right) + \tilde{\beta}_2 \left( e_1 \tilde{u}_2 + \frac{1}{g} \tilde{\beta}_2 \right) \]  
(2.23)

Choosing the parameter update laws as

\[ \dot{\tilde{\alpha}}_{01} = -\tilde{\alpha}_0 = ge_1 y_p \]  
(2.24)

\[ \dot{\tilde{\alpha}}_{11} = -\tilde{\alpha}_1 = ge_1 \tilde{y}_{p1} \]  
(2.25)

\[ \dot{\tilde{\alpha}}_{21} = -\tilde{\alpha}_2 = ge_1 \tilde{y}_{p2} \]  
(2.26)

\[ \dot{\tilde{\beta}}_{11} = -\tilde{\beta}_1 = \begin{cases} 0, & \text{if } ge_1 \tilde{u}_1 \leq 0 \text{ and } \beta_{11} \leq \varepsilon \\ ge_1 \tilde{u}_1, & \text{otherwise} \end{cases} \]  
(2.27)

\[ \dot{\tilde{\beta}}_{21} = -\tilde{\beta}_2 = ge_1 \tilde{u}_2 \]  
(2.28)
renders

\[
\dot{V} = \begin{cases} 
-\lambda \epsilon_i^2 + \tilde{\beta}_1 \epsilon_i \tilde{u}_i \leq 0, & \text{if } g \epsilon_i \tilde{u}_i \leq 0 \text{ and } \beta_{11} \leq \epsilon \\
-\lambda \epsilon_i^2 \leq 0, & \text{otherwise}
\end{cases}
\] (2.29)

where \( \epsilon \in \mathbb{R} \) and \( \epsilon \) is arbitrarily small.

**Remark:**

(a) We see that in both cases, \( \dot{V} \) is negative semi-definite. This implies that \( \epsilon_1, \tilde{\epsilon}_0, \tilde{\epsilon}_1, \tilde{\epsilon}_2, \tilde{\beta}_1 \) and \( \tilde{\beta}_2 \) are bounded; and from (2.19), \( \alpha_{01}, \alpha_{11}, \alpha_{21}, \beta_{11} \) and \( \beta_{21} \) are also bounded. The convergence to zero of \( \epsilon_1 \) will be shown later using Barbalat's Lemma after establishing the boundedness of all signals in the entire system.

(b) The division of the adaptation of \( \beta_{11} \) into two cases as given by (2.27) is to ensure that,

\[
\beta_{11}(t) \geq \epsilon > 0, \text{ for all } t \geq 0
\] (2.30)

with the choice of initial condition \( \beta_{11}(0) \geq \epsilon \). This is needed in order to avoid division by zero later.

**Identifier #2**

Identifier #2 is chosen as (2.15)

\[
y_2(t) = \frac{1}{s + \lambda} \left( \beta_{12} \tilde{u}_1(t) + \beta_{22} \tilde{u}_2(t) + \alpha_{02} y_1(t) + \alpha_{12} \tilde{y}_{11}(t) + \alpha_{22} \tilde{y}_{12}(t) \right)
\]

where

\[
\tilde{y}_{11} \triangleq \frac{1}{s + \lambda} y_1(t)
\]

\[
\tilde{y}_{12} \triangleq \frac{1}{(s + \lambda)^2} y_1(t)
\]
Let
\[ e_2(t) = y_1(t) - y_2(t) \] (2.31)

The purpose of the parameter update laws for Identifier #2 is to achieve the tracking error between identifier #1 and identifier #2 such that \( e_2 = (y_1 - y_2) \to 0 \) as \( t \to \infty \).

They are chosen as
\[
\begin{align*}
\dot{\alpha}_{02} &= d(\alpha_{01} - \alpha_{02}) + g e_{a0} y_1 + \dot{\alpha}_{01} \\
\dot{\alpha}_{12} &= d(\alpha_{11} - \alpha_{12}) + g e_{a1} \tilde{y}_{11} + \dot{\alpha}_{11} \\
\dot{\alpha}_{22} &= d(\alpha_{21} - \alpha_{22}) + g e_{a2} \tilde{y}_{12} + \dot{\alpha}_{21}
\end{align*}
\] (2.32) (2.33) (2.34)

\[
\begin{cases}
0, & \text{if } d(\beta_{11} - \beta_{12}) + g e_{p1} \tilde{u}_1 + \dot{\beta}_{11} \leq 0 \text{ and } \beta_{12} \leq \beta_{11}, \ d > 0 \\
(\dot{\beta}_{12})' & \text{otherwise}
\end{cases}
\] (2.35)

\[
\dot{\beta}_{22} = d(\beta_{21} - \beta_{22}) + g e_{p2} \tilde{u}_2 + \dot{\beta}_{21}
\] (2.36)

where
\[
\begin{align*}
e_{a0} &\triangleq \frac{1}{S + \lambda} (\alpha_{01} - \alpha_{02}) y_1 \\
e_{a1} &\triangleq \frac{1}{S + \lambda} (\alpha_{11} - \alpha_{12}) \tilde{y}_{11} \\
e_{a2} &\triangleq \frac{1}{S + \lambda} (\alpha_{21} - \alpha_{22}) \tilde{y}_{12} \\
e_{p1} &\triangleq \frac{1}{S + \lambda} (\beta_{11} - \beta_{12}) \tilde{u}_1 \\
e_{p2} &\triangleq \frac{1}{S + \lambda} (\beta_{21} - \beta_{22}) \tilde{u}_2
\end{align*}
\] (2.37)

(The update laws are derived as a natural consequence of observing the \( \dot{V} \) expression in the
Lyapunov analysis, which will be shown later.)

From (2.31), (2.14) and (2.15), the error equation is given by

\[
e_2(t) = \frac{1}{s + \lambda} \left( \beta_{11} - \beta_{12} \right) \ddot{u}_1 + \frac{1}{s + \lambda} \left( \beta_{21} - \beta_{22} \right) \ddot{u}_2 + \frac{1}{s + \lambda} \left( \alpha_{01} y_p - \alpha_{02} y_1 \right) \\
+ \frac{1}{s + \lambda} \left( \alpha_{11} \ddot{y}_{p1} - \alpha_{12} \ddot{y}_{11} \right) + \frac{1}{s + \lambda} \left( \alpha_{21} \ddot{y}_{p2} - \alpha_{22} \ddot{y}_{12} \right)
\]

(2.38)

Based on this equation, it is noted that though a traditional treatment of Lyapunov’s analysis is possible for the first and second terms, it is not possible for the third to fifth terms. The reason is due to the occurrence of a product of a parameter with a signal, such as \( \alpha_{01} y_p \), instead of the product of a “parameter deviation” with a signal as in the first term. So, we resort to establishing the boundedness of “all” signals in the overall system first, and then assuring the convergence to zero of \( e_2 \) through the use of Barbalat’s Lemma later. We would like to demonstrate the boundedness of \( e_2 \) when the update laws are used. This can be accomplished by requiring the similar for the rest of R.H.S. terms of (2.38).

(i). Boundedness of \( \frac{1}{s + \lambda} \left( \beta_{11} - \beta_{12} \right) \ddot{u}_1 \)

Consider

\[
e_{\beta 11} = \frac{1}{s + \lambda} \left( \beta_{11} - \beta_{12} \right) \ddot{u}_1
\]

Multiplying \( s + \lambda \) to both sides of the equation yields

\[
\dot{e}_{\beta 11} = -\lambda e_{\beta 11} + \left( \beta_{11} - \beta_{12} \right) \ddot{u}_1
\]

(2.39)

Choose a Lyapunov function candidate (to secure boundedness of \( e_{\beta 11} \) and \( \beta_{11} - \beta_{12} \)) as

\[
V = \frac{1}{2} \left[ g e_{\beta 11}^2 + \left( \beta_{11} - \beta_{12} \right)^2 \right] > 0, \quad g > 0
\]

(2.40)
The derivative of $V$ is given by

$$
\dot{V} = \text{ge}_{\beta_{11}} \dot{e}_{\beta_{11}} + (\beta_{11} - \beta_{12}) \left( \dot{\beta}_{11} - \dot{\beta}_{12} \right)
$$

(2.41)

Substituting $\dot{e}_{\beta_{11}}$ from (2.39) yields

$$
\dot{V} = -\lambda \text{ge}_{\beta_{11}}^2 + (\beta_{11} - \beta_{12}) \left[ (\text{ge}_{\beta_{11}} \tilde{u}_1 + \dot{\beta}_{11}) - \dot{\beta}_{12} \right]
$$

(2.42)

It is seen that the application of the parameter update laws as given in (2.35) will render

$$
\dot{V} = \begin{cases} 
-\lambda \text{ge}_{\beta_{11}}^2 + (\beta_{11} - \beta_{12}) \left( \text{ge}_{\beta_{11}} \tilde{u}_1 + \dot{\beta}_{11} \right) 
& \leq -\lambda \text{ge}_{\beta_{11}}^2 - d (\beta_{11} - \beta_{12})^2, \\
& \text{if } d (\beta_{11} - \beta_{12}) + \text{ge}_{\beta_{11}} \tilde{u}_1 + \dot{\beta}_{11} \leq 0 \text{ and } \beta_{12} \leq \beta_{11} \\
-\lambda \text{ge}_{\beta_{11}}^2 - d (\beta_{11} - \beta_{12})^2, & \text{otherwise}
\end{cases}
$$

(2.43)

(The inequality in the first case follows as a result of the condition imposed for this case.) Thus, $\dot{V}$ is negative definite, implying that the equilibrium state is globally asymptotically stable.

Hence, both $e_{\beta_{11}}$ and $\beta_{11} - \beta_{12}$ are bounded, and

$$
e_{\beta_{11}} \to 0, \quad \beta_{11} - \beta_{12} \to 0
$$

(2.44)

The division of the adaptation of $\beta_{12}$ into two cases as given in (18d) and (18e) is to ensure that

$$
\beta_{12} (t) \geq \beta_{11} (t), \text{ for all } t \geq 0
$$

(2.45)

This will be achieved as long as the initial conditions are chosen such that $\beta_{12} (0) \geq \beta_{11} (0)$.

Condition (2.45) is needed in order to avoid division by zero later.

(ii). Boundedness of $\frac{1}{s + \lambda} (\beta_{21} - \beta_{22}) \tilde{u}_2$

Consider
\[ e_{p_2} = \frac{1}{s + \lambda} (\beta_{21} - \beta_{22}) \tilde{u}_2 \]

Multiplying \( s + \lambda \) to both sides of the equation yields

\[ \dot{e}_{p_2} = -\lambda e_{p_2} + (\beta_{21} - \beta_{22}) \tilde{u}_2 \] (2.46)

Choose a Lyapunov function candidate (to secure boundedness of \( e_{p_2} \) and \( \beta_{21} - \beta_{22} \)) as

\[ V = \frac{1}{2} \left[ g e_{p_2}^2 + (\beta_{21} - \beta_{22})^2 \right] > 0, \ g > 0 \] (2.47)

The derivative of \( V \) is given by

\[ \dot{V} = g e_{p_2} \dot{e}_{p_2} + (\beta_{21} - \beta_{22}) (\dot{\beta}_{21} - \dot{\beta}_{22}) \] (2.48)

Substituting \( \dot{e}_{p_2} \) from (2.46) yields

\[ \dot{V} = -\lambda g e_{p_2}^2 + (\beta_{21} - \beta_{22}) \left[ (g e_{p_2} \tilde{u}_2 + \dot{\beta}_{21}) - \dot{\beta}_{22} \right] \] (2.49)

It is seen that the application of the parameter update law as given in (2.36) will render

\[ \dot{V} = -\lambda g e_{p_2}^2 - d(\beta_{21} - \beta_{22})^2 < 0 \] (2.50)

Thus, \( \dot{V} \) is negative definite, implying that the equilibrium state is globally asymptotically stable.

Hence, both \( e_{p_2} \) and \( \beta_{21} - \beta_{22} \) are bounded, and

\[ e_{p_2} \to 0, \ \beta_{21} - \beta_{22} \to 0 \] (2.51)

(iii). Boundedness of \( \frac{1}{s + \lambda} (\alpha_{01} y_p - \alpha_{02} y_1) \)

Rearrange \( \frac{1}{s + \lambda} (\alpha_{01} y_p - \alpha_{02} y_1) \) as

\[ \frac{1}{s + \lambda} (\alpha_{01} y_p - \alpha_{02} y_1) = \frac{1}{s + \lambda} \alpha_{01} (y_p - y_1) + \frac{1}{s + \lambda} (\alpha_{01} - \alpha_{02}) y_1 \] (2.52)
We shall treat the boundedness of the two terms on the R.H.S. separately.

In accordance with (2.18), the first term \( \frac{1}{s+\lambda} \alpha_{01} (y_p - y_1) \) is bounded because \( \alpha_{01} \) and 
\[ e_1 = y_p - y_1 \]
are bounded. We now turn to the second term and let

\[ e_{\alpha_0} = \frac{1}{s+\lambda} (\alpha_{01} - \alpha_{02}) y_1 \]  
(2.53)

Multiplying \( s + \lambda \) to both sides of the equation yields

\[ \dot{e}_{\alpha_0} = -\lambda e_{\alpha_0} + (\alpha_{01} - \alpha_{02}) y_1 \]  
(2.54)

Choose a Lyapunov function candidate (to secure boundedness of \( e_{\alpha_0} \) and \( \alpha_{01} - \alpha_{02} \))

\[ V = \frac{1}{2} \left[ g e_{\alpha_0}^2 + (\alpha_{01} - \alpha_{02})^2 \right] > 0 \]  
(2.55)

The derivative of \( V \) is given by

\[ \dot{V} = g e_{\alpha_0} \dot{e}_{\alpha_0} + (\alpha_{01} - \alpha_{02}) (\dot{\alpha}_{01} - \dot{\alpha}_{02}) \]  
(2.56)

Substituting \( \dot{e}_{\alpha_0} \) from (2.54), we have

\[ \dot{V} = -\lambda g e_{\alpha_0}^2 + (\alpha_{01} - \alpha_{02}) \left[ (g e_{\alpha_0} y_1 + \dot{\alpha}_{01}) - \dot{\alpha}_{02} \right] \]  
(2.57)

Applying the parameter update law in (18.d), renders

\[ \dot{V} = -\lambda g e_{\alpha_0}^2 - d(\alpha_{01} - \alpha_{02})^2 \]  
(2.58)

which is negative definite. This implies that the equilibrium state is globally asymptotically stable. Hence, \( e_{\alpha_0} \) and \( \alpha_{01} - \alpha_{02} \) are bounded, and

\[ e_{\alpha_0} = \frac{1}{s+\lambda} (\alpha_{01} - \alpha_{02}) y_1 \rightarrow 0 \text{ as } t \rightarrow \infty \]  
(2.59)

Consequently, from (2.52), with both terms on the R.H.S. being bounded,

\[ \frac{1}{s+\lambda} (\alpha_{01} y_p - \alpha_{02} y_1) \]  
is also bounded.
(iv). Boundedness of \( \frac{1}{s + \lambda} (\alpha_{11}\tilde{y}_{p1} - \alpha_{12}\tilde{y}_{11}) \)

The treatment of \( \frac{1}{s + \lambda} (\alpha_{11}\tilde{y}_{p1} - \alpha_{12}\tilde{y}_{11}) \) follows the same pattern as that of \( \frac{1}{s + \lambda} (\beta_{01}y_p - \beta_{02}y_1) \) above, and is therefore omitted.

(v). Boundedness of \( \frac{1}{s + \lambda} (\alpha_{21}\tilde{y}_{p2} - \alpha_{22}\tilde{y}_{12}) \)

The treatment of \( \frac{1}{s + \lambda} (\alpha_{21}\tilde{y}_{p2} - \alpha_{22}\tilde{y}_{12}) \) follows the same pattern as that of \( \frac{1}{s + \lambda} (\beta_{01}y_p - \beta_{02}y_1) \) above, and is therefore omitted.

Summarizing the results of (i)-(v) in this section, it follows from (2.38) that \( c_2 \) is bounded. (The convergence \( c_2 \to 0 \) will be shown later)

Figure 2.4 shows a schematic diagram of Identifier #1 and Identifier #2.
Figure 2.4: MRAC with uncertain relative degree for Identifier #1 and Identifier #2.
2.2.3. Control Law $u(t)$

Let the reference model with the input-output pair \{ $r(\cdot), y_m(\cdot)$ \} be

\[
\frac{y_m(s)}{r(s)} = M(s) = \frac{k_m}{(s + a_{m1})(s + a_{m0})}
\]  

(2.60)

where $k_m$, $a_{m1}$ and $a_{m0}$ are positive design parameters, $r(t)$ is a bounded, piecewise continuous function of time for $t \geq 0$. The purpose here is to derive a control law such that $y_2$ asymptotically tracks $y_m$.

Define tracking error $e$ as

\[
e = (s + a_{m0})e_{m2}
\]

(2.61)

where

\[
e_{m2} = \Delta e = y_2 - y_m
\]

(2.62)

(Note that if $e \to 0$, then $e_{m2} \to 0$ and $y_2 \to y_m$.)

From (2.61) and (2.62), we have

\[
e = (s + a_{m0})(y_2 - y_m) = (\dot{y}_2 + a_{m0}y_2) - k_m r_x
\]

(2.63)

where

\[
r_x = \frac{r}{s + a_{m1}}
\]

(2.64)

Choose a Lyapunov function candidate

\[
V = \frac{1}{2}e^2 > 0
\]

(2.65)

A control law is now to be devised in order to make

\[
\dot{V} = e \ddot{e} = -ke^2, \quad k > 0
\]

(2.66)

negative definite. This will be done by making

\[
\dot{e} = -ke
\]

(2.67)
through an appropriate control law to be derived as follows:

From (2.63), the derivative of $e$ is given by

$$\dot{e} = (\dot{y}_2 + a_{m0} \dot{y}_2) - k_m \dot{r}_x$$  \hspace{1cm} (2.68)

Multiplying $s + \lambda$ to both sides of (2.15) yields

$$\dot{y}_2 = \beta_{12} \ddot{u}_1 + \beta_{22} \ddot{u}_2 + \alpha_{02} y_1 + \alpha_{12} \ddot{y}_11 + \beta_{22} \ddot{y}_12 - \lambda y_2$$  \hspace{1cm} (2.69)

The second derivative is given by

$$\ddot{y}_2 = \beta_{12} \dddot{u}_1 + m$$  \hspace{1cm} (2.70)

where

$$m \Delta \beta_{12} \ddot{u}_1 + \beta_{22} \ddot{u}_2 + \beta_{22} \ddot{u}_2 + \alpha_{02} \dot{y}_1 + \alpha_{12} \ddot{y}_11 + \beta_{22} \ddot{y}_12 - \lambda \dot{y}_2$$  \hspace{1cm} (2.71)

Substituting (2.70) into (2.68) yields

$$\dot{e} = ((\beta_{12} \dddot{u}_1 + m) + a_{m0} \dot{y}_2) - k_m \dot{r}_x$$  \hspace{1cm} (2.72)

Next we substitute $\dddot{u}_1$ with $-\lambda \dddot{u}_1 + u$ from (2.6) and $\dot{e} = -k e$ from (2.67). The result is

$$-k e = \beta_{12} u + (-\lambda \dddot{u}_1 + m + a_{m0} \dot{y}_2 - k_m \dot{r}_x)$$  \hspace{1cm} (2.73)

Since our objective is to design a differentiator-free controller, replacing $\dot{y}_2$ and $\dot{r}_x$ in (2.73) with (2.69) and (2.64), respectively, gives the control law

$$u(t) = \frac{1}{\beta_{12}} \left( \lambda \beta_{12} \dddot{u}_1 - m - a_{m0} (\beta_{12} \dddot{u}_1 + \beta_{22} \ddot{u}_2 + \alpha_{02} y_1 + \alpha_{12} \ddot{y}_11 + +\alpha_{22} \ddot{y}_12 - \lambda y_2) \right)$$

$$+ k_m (r - a_{m1} r_x) - k e) \hspace{1cm} \beta_{12} > 0 , k > 0$$  \hspace{1cm} (2.74)

**Remarks:**

(a). Note that the term $m$ above as defined by (2.71) still contains the derivatives of some
adaptive coefficients. They can be replaced by their respective adaptive laws in (2.32) to (2.36). Also the other derivative terms \( \dot{y}_1, \dot{y}_2, \dot{\dot{y}}_{11}, \dot{\dot{y}}_{12} \) and \( \dot{\hat{u}}_2 \) can be substituted by their expressions in (2.14), (2.15) and (2.7), respectively, so as to dispense with the need of differentiations.

(b). Note from (2.30) and (2.45) that \( \beta_{12} \geq \beta_{11} \geq \varepsilon > 0 \) so that division by zero in the control law would not occur.

Thus, with \( \dot{V} = -2kV \) in (2.66) being negative definite, the equilibrium state \( e = 0 \) is globally asymptotically stable, i.e. \( e \) is bounded and \( e \rightarrow 0 \) as \( t \rightarrow \infty \).

Consequently, from (2.61),

\[
\begin{align*}
\varepsilon_{m2} & \rightarrow 0 \quad \text{and} \quad y_2 \rightarrow y_m
\end{align*}
\]

(2.75)

Figure 2.5 shows a schematic diagram of overall system.
Figure 2.5: MRAC with uncertain relative degree for 2\textsuperscript{nd} order plant of relative degree 1 or 2.
2.2.4. Boundedness of All Signals in the Entire Feedback System

With reference to the entire system in Fig. 2.1, the following signals have been shown to be bounded:

From the analysis of Identifier #1: \( e_1, \alpha_{01}, \alpha_{11}, \alpha_{21}, \beta_{11} \) and \( \beta_{21} \)

From the analysis of Identifier #2: \( e_2, \alpha_{02}, \alpha_{12}, \alpha_{22}, \beta_{12} \) and \( \beta_{22} \)

From the analysis of the control law: \( e \) and \( e_{m2} \)

From the reference model: \( r \) and \( y_m \)

The signals that remain to be shown bounded are as follows:

Boundedness of \( y_p, y_1 \) and \( y_2 \):

Since \( y_m, e_{m2}, e_2 \) and \( e_1 \) are bounded, it follows from (2.31) and (2.18) that \( y_2, y_1 \) and \( y_p \) are bounded.

Boundedness of \( \ddot{y}_{p1}, \ddot{y}_{p2}, \ddot{y}_{11}, \ddot{y}_{12}, \ddot{\hat{y}}_{p1}, \ddot{\hat{y}}_{p2}, \ddot{\hat{y}}_{11}, \ddot{\hat{y}}_{12}, \ddot{\hat{y}}_x, \ddot{\hat{y}}_m, \ddot{y}_m, \dot{e}, \dot{e}, \dot{e}_{m2}, \dot{e}_{m2}, \dot{y}_2 \)

and \( \ddot{y}_2 \):

The signals \( \ddot{y}_{p1}, \ddot{y}_{p2}, \ddot{y}_{11}, \ddot{y}_{12}, \ddot{\hat{y}}_{p1}, \ddot{\hat{y}}_{p2}, \ddot{\hat{y}}_{11}, \ddot{\hat{y}}_{12}, \ddot{\hat{y}}_x, \ddot{\hat{y}}_m, \ddot{y}_m \) and \( \ddot{y}_m \) are outputs of "proper" stable transfer functions with bounded inputs. Hence they are bounded. Also, from (2.67), we see that \( \dot{e} \) and \( \dot{\hat{e}} \) are bounded. It follows from (2.61) that the same is true of \( \dot{e}_{m2} \) and \( \dot{\hat{e}}_{m2} \).

Consequently, from (2.62), \( \ddot{y}_2 \) and \( \ddot{y}_2 \) are bounded.

Boundedness of \( \ddot{u}_2, \ddot{u}_1, \dot{e}_1, \dot{e}_2, \dot{\hat{y}}_1 \) and \( \dot{y}_p \):

The boundedness of \( \ddot{u}_2 \) is derived from (2.7) with substituting \( u = \left( \frac{s^2 + a_1s + a_0}{b_1s + b_0} \right)y_p \) in (2.1)
as it is the output of “proper” stable transfer functions with bounded inputs.

\[
\tilde{u}_2 = \frac{1}{(s + \lambda)^2} u(t) = \frac{1}{(s + \lambda)^2} \left( \frac{s^2 + a_1s + a_0}{b_1s + b_0} \right) y_p
\]  

(2.76)

With bounded \( \tilde{u}_2 \), the boundedness of \( \tilde{u}_1 \) is derived from (2.69). The signal \( \dot{e}_1 \) in (2.20) is bounded because the signals \( \tilde{u}_1, \tilde{u}_2, y_p, \bar{y}_{p1} \) and \( \bar{y}_{p2} \) are bounded. In a similar fashion, the boundedness of \( \dot{e}_2 \) can be established. Finally, \( \dot{y}_1 \) and \( \dot{y}_p \) are also bounded due to the boundedness of \( \dot{y}_2, \dot{e}_2 \) and \( \dot{e}_1 \).

**Boundedness of \( \dot{\alpha}_{01}, \dot{\alpha}_{11}, \dot{\alpha}_{21}, \dot{\beta}_{11}, \dot{\beta}_{21}, \dot{\alpha}_{02}, \dot{\alpha}_{12}, \dot{\alpha}_{22}, \dot{\beta}_{12}, \) and \( \dot{\beta}_{22} \):

The boundedness of the variables \( \dot{\alpha}_{01}, \dot{\alpha}_{11}, \dot{\alpha}_{21}, \dot{\beta}_{11}, \dot{\beta}_{21}, \dot{\alpha}_{02}, \dot{\alpha}_{12}, \dot{\alpha}_{22}, \dot{\beta}_{12}, \) and \( \dot{\beta}_{22} \) as given in (2.24)–(2.28) and (2.32)–(2.36) can be seen through the substitution of all occurring derivative terms by their respective adaptive laws. For example, \( \dot{\alpha}_{02} \) in (2.32) has the derivative term \( \dot{\alpha}_{01} \). It can be substituted with \( \dot{\alpha}_{01} \) from (2.24), which is the adaptive law in Identifier #1.

**Boundedness of \( \ddot{y}_p, u, \tilde{u}_1 \) and \( m \):

The boundedness of \( u \) is established from (2.1) if one can show the boundedness of \( y_p, \dot{y}_p \) and \( \ddot{y}_p \). This is demonstrated as follows. Substituting \( \tilde{u}_1 \) and \( \tilde{u}_2 \) from (2.6), (2.7) into (2.69) gives

\[
\ddot{y}_2 = \beta_{12} \frac{1}{s + \lambda} \left( \frac{s^2 + a_1s + a_0}{b_1s + b_0} y_p \right) + \beta_{22} \frac{1}{(s + \lambda)^2} \left( \frac{s^2 + a_1s + a_0}{b_1s + b_0} y_p \right) + \alpha_{02} \dot{y}_1
\]

\[
+ \alpha_{12} \ddot{y}_{11} + \alpha_{22} \ddot{y}_{12} - \lambda y_2
\]  

(2.77)
It is assumed that the sign of $b_0$ is known. Without loss of generality, we shall assume the two cases:

(1). The leading coefficient $b_1 = 0$

\[
\dot{y}_2 = b_0 \left[ \beta_{12} \left( y_p + (a_1 - \lambda)y_p + \frac{a_0 - a_1 \lambda + \lambda^2}{s + \lambda} y_p \right) + \beta_{22} \left( y_p + \frac{(a_1 - 2\lambda)s + a_0 - \lambda^2}{s^2 + 2\lambda s + \lambda^2} y_p \right) \right] \\
+ \alpha_{02} y_1 + \alpha_{12} \ddot{y}_{11} + \alpha_{22} \ddot{y}_{12} - \lambda y_2
\]  

(2.78)

Differentiating (2.78) once gives

\[
\dot{y}_2 = b_0 \left[ \beta_{12} \left( \dot{y}_p + (a_1 - \lambda)\dot{y}_p + \frac{a_0 - a_1 \lambda + \lambda^2}{s + \lambda} \dot{y}_p \right) + \beta_{22} \left( \dot{y}_p + \frac{(a_1 - 2\lambda)s + a_0 - \lambda^2}{s^2 + 2\lambda s + \lambda^2} \dot{y}_p \right) \right] \\
+ \beta_{12} \left( \ddot{y}_p + (a_1 - \lambda)\ddot{y}_p + \frac{a_0 - a_1 \lambda + \lambda^2}{s + \lambda} \ddot{y}_p \right) + \beta_{22} \left( \ddot{y}_p + \frac{(a_1 - 2\lambda)s + a_0 - \lambda^2}{s^2 + 2\lambda s + \lambda^2} \ddot{y}_p \right) \\
+ \dot{\alpha}_{02} y_1 + \dot{\alpha}_{12} \ddot{y}_{11} + \dot{\alpha}_{22} \ddot{y}_{12} + \alpha_{02} \dot{y}_1 + \alpha_{12} \dot{y}_{11} + \alpha_{22} \dot{y}_{12} - \lambda \dot{y}_2
\]  

(2.79)

Since $\dot{y}_2$, $\ddot{y}_2$, $y_1$, $\ddot{y}_{11}$, $\ddot{y}_{12}$, $\dot{y}_1$, $\ddot{y}_{11}$, $\ddot{y}_{12}$, $y_p$, $\dot{y}_p$, and the derivative of all adaptive variables have been shown to be bounded, $\ddot{y}_p$ is bounded. Thus, the boundedness of $u$, $\ddot{u}_1$, $m$ is assured from (2.1), (2.6) and (2.71) respectively.

(2). The leading coefficient $b_1 \neq 0$

The treatment of $b_1 \neq 0$ follows the same pattern as above, and is therefore omitted. Thus, we have shown the boundedness of all signals in the entire control system. Next, we would like to demonstrate the convergence of the tracking errors.
2.2.5. Convergence of the Tracking Errors

With reference to the entire system in Fig. 2.5, our purpose is to demonstrate that \( y_p \rightarrow y_m \) as \( t \rightarrow 0 \). This is accomplished by showing the same for the signals \( e_{m2} \), \( e_1 \) and \( e_2 \), which is given as follows:

(i) **Convergence of \( e_{m2} \):**

This has been shown in (2.75).

(ii) **Convergence of \( e_1 \):**

We have shown in Section (2.2.4) that \( e_1 \), \( \dot{e}_1 \), \( \beta_i \) and \( \ddot{u} \) are bounded. Thus, from (15),

\[
\dot{V} = \begin{cases} 
-2\lambda \dot{e}_1 e_1 + \dot{\beta}_i e_1 \ddot{u} + \beta_i \left( \dot{e}_1 \ddot{u} + e_1 \dot{\ddot{u}} \right), & \text{if } g e_1 \ddot{u} \leq 0 \text{ and } \beta_{11} \leq \varepsilon \\
-2\lambda \dot{e}_1 e_1, & \text{otherwise}
\end{cases}
\]

is bounded. According to Barbalat’s Lemma, \( \dot{V} \rightarrow 0 \), which means from (15) that \( e_1 \rightarrow 0 \) as \( t \rightarrow \infty \).

(iii) **Convergence of \( e_2 \):**

Consider \( e_2 \) in (2.38),

\[
e_2(t) = \frac{1}{s + \lambda} \left( \beta_{11} - \beta_{12} \right) \ddot{u}_1 + \frac{1}{s + \lambda} \left( \beta_{21} - \beta_{22} \right) \ddot{u}_2 + \frac{1}{s + \lambda} \left( \alpha_{01} y_p - \alpha_{02} y_1 \right) \\
+ \frac{1}{s + \lambda} \left( \alpha_{11} \ddot{y}_{p1} - \alpha_{12} \ddot{y}_{11} \right) + \frac{1}{s + \lambda} \left( \alpha_{21} \ddot{y}_{p2} - \alpha_{22} \ddot{y}_{12} \right)
\]

Convergence of \( e_2 \) will follow from the convergence of each individual term.
Convergence of \( \frac{1}{s + \lambda} \left( \beta_{11} - \beta_{12} \right) \bar{u}_1 \) and \( \frac{1}{s + \lambda} \left( \beta_{21} - \beta_{22} \right) \bar{u}_2 \):

This has been shown in (2.44) and (2.51).

Convergence of \( \frac{1}{s + \lambda} \left( \alpha_{01} y_p - \alpha_{02} y_1 \right) \):

Consider
\[
\frac{1}{s + \lambda} \left( \alpha_{01} y_p - \alpha_{02} y_1 \right) = \frac{1}{s + \lambda} \alpha_{01} \left( y_p - y_1 \right) + \frac{1}{s + \lambda} \left( \alpha_{01} - \alpha_{02} \right) y_1
\]
from (2.52), the convergence of the first term on the R.H.S. \( \frac{1}{s + \lambda} \alpha_{01} \left( y_p - y_1 \right) \) follows from the convergence of \( \varepsilon_1 = y_p - y_1 \). The convergence of the second term \( \frac{1}{s + \lambda} \left( \alpha_{01} - \alpha_{02} \right) y_1 \) is assured by (2.59).

Therefore, the convergence of \( \frac{1}{s + \lambda} \left( \alpha_{01} y_p - \alpha_{02} y_1 \right) \) is established.

Convergence of \( \frac{1}{s + \lambda} \left( \alpha_{11} \bar{y}_{p1} - \alpha_{12} \bar{y}_{11} \right) \) and \( \frac{1}{s + \lambda} \left( \alpha_{21} \bar{y}_{p2} - \alpha_{22} \bar{y}_{12} \right) \):

The discussion of the convergence of \( \frac{1}{s + \lambda} \left( \alpha_{11} \bar{y}_{p1} - \alpha_{12} \bar{y}_{11} \right) \) and \( \frac{1}{s + \lambda} \left( \alpha_{21} \bar{y}_{p2} - \alpha_{22} \bar{y}_{12} \right) \) is similar to that of \( \frac{1}{s + \lambda} \left( \alpha_{01} y_p - \alpha_{02} y_1 \right) \) and is here omitted.

Summarizing, with the convergence of all three R.H.S.-terms in (2.38), the convergence \( \varepsilon_2 \to 0 \) as \( t \to \infty \) is assured.

### 2.2.6. Simulation Studies

The simulation studies presented in this section are to show the effectiveness of the proposed adaptive scheme. This is done for the case of second order plants, unknown relative degree \( q \).
equal to one or two.

Simulation 2.2.6.1: 2\textsuperscript{nd} order Identifier Tracking based MRAC

The data for the simulation are as follows: 2\textsuperscript{nd} order stable plant, q=2

\[
P(s) = \frac{1}{s^2 + 4s + 3}, \quad M(s) = \frac{1}{s^2 + s + 0.25}
\]

\[
r(t) = \begin{cases} 
0 & t \in [0, 10] \\
1 & t \in [10, 60] & t \in [140, \infty] \\
-1 & t \in [60, 140] 
\end{cases}
\]

\[
\lambda = 1, \quad k = g = 1, \quad e_p = y_p - y_m
\]

The initial conditions for the adaptive parameters are chosen in accordance with (2.30) and (2.45), in this case:

\[
\beta_{11}(0) = 1 \geq k_{\text{lower}}, \quad \beta_{21}(0) = 1 \quad (k_{\text{lower}} \text{ is taken to be 0.01}),
\]

\[
\beta_{12}(0) = 1, \quad \beta_{22}(0) = 1,
\]

\[
\alpha_{01}(0) = \alpha_{11}(0) = \alpha_{21}(0) = \alpha_{02}(0) = \alpha_{12}(0) = \alpha_{22}(0) = 1
\]

Simulation results are shown as figure 2.6.
Figure 2.6: 2\textsuperscript{nd} order stable plant, $q=2$. (a) tracking error, (b) reference input signal, (c) plant vs reference output and (d) control signal $u$. 
Simulation 2.2.6.2: 2\textsuperscript{nd} order Identifier Tracking MRAC

The data for the simulation are as follows: 2\textsuperscript{nd} order unstable plant, q=2

\[ P(s) = \frac{1}{s^2 - 4s + 3}, \quad M(s) = \frac{1}{s + 2s + 1} \]

\[ r(t) = \begin{cases} 
0 & t \in [0,10] \\
1 & t \in [10,160] \& t \in [310,460] \\
-1 & t \in [160,310] \& t \in [460,\infty] 
\end{cases} \]

\[ \lambda = 1, \quad k = g = 1, \quad e_p = y_p - y_m \]

The initial conditions for the adaptive parameters are chosen in accordance with (2.30) and (2.45), in this case:

\[ \beta_{11}(0) = 0.5 \geq k_{lower}, \quad \beta_{21}(0) = 2 \quad (k_{lower} \text{ is taken to be } 0.01), \]

\[ \beta_{12}(0) = 0, \quad \beta_{22}(0) = 0, \]

\[ \alpha_{01}(0) = \alpha_{11}(0) = \alpha_{21}(0) = \alpha_{02}(0) = \alpha_{12}(0) = \alpha_{22}(0) = 0 \]

Simulation results are shown as figure 2.7.
Figure 2.7: 2\textsuperscript{nd} order unstable plant, \( q = 2 \). (a) tracking error, (b) reference input signal, (c) plant vs reference output and (d) control signal \( u \).
Simulation 2.2.6.3: 2nd order Identifier Tracking MRAC

The data for the simulation are as follows: 2nd order stable plant, q=2

\[ P(s) = \frac{1}{s^2 + 4s + 3}, \quad M(s) = \frac{1}{s + 2s + 1} \]

\[ r(t) = \begin{cases} 
0 & t \in [0, 10] \\
1 & t \in [10, 160] \& t \in [310, 460] \\
-1 & t \in [160, 310] \& t \in [460, \infty]
\end{cases} \]

\[ \lambda = 1, \quad k = g = 1, \quad e_p = y_p - y_m \]

The initial conditions for the adaptive parameters are chosen in accordance with (2.30) and (2.45), in this case:

\[ \beta_{11}(0) = 0.5 \geq k_{lower}, \quad \beta_{21}(0) = 2 \quad (k_{lower} \text{ is taken to be 0.01}), \]

\[ \beta_{12}(0) = 0, \quad \beta_{22}(0) = 0, \]

\[ \alpha_{01}(0) = \alpha_{11}(0) = \alpha_{21}(0) = \alpha_{02}(0) = \alpha_{12}(0) = \alpha_{22}(0) = 0, \]

Simulation results are shown as figure 2.8.
Figure 2.8: 2nd order stable plant, q=2. (a) tracking error, (b) reference input signal, (c) plant vs reference output and (d) control signal u
Simulation 2.2.6.4: 2\textsuperscript{nd} order Identifier Tracking MRAC

The data for the simulation are as follows: 2\textsuperscript{nd} order unstable plant, \( q=2 \)

\[
P(s) = \frac{1}{s^2 - 4s + 3}, \quad M(s) = \frac{1}{s^2 + 1.2s + 0.36}
\]

\[
\begin{align*}
\lambda &= 1, \quad k = g = 1, \quad e_p = y_p - y_m
\end{align*}
\]

The initial conditions for the adaptive parameters are chosen in accordance with (2.30) and (2.45), in this case:

\[
\beta_{11}(0) = 1 \geq k_{\text{lower}}, \quad \beta_{21}(0) = 1 \quad (k_{\text{lower}} \text{ is taken to be 0.01}),
\]

\[
\beta_{12}(0) = 1, \quad \beta_{22}(0) = 1,
\]

\[
\alpha_{01}(0) = \alpha_{11}(0) = \alpha_{21}(0) = \alpha_{02}(0) = \alpha_{12}(0) = \alpha_{22}(0) = 1
\]

Simulation results are shown as figure 2.9.
Figure 2.9: 2\textsuperscript{nd} order unstable plant, $q=2$. (a) tracking error, (b) reference input signal, (c) plant vs reference output and (d) control signal $u$
Simulation 2.2.6.5: 2\textsuperscript{nd} order Identifier Tracking MRAC

The data for the simulation are as follows: 2\textsuperscript{nd} order stable plant, q=1

\[ P(s) = \frac{s + 2}{s^2 + 4s + 3}, \quad M(s) = \frac{1}{s^2 + s + 0.25} \]

\[ r(t) = \begin{cases} 
0 & t \in [0, 10] \\
1 & t \in [10, 60] \& t \in [140, \infty] \\
-1 & t \in [60, 140]
\end{cases} \]

\[ \lambda = 1, \quad k = g = 1, \quad e_p = y_p - y_m \]

The initial conditions for the adaptive parameters are chosen in accordance with (2.30) and (2.45), in this case:

\[ \beta_{11}(0) = 1 \geq k_{lower}, \quad \beta_{21}(0) = 1 \quad (k_{lower} \text{ is taken to be 0.01}), \]

\[ \beta_{12}(0) = 1, \quad \beta_{22}(0) = 1, \]

\[ \alpha_{01}(0) = \alpha_{11}(0) = \alpha_{21}(0) = \alpha_{02}(0) = \alpha_{12}(0) = \alpha_{22}(0) = 1 \]

Simulation results are shown as figure 2.10.
Figure 2.10: 2\textsuperscript{nd} order stable plant, q=1. (a) tracking error, (b) reference input signal, (c) plant vs reference output and (d) control signal u
Simulation 2.2.6.6: 2nd order Identifier Tracking MRAC

The data for the simulation are as follows: unstable plant, n=2, q=1

\[ P(s) = \frac{s + 2}{s^2 - 4s + 3}, \quad M(s) = \frac{1}{s^2 + 1.2s + 0.36} \]

\[ r(t) = \begin{cases} 
0 & t \in [0, 10] \\
1 & t \in [10, 40] \& t \in [70, \infty] \\
-1 & t \in [40, 70] 
\end{cases} \]

\[ \lambda = 1, \quad k = g = 1, \quad \epsilon_p = y_p - y_m \]

The initial conditions for the adaptive parameters are chosen in accordance with (2.30) and (2.45), in this case:

\[ \beta_{11}(0) = 1 \geq k_{lower}, \quad \beta_{21}(0) = 1 \quad (k_{lower} \text{ is taken to be 0.01}), \]

\[ \beta_{12}(0) = 1, \quad \beta_{22}(0) = 1, \]

\[ \alpha_{01}(0) = \alpha_{11}(0) = \alpha_{21}(0) = \alpha_{02}(0) = \alpha_{12}(0) = \alpha_{22}(0) = 1 \]

Simulation results are shown as figure 2.11.
Figure 2.11: 2\textsuperscript{nd} order unstable plant, $q=1$. (a) tracking error, (b) reference input signal, (c) plant vs reference output and (d) control signal $u$
Simulation 2.2.6.7: 1st order Identifier Tracking MRAC

The data for the simulation are as follows: stable plant, n=1, q=1

\[ P(s) = \frac{1}{s + 2}, \quad M(s) = \frac{1}{s^2 + 2s + 1} \]

\[ r(t) = \begin{cases} 
0 & t \in [0, 10] \\
1 & t \in [10, 40] & t \in [80, \infty] \\
-1 & t \in [40, 80] 
\end{cases} \]

\[ \lambda = 1, \quad k = g = 1, \quad e_p = y_p - y_m \]

The initial conditions for the adaptive parameters are chosen in accordance with (2.30) and (2.45), in this case:

\[ \beta_{11}(0) = 1 \geq \varepsilon, \quad \beta_{21}(0) = 1 \quad (\varepsilon \text{ is taken to be } 0.01), \]

\[ \beta_{12}(0) = 1, \quad \beta_{22}(0) = 1, \]

\[ \alpha_{01}(0) = \alpha_{11}(0) = \alpha_{21}(0) = \alpha_{02}(0) = \alpha_{12}(0) = \alpha_{22}(0) = 1. \]

Simulation results are shown as figure 2.12.
Figure 2.12: 1st order stable plant, q=1. (a) tracking error, (b) reference input signal, (c) plant vs reference output and (d) control signal u.
Simulation 2.2.6.8: 1\textsuperscript{st} order Identifier Tracking MRAC

The data for the simulation are as follows: unstable plant, n=1, q=1

\[ P(s) = \frac{1}{s^2 - 2}, \quad M(s) = \frac{1}{s^2 + 2s + 1} \]

\[ r(t) = \begin{cases} 
0 & t \in [0, 10] \\
1 & t \in [10, 40] \& t \in [80, \infty] \\
-1 & t \in [40, 80] 
\end{cases} \]

\[ \lambda = 1, \quad k = g = 1, \quad e_p = y_p - y_m \]

The initial conditions for the adaptive parameters are chosen in accordance with (2.30) and (2.45), in this case:

\[ \beta_{11}(0) = 1 \geq \varepsilon, \quad \beta_{21}(0) = 1 \quad (\varepsilon \text{ is taken to be } 0.01), \]

\[ \beta_{12}(0) = 1, \quad \beta_{22}(0) = 1, \]

\[ \alpha_{01}(0) = \alpha_{11}(0) = \alpha_{21}(0) = \alpha_{02}(0) = \alpha_{12}(0) = \alpha_{22}(0) = 1 \]

Simulation results are shown as figure 2.13.
Figure 2.13: 1st order unstable plant, q=1. (a) tracking error, (b) reference input signal, (c) plant vs reference output and (d) control signal $u$. 

Discussion

Simulations were performed for 1\textsuperscript{st} and 2\textsuperscript{nd} order plants using the proposed MRAC scheme with different initial conditions. The simulation results are shown in Figure 2.6~2.13. The results indicated that the new method of MRAC gives bounded solutions and asymptotic zero tracking error.
CHAPTER 3
AN IDENTIFIER-TRACKING BASED MRAC WITHOUT
THE KNOWLEDGE OF RELATIVE DEGREE
– GENERAL CASE FOR N_TH ORDER PLANT

3.1 Introduction

The primary objective of this chapter is to develop the general case for the model reference adaptive control of a single-input single-output linear time-invariant plant without the prior knowledge of relative degree.

3.2 MRAC of plants without the knowledge of relative degree

3.2.1 Reparameterization of the Unknown Plant

In this section, we extend the Stacked Identifiers MRAC to the general case.

3.2.1.1 Plant

Consider a plant with an input-output pair \( \{u(.), y_p(.)\} \) described by a transfer function

\[
P(s) = \frac{N(s)}{D(s)} = \frac{b_{n-1}s^{n-1} + \cdots + b_1s + b_0}{s^n + a_{n-1}s^{n-1} + a_{n-2}s^{n-2} + \cdots + a_1s + a_0}, \quad n \geq 1
\]  

(3.1)

where \( b_{n-1}s^{n-1} + \cdots + b_1s + b_0 \) is a Hurwitz polynomial in \( s \). The sign of \( b_0 \) is assumed to be positive, with a known lower bound \( b_0 > \varepsilon > 0 \).

Notice that the leading coefficient in the numerator may or may not be zero so that the relative degree of the system (denominator degree minus the numerator degree) is unknown but set the range from 1 to \( n \). It is assumed that the sign of \( b_0 \) is known. Without loss of generality, we
shall assume the three cases. Those cases will be discussed in Section 3.2.1.3.

3.2.1.2. Control Scheme

Figure 3.1 shows the adaptive control scheme to be presented here.

Figure 3.1: Schematic diagram for n_th order plant with unknown relative degree

The control scheme consists of n identifiers, a reference model, and a control law. The number of identifiers used is equal to the maximum possible relative degree of the plant which is \( n \).
3.2.1.3. Identifiers

The primary function of the identifiers is still to let their outputs track the output of the n_th order plant. For general case, the identifiers are constructed based on the following n_th order structure with constant coefficients:

\[
D(s) = \frac{b_{n-1}s^{n-1} + \cdots + b_1s + b_0}{s^{2n-1} + a_{2n-2}s^{2n-2} + \cdots + a_1s + a_0}
\]  
(3.2)

Where the coefficient \( b_0 > \varepsilon > 0 \). The structure in (3.2) can be seen to encompass the various relative-degree cases of the n_th order plant in (3.1) as follows:

(1). The leading coefficient \( b_{n-1}, b_{n-2}, \ldots, b_1 = 0 \)

\[
P_\delta(s) = \frac{b_0}{s^n + a_{n-1}s^{n-1} + a_{n-2}s^{n-2} + \cdots + a_1s + a_0} \left( \frac{s + \delta}{s + \sigma} \right)^{n-1}
\]

(3.3)

(2). The leading coefficient \( b_{n-1}, b_{n-2}, \ldots, b_{n-k} = 0, b_{n-k-1} \ldots, b_1 \neq 0 \)

\[
P_{\delta_0}(s) = \frac{b_{n-k-1}s^{n-k-1} + \cdots + b_1s + b_0}{s^n + a_{n-1}s^{n-1} + a_{n-2}s^{n-2} + \cdots + a_1s + a_0} \left( \frac{s + \delta}{s + \sigma} \right)^{n-k-1}
\]

(3.4)

(3). The leading coefficient \( b_{n-1}, b_{n-2}, \ldots, b_1 \neq 0 \)

\[
P_\omega(s) = \frac{b_{n-1}s^{n-1} + \cdots + b_1s + b_0}{s^n + a_{n-1}s^{n-1} + a_{n-2}s^{n-2} + \cdots + a_1s + a_0} \left( \frac{\omega}{s + \omega} \right)^{n-1}
\]
\[ \frac{b_{n(n-1)\omega}s^{n-1} + \cdots + b_{1\omega}s + b_{0\omega}}{s^{2n-1} + a_{(2n-2)\omega}s^{2n-2} + \cdots + a_{1\omega}s + a_{0\omega}} \]  
(3.5)

where $\delta$ is a positive constant and $\omega$ is some arbitrarily large positive constant.

Even though the identifier structure (3.4) and (3.5) are not “equivalent” to the plant (3.1), there exists a large enough constant such that structure will be arbitrarily close to structure (3.1). As a result, the output of the identifier can track the output of the plant as required above.

3.2.1.4. Re-parameterization of the Plant and Identifiers

We will reparametrize the plant into a form suitable for the derivation of the identifier and the parameter update laws.

According to identifier structure (3.2), let the plant be parametrized by

\[ y_p(t) = \frac{1}{s + \lambda} \left( \beta_1 \tilde{u}_{(n-1)}(t) + \beta_2 \tilde{u}_n(t) + \cdots + \beta_n \tilde{u}_{(2n-2)}(t) + \alpha_0 \tilde{y}_p(t) + \cdots + \alpha_{2n-2} \tilde{y}_{p(2n-2)}(t) \right) \]  
(3.6)

where $\lambda$ is a positive constant and

\[ \tilde{u}_\zeta = \frac{1}{(s + \lambda)\zeta} u, \quad \zeta = n - 1, \cdots, 2n - 2 \]  
(3.7)

\[ \tilde{y}_{p\sigma} = \frac{1}{(s + \lambda)\sigma} y_p, \quad \sigma = 1, \cdots, 2n - 2 \]  
(3.8)

Coefficient matching of terms of like powers in $s$ in (3.2) and (3.6) gives the relationship between the parametrized coefficients $w$ and the original plant coefficients $z$.

\[ \Lambda w = z, \quad \Lambda = \begin{bmatrix} \Lambda_1 & 0 \\ 0 & \Lambda_2 \end{bmatrix} \]  
(3.9)

where $w, z \in \mathbb{R}^{3n-1}$, $\Lambda \in \mathbb{R}^{(3n-1)\times(3n-1)}$, $\Lambda_1 \in \mathbb{R}^{(2n-1)\times(2n-1)}$ and $\Lambda_2 \in \mathbb{R}^{mn}$ are given by
\[
\begin{align*}
\mathbf{w} &= \begin{bmatrix} \alpha_0^* & \alpha_1^* & \cdots & \alpha_{2n-3}^* & \alpha_{2n-2}^* & \beta_1^* & \beta_2^* & \cdots & \beta_{n-1}^* & \beta_n^* \end{bmatrix}^T \\
\mathbf{z} &= \begin{bmatrix} \binom{2n-1}{1} \lambda - a_{2n-2} & \binom{2n-2}{2} \lambda^2 - a_{2n-3} & \cdots & \binom{2n-1}{2n-2} \lambda^{2n-2} - a_1 & \binom{2n-1}{2n-1} \lambda^{2n-1} - a_0 \end{bmatrix} \begin{bmatrix} b_{n-1} & b_{n-2} & \cdots & b_1 & b_0 \end{bmatrix}^T
\end{align*}
\] (3.10)

\[
\Lambda_1 = \begin{bmatrix}
1 & 0 & 0 & 0 & \cdots & 0 \\
\binom{2n-2}{1} \lambda & 1 & 0 & 0 & \cdots & 0 \\
\binom{2n-2}{2} \lambda^2 & \binom{2n-3}{1} \lambda & 1 & 0 & \cdots & 0 \\
& \vdots & & \ddots & & \vdots \\
\binom{2n-2}{2n-3} \lambda^{2n-3} & \binom{2n-4}{2n-4} \lambda^{2n-4} & \cdots & \binom{1}{1} \lambda & 1
\end{bmatrix}
\] (3.11)

\[
\Lambda_2 = \begin{bmatrix}
1 & 0 & 0 & \cdots & 0 \\
\binom{n-1}{1} \lambda & 1 & 0 & \cdots & 0 \\
& \vdots & & \ddots & & \vdots \\
\binom{n-2}{n-2} \lambda^{n-2} & \binom{n-3}{n-3} \lambda^{n-3} & \cdots & \binom{1}{1} \lambda & 1
\end{bmatrix}
\] (3.12)

\[
\binom{\mu}{\nu} 
\] are combination symbols employed in the expansion of

\[
(s + \lambda)^\mu = s^\mu + \sum_{\nu=1}^{\mu} \binom{\mu}{\nu} \lambda^{\mu-\nu}, \quad \mu = 1, \ldots, n-1, \quad \nu = 1, 2, \ldots, n
\] (3.13)

which is used in the derivation of (3.7).

To re-write (3.6) in a more compact form, let
$$\varphi^* \Delta \begin{bmatrix} \beta_1^* & \beta_0^* & \alpha_k^* & \alpha_l^* \end{bmatrix}^T \tag{3.15}$$

$$\mathbf{w} \Delta \begin{bmatrix} \tilde{u}_{(n-1)} & \tilde{u} & y_p & \tilde{y}_p \end{bmatrix}^T \tag{3.16}$$

$$\beta^* \Delta \begin{bmatrix} \beta_2^* & \ldots & \beta_n^* \end{bmatrix}^T \tag{3.17}$$

$$\alpha^* \Delta \begin{bmatrix} \alpha_1^* & \ldots & \alpha^*_\text{(n-2)} \end{bmatrix}^T \tag{3.18}$$

$$\tilde{u} \Delta \begin{bmatrix} \tilde{u}_n & \ldots & \tilde{u}_{(n-2)} \end{bmatrix}^T \tag{3.19}$$

$$\tilde{y}_p \Delta \begin{bmatrix} \tilde{y}_{p1} & \ldots & \tilde{y}_{p(n-2)} \end{bmatrix}^T \tag{3.20}$$

Then $y_p$ in (3.6) can be expressed as

$$y_p = \frac{1}{s + \lambda} \left( \beta_1^* \tilde{u}_{(n-1)} + \beta_2^* \tilde{u} \alpha_1^* y_p + \alpha_0^* y_p \right)$$

$$= \frac{1}{s + \lambda} \varphi^* \mathbf{W} \tag{3.21}$$

For a $n^{th}$ order system, we need a total of $n$ identifiers.

In accordance with the form of (3.21), Identifier #1 is constructed as

$$y_1 = \frac{1}{s + \lambda} \left( \beta_{11}^* \tilde{u}_{(n-1)} + \beta_1^* \tilde{u} + \alpha_{01}^* y_p + \alpha_1^* \tilde{y}_p \right)$$

$$= \frac{1}{s + \lambda} \varphi_1^* \mathbf{W} \tag{3.22}$$

where

$$\varphi_1 \Delta \begin{bmatrix} \beta_{11} & \beta_1^* & \alpha_{01} & \alpha_1^* \end{bmatrix}^T \tag{3.23}$$

$$\alpha_1 \Delta \begin{bmatrix} \alpha_{11} & \ldots & \alpha_{(n-2)1} \end{bmatrix}^T \tag{3.24}$$
\[ \beta_1 \Delta \left[ \beta_{21} \ldots \beta_{n1} \right]^T \]  

(3.25)

Figure 3.2 shows a schematic diagram of Identifier #1.

As for the rest of the identifiers, Identifier \# \gamma (\gamma = 2, 3, \ldots, n) is constructed as

\[ y_{\gamma} = \frac{1}{s + \lambda} \left( \beta_1 \hat{u}_{(n-1)} + \beta_{1\gamma} \hat{y}_{(n-1)} + \alpha_{0\gamma} y_{(\gamma-1)} + \alpha_{\gamma} \hat{y}_{(\gamma-1)} \right) \]

\[ = \frac{1}{s + \lambda} \phi_{\gamma}^T \bar{w}_{\gamma} \]  

(3.26)

where

\[ \varphi_{\gamma} \Delta \left[ \beta_{1\gamma} \quad \beta_{1\gamma}^T \quad \alpha_{0\gamma} \quad \alpha_{\gamma}^T \right]^T \]  

(3.27)

\[ \bar{w}_{\gamma} \Delta \left[ \hat{u}_{(n-1)} \quad \hat{y}_{(n-1)} \quad y_{(\gamma-1)} \quad \hat{y}_{(\gamma-1)} \right]^T \]  

(3.28)

\[ \alpha_{\gamma} \Delta \left[ \alpha_{1\gamma} \ldots \alpha_{(2n-2)\gamma} \right]^T \]  

(3.29)
\[
\beta_\gamma^T = \begin{bmatrix} \beta_{2\gamma} & \cdots & \beta_{\gamma m} \end{bmatrix}^T
\]

(3.30)

\[
\tilde{y}_{(\gamma-1)}^\Delta = \begin{bmatrix} \tilde{y}_{(\gamma-1)1} & \cdots & \tilde{y}_{(\gamma-1)(2\gamma-2)} \end{bmatrix}^T
\]

(3.31)

\[
\tilde{y}_{(\gamma-1)\sigma}^\Delta = \frac{1}{(s+\lambda)^\sigma} y_{(\gamma-1)} \quad \sigma = 1, \cdots, 2\gamma - 2
\]

(3.32)

Figure 3.3 shows a schematic diagram of Identifier \( \# \gamma \).

Figure 3.3: MRAC with uncertain relative degree for Identifier \( \# \gamma \).

3.2.2. Parameter Update Laws for the Identifiers

Identifier #1

Define tracking error \( e_1 \) as

\[
e_1^\Delta = y_p - y_1
\]

\[
= \frac{1}{s + \lambda} \left[ (\beta_1^* - \beta_{11}) \tilde{u}_{(\gamma-1)} + (\beta_1^{*T} - \beta_{11}^{*T}) \tilde{u} + (\alpha_0^* - \alpha_{01}) y_p + (\alpha_1^{*T} - \alpha_{11}^{*T}) \tilde{y}_p \right]
\]

(3.33)
Comparing (3.33) with (2.20) and following the same Lyapunov analysis leads to the following parameter update laws

\[
\dot{\alpha}_{0i} = -\dot{\alpha}_i = g_{e_i}y_p \quad (3.34)
\]

\[
\dot{\alpha}_i = -\dot{\alpha}_i = g_{e_i}\tilde{y}_p \quad (3.35)
\]

\[
\dot{\beta}_{1i} = -\dot{\beta}_i = \begin{cases} 0, & \text{if } g_{e_i}\tilde{u}_{(n-1)} \leq 0 \text{ and } \beta_{1i} \leq \varepsilon \\ g_{e_i}\tilde{u}_{(n-1)}, & \text{otherwise} \end{cases} \quad (3.36)
\]

\[
\dot{\beta}_i = -\dot{\beta}_i = g_{e_i}\tilde{u} \quad (3.37)
\]

where

\[
\tilde{\alpha}^T = \alpha^{*T} - \alpha_i^T
\]

\[
\tilde{\beta}^T = \beta^{*T} - \beta_i^T
\]

Equations (3.34)–(3.37) are similar to (2.24)–(2.28).

Choosing an initial condition for the adaptive parameter

\[
\beta_{1i}(0) \geq \varepsilon \quad \text{will ensure}
\]

\[
\beta_{1i}(t) \geq \varepsilon > 0, \quad t \geq 0 \quad (3.38)
\]

Identifier # γ ( γ = 2, 3, · · · , n )

Define tracking error eγ as

\[
e_{e\gamma} \triangleq y_{(\gamma-1)} - y_{\gamma}
\]

\[
= \frac{1}{s + \lambda} \left[ \left( \beta_{1(\gamma-1)} - \beta_{1(\gamma)} \right) \tilde{u}_{(n-1)} + \left( \beta_{1T(\gamma-1)} - \beta_{1T(\gamma)} \right) \tilde{u} \right] + \left( \alpha_{0(\gamma-1)} y_{(\gamma-2)} - \alpha_{0(\gamma)} y_{(\gamma-1)} \right)
\]

\[
+ \left( \alpha_{1(\gamma-1)} \tilde{y}_{(\gamma-2)} - \alpha_{1T(\gamma)} \tilde{y}_{(\gamma-1)} \right) \quad (3.39)
\]


\[ y_0 \Delta y_p \quad (3.40) \]

\[ \bar{y}_0 \Delta [\bar{y}_{p1} \cdots \bar{y}_{p(y-1)}]^T \quad (3.41) \]

Comparing (3.39) with (2.38) and following the same Lyapunov analysis leads to the following parameter update laws:

\[ \dot{\alpha}_{0y} = d(\alpha_{0(y-1)} - \alpha_{0y}) + g e_{\alpha_{0y}} y_{(y-1)} + \dot{\alpha}_{0(y-1)} \quad (3.42) \]

\[ \dot{\alpha}_y = d(\alpha_{(y-1)} - \alpha_y) + g e_{\alpha_{(y-1)}} \bar{y}_{(y-1)} + \dot{\alpha}_{(y-1)} \quad (3.43) \]

\[ \dot{\beta}_{1y} = \begin{cases} 
0, & \text{if } d(\beta_{1(y-1)} - \beta_{1y}) + g e_{\beta_{1(y-1)}} \bar{u}_{(y-1)} + \dot{\beta}_{1(y-1)} \leq 0 \text{ and } \\
\beta_{1y} \leq \beta_{1(y-1)}, \quad d > 0 
\end{cases} \quad (3.44) \]

\[ \dot{\beta}_y = d(\beta_{(y-1)} - \beta_y) + g e_{\beta_y} \bar{u}_y + \dot{\beta}_{(y-1)} \quad (3.45) \]

where

\[ e_{\alpha\beta_1} \Delta \frac{1}{s + \lambda} (\alpha_{0(y-1)} - \alpha_{0y}) \bar{y}_{(y-1)} \]

\[ e_{\alpha\gamma} \Delta \frac{1}{s + \lambda} (\alpha_{(y-1)} - \alpha_y) \bar{y}_{(y-1)} \]

\[ e_{\beta_1\gamma} \Delta \frac{1}{s + \lambda} (\beta_{1(y-1)} - \beta_{1y}) \bar{k}_{(y-1)} \]

\[ e_{\beta_1\gamma} \Delta \frac{1}{s + \lambda} (\beta_{1(y-1)} - \beta_1) \bar{k}_y \quad (3.46) \]

The choice of an initial condition for the adaptive parameter \( \beta_{1y}(0) \geq \beta_{11}(0) \) will ensure

\[ \beta_{1n}(t) \geq \beta_{1(n-1)} \geq \cdots \geq \beta_{11}(t) > 0, \quad t \geq 0 \quad (3.47) \]

Figure 3.4 shows a schematic diagram of Identifier #1, ..., Identifier #(\( \gamma - 1 \)) and Identifier #\( \gamma \).
Figure 3.4 MRAC with uncertain relative degree for Identifier #1, ..., Identifier #(γ - 1) and Identifier # γ.
3.2.3. Control Law $u(t)$

The reference model has an input-output pair $\{ r(\cdot), y_m(\cdot) \}$ and a transfer function $M(s)$ given by

$$\frac{y_m}{r} = M(s) = \frac{l}{s + a_{m(n-1)}} \cdot \frac{k_m}{s^{n-1} + a_{m(n-2)}s^{n-2} + \cdots + a_{m1}s + a_{m0}} \quad (3.48)$$

The above transfer function consists of two blocks in series as shown in Fig. 3.1.

Let the output of the first block be

$$r_s \Delta \frac{r}{s + a_{m(n-1)}} \quad (3.49)$$

Then, (3.48) can be rewritten as

$$\frac{y_m}{r_s} = \frac{k_m}{s^{n-1} + a_{m(n-2)}s^{n-2} + \cdots + a_{m1}s + a_{m0}} \quad (3.50)$$

or, in time domain,

$$k_mr_s = y_m^{(n-1)} + a_{m(n-2)}y_m^{(n-2)} + \cdots + a_{m1}\dot{y}_m + a_{m0}y_m \quad (3.51)$$

Define tracking error $e$ as

$$e \Delta \left( s^{n-1} + a_{m(n-2)}s^{n-2} + \cdots + a_{m1}s + a_{m0} \right) e_{mn} \quad (3.52)$$

where

$$e_{mn} \Delta y_n - y_m \quad (3.53)$$

(Note that if $e \to 0$, then $e_{mn} \to 0$ and $y_n \to y_m$)

Substituting (3.53) and (3.51) into (3.52) yields

$$e = \left[ y_n^{(n-1)} + a_{m(n-2)}y_n^{(n-2)} + \cdots + a_{m1}\dot{y}_n + a_{m0}y_n \right] - k_mr_s \quad (3.54)$$

Choose a Lyapunov function candidate

$$V = \frac{1}{2}e^2 > 0 \quad (3.55)$$
A control law is now to be devised in order to make
\[ \dot{V} = c\dot{e} = -ke^2 \] (3.56)
negative definite. This will be achieved by making
\[ \dot{e} = -ke, \quad k > 0 \] (3.57)
through the use of an appropriate control law to be derived as follows:

From (3.54), the derivative of \( e \) is given by
\[ \dot{e} = \left[ y^{(n)} + a_{m(n-2)}y^{(n-1)} + \cdots + a_{m1}\ddot{y}_n + a_{m0}\dot{y}_n \right] - k_m\dot{x} \] (3.58)
The next step is to find an expression for \( y^{(n)} \).

From (3.22), displaying the \( \tilde{u}_{(n-1)} \) term explicitly, we have
\[ \dot{y}_n = \beta_{ln}\tilde{u}_{(n-1)} + r_{xn} \] (3.59)
where
\[ r_{xn} = \beta_{2n}\tilde{u}_n + \cdots + \beta_{mn}\tilde{u}_{(2n-2)} + \alpha_{0n}y_{(n-1)} + \cdots + \alpha_{(2n-2)n}\ddot{y}_{(n-1)(2n-2)} - \lambda y_n \] (3.60)

Successively differentiating (3.59), gives the \( v \)th derivatives of \( y_n \)
\[ y^{(v)}_n = \sum_{i=0}^{v-1} \binom{v-1}{i} \left( \beta_{ln} \left( \frac{(v-i-1)}{i} \right) \tilde{u}^{(i)}_{(n-1)} \right) + r^{(v-1)}_{xn}, \quad v = 2, \cdots, n \] (3.61)
Letting \( v = n \) and utilizing \( \tilde{u}^{(n-1)}_{(n-1)} = \left( \sum_{v=1}^{n-1} \left( \frac{n-1}{v} \right) \lambda^v \right) s^{(n-1)-v} \tilde{u}_{(n-1)} \) + \( u \) from (3.7) yields
\[ y^{(n)}_n = \beta_{ln}u + \ddot{y}^{(n)}_n \] (3.62)
where
\[ \ddot{y}^{(n)}_n = \sum_{i=0}^{n-2} \binom{n-2}{i} \left( \beta_{ln} \left( \frac{(n-2-i)}{i} \right) \tilde{u}^{(i)}_{(n-2)} \right) + r^{(n-1)}_{xn} - \beta_{ln} \left( \sum_{v=1}^{n-1} \left( \frac{n-1}{v} \right) \lambda^v \right) s^{(n-1)-v} \tilde{u}_{(n-1)} \] (3.63)
After \( y^{(n)}_n \) is found as in (3.62), the expression for \( \dot{e} \) in (3.58) becomes
\[
\dot{e} = \left[ \beta_{in} u + \dot{y}_n^{(n)} + a_{m(n-2)} y_n^{(n-2)} + \cdots + a_m \dot{y}_n + a_{m0} \dot{y}_n \right] - k_m \dot{r}_x \\
\tag{3.64}
\]

Next we substitute \( \dot{e} = -ke \) from (3.57). The result is

\[
-k e = \left[ \beta_{in} u + \dot{y}_n^{(n)} + a_{m(n-2)} y_n^{(n-2)} + \cdots + a_m \dot{y}_n + a_{m0} \dot{y}_n \right] - k_m \dot{r}_x \\
\tag{3.65}
\]

Since our objective is to design a differentiator-free controller, replacing the derivative terms \( \dot{y}_n^{(n)} \), \( y_n^{(n-1)} \), \ldots, \( \dot{y}_n \) and \( \dot{r}_x \) with (3.62)−(3.63) and (3.49), respectively, gives the control law

\[
u(t) = - \frac{m}{\beta_{in}} - ke, \quad \beta_{in} > 0, \quad k > 0 \tag{3.66}\]

where

\[
m \Delta \sum_{i=0}^{n-2} \left( n - 2 \right) \left( \beta_{in(i)} \right) + r_{xn}^{(n-1)} - \beta_{in} \left( \frac{n-1}{n} \right)^{\lambda} \sum_{\nu=1}^{n-1} \left( \frac{n-1}{\nu} \right)^{s^{(n-1)-\nu}} \tilde{u}_{(n-1)} + \cdots + a_{m0} \left( \beta_{in} \tilde{u}_{(n-1)} + r_{xn} \right) - k_m \left( r - a_{m(n-1)} r_x \right) \tag{3.67}\]

Note that division by zero in (3.66) will not occur because (3.47) and (3.38) guarantee that \( \beta_{in} \geq \beta_{i(n-1)} \geq \cdots \geq \beta_{1i} \geq \varepsilon > 0 \). Also note that the signals \( \tilde{u}_{i(n-2)} \), \( \tilde{u}_{(n-1)} \) and \( r_{xn}^{(n-1)} \) can be obtained without actual differentiation because they are outputs of proper stable transfer functions with bounded inputs as shown in (3.7) and (3.60). As for the derivatives of the adaptive parameters, they can be replaced by their respective adaptive laws, thus dispensing of the need of differentiations.

Thus, with \( \dot{V} \) in (3.56) being negative definite, the equilibrium state \( e = 0 \) is globally asymptotically stable, i.e. \( e \) is bounded and \( e \to 0 \) as \( t \to \infty \).

Consequently, from (3.52)−(3.53),

\[
e_{mn} \to 0 \quad \text{and} \quad y_n \to y_m \tag{3.68}
\]

Figure 3.5 shows a schematic diagram of overall system.
Figure 3.5: MRAC with uncertain relative degree for \( n^{th} \)-order plant.
3.2.4. Boundedness of All Signals in the Entire Feedback System

With reference to the entire adaptive control system in Fig. 3.1, the following signals have been shown to be bounded:

From the analysis of Identifier \(#1, \ldots, 1\) \# Identifier \(n\) \#:

\(e, e_L, n_0, \alpha, T_n T_1, \alpha_L\) and \(T_n T_1, \beta_L\)

From the analysis of the control law: \(c\) and \(e_{mn}\)

From the reference model: \(r\) and \(y_m\)

The signals that remain to be shown bounded are, in appropriate groups:

Boundedness of \(y_p, y_1, \cdots, y_{(n-1)}\) and \(y_n\):

Since \(y_m, e_{mn}, e_n\) and \(e_{(n-1)}, \cdots, e_1\) are bounded, it follows from (71) and (3.33) that \(y_n, \cdots, y_1\) and \(y_p\) are bounded.

Boundedness of \(\hat{y}_p, \hat{y}_1, \cdots, \hat{y}_{(n-1)}, \hat{y}_p, \hat{y}_1, \cdots, \hat{y}_{(n-1)}, \hat{r}_x, \hat{y}_m, \cdots, y_m^{(n)}, \hat{e}, \hat{e}, \cdots, e^{(n)}, \hat{e}_{mn}, \hat{e}_{mn}, \cdots, e_{mn}^{(n)}\) and \(\hat{y}_n, \hat{y}_n, \cdots, y_n^{(n)}\):

The signals \(\hat{y}_p, \hat{y}_1, \cdots, \hat{y}_{(n-1)}, \hat{y}_p, \hat{y}_1, \cdots, \hat{y}_{(n-1)}, \hat{r}_x\) and \(\hat{y}_m, \cdots y_m^{(n)}\) are outputs of “proper” stable transfer functions with bounded inputs. Hence they are bounded. Also, from (3.57), we see that \(\hat{e}, \hat{e}, \cdots, e^{(n)}\) are bounded. It follows from (3.52) that the same is true of \(\hat{e}_{mn}, \hat{e}_{mn}, \cdots, e_{mn}^{(n)}\). Consequently, from (3.53), \(\hat{y}_n, \hat{y}_n, \cdots, y_n^{(n)}\) are bounded.

Boundedness of \(r_{xn}, \hat{u}_{(n-1)}, \hat{u}_{(n)}, \cdots, \hat{u}_{(2n-2)}, \hat{u}_{(n)}^{(n)}, \cdots, \hat{u}_{(2n-2)}, \hat{e}, \cdots, \hat{e}, \cdots, \hat{y}_{(n-1)}\) and \(\hat{y}_p\):

With bounded \(\hat{y}_n\) from (3.59), if we can show the boundedness of \(r_{xn}\) that gives the
boundedness of \( \tilde{u}_{(n-1)} \). Besides, the numerator of the plant \( P(s) \) needs to be a Hurwitz polynomial in \( s \).

From (3.60), substitute

\[
u = \frac{s^n + a_{n-1}s^{n-1} + a_{n-2}s^{n-2} + \cdots + a_1s + a_0}{b_{n-1}s^{n-1} + \cdots + b_1s + b_0} y_p
\]

from (3.2) and (3.7) gives

\[
r_n = \beta_{2n} \frac{1}{(s + \lambda)^n} \left( \frac{s^n + a_{n-1}s^{n-1} + a_{n-2}s^{n-2} + \cdots + a_1s + a_0}{b_{n-1}s^{n-1} + \cdots + b_1s + b_0} y_p \right) + \cdots
\]

\[
+ \beta_{mn} \frac{1}{(s + \lambda)^{2n-2}} \left( \frac{s^n + a_{n-1}s^{n-1} + a_{n-2}s^{n-2} + \cdots + a_1s + a_0}{b_{n-1}s^{n-1} + \cdots + b_1s + b_0} y_p \right)
\]

\[
+ \alpha_{0n} y_{(n-1)} + \cdots + \alpha_{(2n-2)n} \tilde{y}_{(n-1)(2n-2)} - \lambda y_n
\]

the boundedness of \( r_n \). After we establish the boundedness of \( \tilde{u}_{(n-1)} \), the boundedness of \( \tilde{u}_{(n)}, \cdots, \tilde{u}_{(2n-2)} \) and \( \hat{u}_{(n)}, \cdots, \hat{u}_{(2n-2)} \) follows. The signal \( \hat{c}_1 \) in (3.33) is bounded because \( \tilde{u}_{(n-1)} \), \( \tilde{u} \), \( y_p \) and \( \tilde{y}_p \) are bounded. In a similar fashion, the boundedness of \( \hat{c}_2, \cdots, \hat{c}_n \) can be established. Thus, \( \hat{y}_{(n-1)}, \cdots, \hat{y}_1, \hat{y}_p \) are also bounded due to the boundedness of \( \hat{y}_n \).

Boundedness of \( \hat{\alpha}_{01}, \cdots, \hat{\alpha}_{0n}, \hat{\alpha}_1^T, \cdots, \hat{\alpha}_n^T, \hat{\beta}_{11}, \cdots, \hat{\beta}_{1n}, \hat{\beta}_1^T, \cdots, \hat{\beta}_n^T \) and \( r_n \):

The boundedness of the variables \( \hat{\alpha}_{01}, \cdots, \hat{\alpha}_{0n}, \hat{\alpha}_1^T, \cdots, \hat{\alpha}_n^T, \hat{\beta}_{11}, \cdots, \hat{\beta}_{1n}, \hat{\beta}_1^T, \cdots, \hat{\beta}_n^T \) as given in (69) and (72) can be seen through the substitution of all occurring derivative terms by their respective adaptive laws. Consequently, \( \tilde{r}_n \) (as obtained from 83b) is also bounded.

Boundedness of \( \hat{y}_p, \cdots, \hat{y}_p^{(n)} \) and \( m \):

The boundedness of \( u \) is established from (3.2) if one can show the boundedness of
\( y_p, \dot{y}_p, \ddot{y}_p, \cdots, y_p^{(n)} \). This is demonstrated as follows. Substituting (3.7) and (3.2) into (3.59) to give

\[
\dot{y}_n = \beta_{in} \frac{1}{(s + \lambda)^{n-1}} \left( \frac{s^n + a_{n-1}s^{n-1} + a_{n-2}s^{n-2} + \cdots + a_1s + a_0}{b_{n-1}s^{n-1} + \cdots + b_1s + b_0} y_p \right) + r_{xn}
\]

(3.69)

It is assumed that the sign of \( b_0 \) is known. Without loss of generality, we shall assume the \( n \) cases:

(a). The leading coefficient \( b_{n-1}, b_{n-2}, \cdots, b_1 = 0 \)

\[
\dot{y}_n = b_0^{-1} \beta_{in} \left[ \dot{y}_p + \xi_{n-1} y_p + \frac{\zeta_{n-2}s^{n-2} + \zeta_{n-3}s^{n-3} + \cdots + \zeta_0}{(s + \lambda)^{n-1}} y_p \right] + r_{xn}
\]

(3.70)

Differentiating (3.70) once gives

\[
\ddot{y}_n = b_0^{-1} \left[ \beta_{in} \left( \ddot{y}_p + \xi_{n-1} \dot{y}_p + \frac{\zeta_{n-2}s^{n-2} + \zeta_{n-3}s^{n-3} + \cdots + \zeta_0}{(s + \lambda)^{n-1}} \dot{y}_p \right) \right. \\
\left. + \dot{\beta}_{in} \left( \ddot{y}_p + \xi_{n-1} \dot{y}_p + \frac{\zeta_{n-2}s^{n-2} + \zeta_{n-3}s^{n-3} + \cdots + \zeta_0}{(s + \lambda)^{n-1}} y_p \right) \right] + \ddot{r}_{xn}
\]

Since \( \ddot{y}_n, \dot{\beta}_{in}, \dot{y}_p, \ddot{y}_p \) and \( \ddot{r}_{xn} \) have been shown to be bounded, \( \ddot{y}_p \) is bounded. Using the same approach, differentiating (3.70) twice will leads to the boundedness of \( \ddot{y}_p \). Continuing on in this fashion would lead to the boundedness of \( y_p^{(4)}, \cdots, y_p^{(n)} \).

(b). The treatment of other \( (n-1) \) cases follows the same pattern as above, and is therefore omitted.

With the boundedness of \( u \), the boundedness of \( m \) is assured from (3.67). Thus, all systems in the overall system are bounded.
3.2.5. Convergence of the Tracking Errors

The discussion of the convergence is exactly the same as that in Section 2.2.5. and is omitted.

3.2.6. Simulation Studies

We include a simulation for the case of $n = 3$ which has not been done in the literature.

Simulation 3.2.6.1: 3rd order Identifier Tracking MRAC

The data for the simulation are as follows: 3rd order stable plant, $q=3$

\[
P(s) = \frac{1}{s^3 + 3.5s^2 + 3.5s + 1}, \quad M(s) = \frac{1}{s^3 + 2s^2 + 2s + 1}
\]

\[
r(t) = \begin{cases} 
0 & t \in [0, 10] \\
1 & t \in [10, 160] \& t \in [310, 460] \\
-1 & t \in [160, 310] \& t \in [460, \infty]
\end{cases}
\]

$\lambda = 1$, $k = g = 1$, $e_p = y_p - y_m$

The initial conditions for the adaptive parameters are chosen in accordance with (3.38) and (3.47), in this case:

$\beta_{11}(0) = 0.5 \geq k_{\text{lower}}$, $\beta_{21}(0) = 1$ ($k_{\text{lower}}$ is taken to be 0.01),

$\beta_{12}(0) = 0$, $\beta_{22}(0) = 0$,

$\alpha_{01}(0) = \alpha_{11}(0) = \alpha_{21}(0) = \alpha_{02}(0) = \alpha_{12}(0) = \alpha_{22}(0) = 0$

Simulation results are shown as figure 3.6.
Figure 3.6: 3rd order stable plant, q=3. (a) tracking error, (b) reference input signal, (c) plant vs reference output and (d) control signal u
Simulation 3.2.6.2: 3\textsuperscript{rd} order Identifier Tracking MRAC

The data for the simulation are as follows: 3\textsuperscript{rd} order stable plant, q=3

\[ P(s) = \frac{1}{s^3 + 4s^2 + 3s}, \quad M(s) = \frac{1}{s^3 + 2s^2 + 2s + 1} \]

\[ r(t) = \begin{cases} 
0 & t \in [0,10] \\
1 & t \in [10,160] & t \in [310, \infty) \\
-1 & t \in [160,310] 
\end{cases} \]

\[ \lambda = 1, \quad k = g = 1, \quad e_p = y_p - y_m \]

The initial conditions for the adaptive parameters are chosen in accordance with (3.38) and (3.47), in this case:

\[ \beta_{11}(0) = 1 \geq k_{lower}, \quad \beta_{21}(0) = 2 \quad (k_{lower} \text{ is taken to be } 0.01), \]

\[ \beta_{12}(0) = 1, \quad \beta_{22}(0) = 1, \]

\[ \alpha_{01}(0) = \alpha_{11}(0) = \alpha_{21}(0) = \alpha_{02}(0) = \alpha_{12}(0) = \alpha_{22}(0) = 1 \]

Simulation results are shown as figure 3.7.
Figure 3.7: $3^{rd}$ order stable plant, $q=3$. (a) tracking error, (b) reference input signal, (c) plant vs reference output and (d) control signal $u$
Simulation 3.2.6.3: 3\textsuperscript{rd} order Identifier Tracking MRAC

The data for the simulation are as follows: 3\textsuperscript{rd} order unstable plant, q=3

\[ P(s) = \frac{1}{s^3 + 4s^2 - 3s}, \quad M(s) = \frac{1}{s^3 + 2s^2 + 2s + 1} \]

\[ r(t) = \begin{cases} 
0 & t \in [0, 10] \\
1 & t \in [10, 160] \& t \in [310, \infty] \\
-1 & t \in [160, 310] 
\end{cases} \]

\[ \lambda = 1, \quad k = g = 1, \quad e_p = y_p - y_m \]

The initial conditions for the adaptive parameters are chosen in accordance with (3.38) and (3.47), in this case:

\[ \beta_{11}(0) = 1 \geq k_{\text{lower}}, \quad \beta_{21}(0) = 2 \quad (k_{\text{lower}} \text{ is taken to be } 0.01), \]

\[ \beta_{12}(0) = 1, \quad \beta_{22}(0) = 1, \]

\[ a_{01}(0) = a_{11}(0) = a_{21}(0) = a_{02}(0) = a_{12}(0) = a_{22}(0) = 1 \]

Simulation results are shown as figure 3.8.
Figure 3.8: 3rd order unstable plant, q=3. (a) tracking error, (b) reference input signal, (c) plant vs reference output and (d) control signal u
Simulation 3.2.6.4: 3\textsuperscript{rd} order Identifier Tracking MRAC

The data for the simulation are as follows: 3\textsuperscript{rd} order stable plant, q=3

\[ P(s) = \frac{1}{s^3 + 4s^2 + 3s} \quad \text{and} \quad M(s) = \frac{1}{s^3 + 2s^2 + 2s + 1} \]

\[ r(t) = 2\sin(0.2t) \]

\[ \lambda = 1, \quad k = g = 1, \quad e_p = y_p - y_m \]

The initial conditions for the adaptive parameters are chosen in accordance with (3.38) and (3.47), in this case:

\[ \beta_{11}(0) = 1 \geq k_{\text{lower}}, \quad \beta_{21}(0) = 1 \quad (k_{\text{lower}} \text{ is taken to be 0.01}), \]

\[ \beta_{12}(0) = 1, \quad \beta_{22}(0) = 1, \]

\[ \alpha_{01}(0) = \alpha_{11}(0) = \alpha_{21}(0) = \alpha_{02}(0) = \alpha_{12}(0) = \alpha_{22}(0) = 1 \]

Simulation results are shown as figure 3.9.
Figure 3.9: 3\textsuperscript{rd} order stable plant, q=3. (a) tracking error, (b) reference input signal, (c) plant vs reference output and (d) control signal u
Simulation 3.2.6.5: 3\(^{rd}\) order Identifier Tracking MRAC

The data for the simulation are as follows: 3\(^{rd}\) order stable plant, q=2

\[
P(s) = \frac{s + 3}{s^3 + 3.5s^2 + 3.5s + 1}, \quad M(s) = \frac{1}{s^3 + 2s^2 + 2s + 1}
\]

\[
r(t) = \begin{cases} 
0 & t \in [0, 10] \\
1 & t \in [10, 160] \& t \in [310, \infty] \\
-1 & t \in [160, 310]
\end{cases}
\]

\[
\lambda = 1, \quad k = g = 1, \quad e_p = y - y_m
\]

The initial conditions for the adaptive parameters are chosen in accordance with (3.38) and (3.47), in this case:

\[
\beta_{11}(0) = 0.5 \geq k_{\text{lower}}, \quad \beta_{21}(0) = 1 \quad (k_{\text{lower}} \text{ is taken to be 0.01}),
\]

\[
\beta_{12}(0) = 0, \quad \beta_{22}(0) = 0,
\]

\[
\alpha_{01}(0) = \alpha_{11}(0) = \alpha_{21}(0) = \alpha_{02}(0) = \alpha_{12}(0) = \alpha_{22}(0) = 0,
\]

Simulation results are shown as figure 3.10.
Figure 3.10: 3rd order stable plant, q=2. (a) tracking error, (b) reference input signal, (c) plant vs reference output and (d) control signal u
Simulation 3.2.6.6: 3rd order Identifier Tracking MRAC

The data for the simulation are as follows: 3rd order unstable plant, q=2

\[ P(s) = \frac{s + 0.5}{s^3 + 4s^2 - 3s}, \quad M(s) = \frac{1}{s^3 + 2s^2 + 2s + 1} \]

\[ r(t) = \begin{cases} 
0 & t \in [0, 10] \\
1 & t \in [10, 40] \& t \in [70, \infty] \\
-1 & t \in [40, 70] 
\end{cases} \]

\[ \lambda = 1, \quad k = g = 1, \quad e_p = y_p - y_m \]

The initial conditions for the adaptive parameters are chosen in accordance with (3.38) and (3.47), in this case:

\[ \beta_{11}(0) = 1 \geq k_{lower}, \quad \beta_{21}(0) = 2 \quad (k_{lower} \text{ is taken to be } 0.01), \]

\[ \beta_{12}(0) = 0, \quad \beta_{22}(0) = 0, \]

\[ \alpha_{01}(0) = \alpha_{11}(0) = \alpha_{21}(0) = \alpha_{02}(0) = \alpha_{12}(0) = \alpha_{22}(0) = 0, \]

Simulation results are shown as figure 3.11.
Figure 3.11: 3rd order unstable plant, q=2. (a) tracking error, (b) reference input signal, (c) plant vs reference output and (d) control signal $u$
Simulation 3.2.6.7: 3\textsuperscript{rd} order Identifier Tracking MRAC

The data for the simulation are as follows: 3\textsuperscript{rd} order stable plant, $q=1$

$$P(s) = \frac{s^2 + s + 1}{s^3 + 3.5s^2 + 3.5s + 1}, \quad M(s) = \frac{1}{s^3 + 2s^2 + 2s + 1}$$

$$r(t) = \begin{cases} 
0 & t \in [0, 10] \\
1 & t \in [10, 40] \& t \in [70, \infty] \\
-1 & t \in [40, 70] 
\end{cases}$$

$\lambda = 1$, $\alpha = \beta = 1$, $e_p = y_p - y_m$

The initial conditions for the adaptive parameters are chosen in accordance with (3.38) and (3.47), in this case:

$\beta_{11}(0) = 0.5 \geq k_{\text{lower}}$, $\beta_{21}(0) = 1$ ($k_{\text{lower}}$ is taken to be 0.01),

$\beta_{12}(0) = 0$, $\beta_{22}(0) = 0$,

$\alpha_{01}(0) = \alpha_{11}(0) = \alpha_{21}(0) = \alpha_{02}(0) = \alpha_{12}(0) = \alpha_{22}(0) = 0$,

Simulation results are shown as figure 3.12.
Figure 3.12: 3rd order stable plant, q=1. (a) tracking error, (b) reference input signal, (c) plant vs reference output and (d) control signal u
Simulation 3.2.6.8: 3rd order Identifier Tracking MRAC

The data for the simulation are as follows: 3rd order unstable plant, \( q=1 \)

\[
P(s) = \frac{s^2 + s + 1}{s^3 + 4s^2 - 3s}, \quad M(s) = \frac{1}{s^3 + 2s^2 + 2s + 1}
\]

\[
r(t) = \begin{cases} 
0 & t \in [0, 10] \\
1 & t \in [10, 40] \& t \in [70, \infty] \\
-1 & t \in [40, 70]
\end{cases}
\]

\[
\lambda = 1, \quad k = g = 1, \quad e_p = y_p - y_m
\]

The initial conditions for the adaptive parameters are chosen in accordance with (3.38) and (3.47), in this case:

\[
\beta_{11}(0) = 0.5 \geq k_{lower}, \quad \beta_{21}(0) = 1 \quad (k_{lower} \text{ is taken to be } 0.01),
\]

\[
\beta_{12}(0) = 0, \quad \beta_{22}(0) = 0,
\]

\[
\alpha_{01}(0) = \alpha_{11}(0) = \alpha_{21}(0) = \alpha_{02}(0) = \alpha_{12}(0) = \alpha_{22}(0) = 0
\]

Simulation results are shown as figure 3.13.
Figure 3.13: 3rd order unstable plant, q=1. (a) tracking error, (b) reference input signal, (c) plant vs reference output and (d) control signal $u$
CHAPTER 4
CONCLUSIONS

4.1 General Conclusions

In this dissertation, a new design method of MRAC for LTI systems with unknown degree is proposed. The scheme integrates a total of \( n \) layers of identifiers in the control where \( n \) is the order of plant. The method is first introduced for 2-nd order plants with unknown relative degrees. Then it is extend to the case of \( n \)-th order plants. The key points of this method are 1) a new parameterization scheme is developed to create one structure for plants with different unknown relative degrees. This structure can be seen to encompass the various relative-degree cases of an \( n \)-th order plant. The proposed control system is based on this structure. 2) A stacked-identifier based structure is implemented. The structure of each layer of identifiers is constructed according to the structure of the plant. Thus, the deviation between the designed identifier output and the plant output is expected to be small.

The following steps are implemented to achieve this goal:

1. Appropriately reparametrize the plant with uncertain relative degrees according to the order of the plant so that identifiers can be constructed based on this reparameterization.

2. Set up the first identifier which mimics the structure of the plant directly. Parameter adaptive laws are established to make the plant output asymptotically track the identifier output.

3. Identifiers 2 up to \( N \) are constructed. Input of each layer of identifier is the output of previous one. Adaptive laws are established to make output of the lower layer asymptotically track the output of upper layer.
4. Design a control law to make the identifier output asymptotically track the reference model output. That means output of the plant will track that of the reference model asymptotically.

5. Show all the signals are bounded by using Lyapunov stability theory.

6. Show that all tracking errors are converged to zero.

The new method allows relaxation of one of the crucial assumptions of MRAC. Simulations for the cases of $n = 2$ and $n = 3$ are given to demonstrate the effectiveness of this new method.

In conclusion, an adaptive system is designed based on a new parameterization scheme. It successfully achieves the goal to design a MRAC system without the knowledge of its relative degree.

4.2 Future Research

We have developed a fundamental theory for identifier-tracking MRAC of linear time-invariant plants. Some future works are as follows:

A. For linear plants:
   - Extension of the continuous time schemes to the discrete time case.
   - Extension of the single-input single-output plants to multi-input multi-output plants.
   - Development a new parameter identification algorithm.
   - Robustness in the presence of unmodeled dynamics, time-varying parameters, and other perturbations.

B. For nonlinear plants:

Existing adaptive techniques for nonlinear systems generally require a linear parameterization of the plant dynamics. The two main approaches for constructing adaptive controllers are model-reference adaptive control (MRAC) and self-tuning (ST). The difference between MRAC
and ST arise from different perspectives. The MRAC, being updated the parameters as to minimize the tracking errors between the plant output and reference output. In ST, parameters update in another way to minimize the data-fitting error in input-output measurements. The existing theory for nonlinear adaptive controls requires the following conditions:

(a). The nonlinear plant can be linearly parameterized.
(b). The full state is measurable.
(c). Nonlinearities can be canceled stably by the control input if the parameters are known.

The new method of reparameterization developed in this dissertation may find application in the adaptive control of nonlinear systems.
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