EPISODIC TASK PLANNING AND LEARNING
IN PERVASIVE ENVIRONMENTS

by

YONG LIN

Presented to the Faculty of the Graduate School of
The University of Texas at Arlington in Partial Fulfillment
of the Requirements
for the Degree of

DOCTOR OF PHILOSOPHY

THE UNIVERSITY OF TEXAS AT ARLINGTON
December 2010
Copyright © by YONG LIN 2010

All Rights Reserved
ACKNOWLEDGEMENTS

I would like to thank my supervising professor Dr. Fillia Makedon for constantly motivating and encouraging me, and also for her invaluable advice during the course of my doctoral studies. She guides me to the research towards the intelligent robot in the area of pervasive assistive environments. I also wish to thank my academic advisors Dr. Chris Ding, Dr. Heng Huang, Dr. Gutemberg Guerra-Filho and Dr Yonghe Liu for their interest in my research and for taking time to serve on my dissertation committee. My research using Markov decision processes and game theory for the autonomous robot is after the suggestion of Prof. Ding. I also want to thank Prof. Huang for his guidance of machine learning and classification techniques. His knowledge and insights were very helpful to me.

I would also like to extend my appreciation to the Computer Science and Engineering department of the University of Texas at Arlington, for providing financial support for my doctoral studies. I am especially grateful to Dr. Manfred Huber, who opened the gateway and aroused my interest of the area of uncertainty and artificial intelligence. I am grateful to all the teachers who taught me during the years I spent in school, first in China, and finally in the Unites States. I would like to thank Dr. Shuwang Lu for encouraging and inspiring me to pursue graduate studies.

I joined the Heracleia Human-Centered Computing Laboratory in May 2008. From that time on, the working environment of the lab boosts my interest in research for methods of pervasive assistive environments. I thank all the members of the Heracleia lab. Especially, I wish to thank Dr. Zhengyi Le, Dr. Eric Becker for their support and encouragement, so that I can start the research on assistive technologies.
Finally, I would like to express my deep gratitude to my family who has encouraged and inspired me and sponsored my undergraduate and graduate studies. I am extremely fortunate to be so blessed. I am also extremely grateful to my mother, sister and wife for their sacrifice, encouragement and patience. I also thank several of my friends who have helped me throughout my career.

This work is supported in part by the National Science Foundation under award number CT-ISG 0716261, MRI 0923494 and CPS 1035913. Any opinions, findings, and conclusions or recommendations expressed in this publication are those of the author(s) and do not necessarily reflect the views of the National Science Foundation.

November 18, 2010
During planning and control of autonomous robots in a pervasive environment designed to serve people, we will inevitably face the situations of needing to perform multiple complex tasks. Management and optimization of the execution of complex tasks involve the design of efficient approach and framework based on algorithm, artificial intelligence, machine learning, cognitive science, etc. In this dissertation, we have developed a new method for complex task planning of robots, so that they can improve the service for the elderly and the disabled. The word “episode” comes from the Greek word “ἐπεισδιάσο”, which means “event”, or “occurrence”. Humans learn and plan from past episodes by connecting them to the current environment and the task at hand. In cognitive science, episodic memory refers to “a human memory subsystem that is concerned with storing and remembering specific sequences and occurrences of events pertaining to a person’s ongoing perceptions, experiences, decisions and actions” [1]. It helps a human plan the next task. In recent years, researchers have begun to realize the importance of episodic memory to artificial intelligence and cognitive robots, and the episodic like approaches to general event processing.
We propose a computational framework that utilizes the idea of episodic memory to cope with robot planning on complex tasks. Our approach is based on the traditional mathematical model of Markov decision processes, combining the episodic memory approach. In this way, it provides a human-like thinking for autonomous robots, so that they can accomplish complex tasks in pervasive assistive environments, and thus achieve the goal of assisting the everyday living of people. In regard to the traditional hierarchical algorithms for Markov decision processes, although they have been proved to be useful for the problem domains with multiple subtasks due to their strength in task decomposition, they are weak in task abstraction, something that is more important for task analysis and modeling. Using episodic task planning and learning, we propose a task-oriented design approach, which addresses the functionality of task abstraction. Our approach builds an episodic task model from different problem domains, which the robot uses to plan at every step, with more concise structure and much improved performance than the traditional hierarchical model. According to our analysis and experimental evaluation, our approach has shown to have better performance than the existing hierarchical algorithms, such as MAXQ [2] and HEXQ [3].

We further introduce a hierarchical multimodal framework for robot planning in multiple-sensor pervasive environments, using multimodal POMDPs. Considering realistic assistive applications may be time-critical and highly related with the risk of planning, we develop a risk-aware approach, allowing robots to possess risk attitudes [4] in their planning. Thus, we have answered the question of how to plan and make sequential decisions efficiently and effectively under complex tasks in pervasive assistive environments, which is very important for the design of applications to assist the living of the elderly and the disabled.
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A pervasive assistive environment is a smart home space that provides healthcare monitoring and assists the elderly and the disabled people. The domestic equipment automation system, the pervasive computing and data mining based healthcare monitoring system, and the robot service system are three branches for the platform of assistive environments. Wireless sensors, cameras, PDAs and healthcare monitoring devices are used to detect user activity and health [6, 7]. With accurate information of the human, such as the living habits and daily activities, it is possible to analyze the physical and mental state of the human.

The elderly and the disabled are a special group of users that deserve special care. A simple and friendly human-machine interface is necessary for the assistive environment instruments. For the increasing number of elderly and disabled that live alone, it becomes a social problem to introduce a good solution to provide service and support for their activities of daily living (ADL) [8]. Sensor networks provide a mechanism to detect a person’s activity. Using data-mining techniques, we are able to analyze the intention and health of a person. However, only the robot as an autonomous instrument is able to sense the world and change the world.

The concept of service robot has emerged over the past decades. The service robot has successfully found its way in society as factory robot, cleaning robot, coffee robot, rescue robot, etc. Planning, navigation, decision making and learning is the basic abilities for a robot to make good service for the user.
1.1 Motivation

How could a robot serve humans effectively and efficiently. This is a problem that researchers want to solve for many years, looking at different aspects of the problem. Generally speaking, a robot needs to organize its service to humans as tasks. A task is often referred to a specific process with goals or termination conditions. Tasks are highly related to situation assessment, decision making, planning and execution. For each task, we achieve its goals by a series of actions. A complex task contains not only different kinds of actions, but also various internal relationships, such as causality, hierarchy, etc.

An assistive robot in pervasive environments faces many types of tasks. Take a healthcare robot that serves medicine to a patient as an example (Figure 1.1). It has to get a cup of water and a bottle of medicine first, then it delivers the water and medicine to the patient. This is a rather simple task for a human. When it comes to a robot, we have to consider how to optimize its planning and execution. A more complex situation of the task is, if only one of the three cups has water, and only one of the two bottles has medicine, while the robot does not know exactly which cup has water and which bottle has medicine, then this task has to involve a complex process of searching. This may greatly increase the complexity of the problem domain. A similar domain with the medicine domain is RockSample [9], in which a robot explores in square region to determine the usability of several rocks located throughout the area. In these cases, the tasks have partially observable factors, that is, the medicine robot cannot determine whether the cup is full of water until it comes close to the cup, and the exploring robot has to come close to the rock until it has a probability 1 to make a successful check of the usability of the rock.

Markov decision processes (MDPs) serve as useful mathematical tools to model the assistive tasks in a pervasive environment. An MDP is a model that an agent interacts synchronously with an environment that is fully observable. It assumes the sensor system of the agent is precise enough such that it can observe every state with probability 1. Partially Ob-
servable Markov Decision Processes (POMDPs) are generalized forms of MDPs, in which the observations are considered to have some certain probabilities [10]. POMDPs are more flexible to deal with uncertainty in different tasks. In [11], POMDPs are proposed for the planning system to remind people with dementia or cognitive disabilities to wash hands. Some research works incorporate dynamic Bayesian networks to strengthen POMDP [12], which is modeled as factored POMDPs. It is proposed for the spoken dialogue management system served to order the ticket. However, early problems of (PO)MDPs have often been constrained in small state spaces and simple tasks. For example, Hallway is a task in which a robot tries to reach a target in a 15-grids apartment [10]. Considering the task structure, this process has only a single goal. The difficulties come from noisy observations by imprecise sensors equipped on the robot, instead of the task. Although (PO)MDPs have been accepted as successful mathematical approaches to model planning and controlling processes, without an efficient solution for big state spaces and complex tasks, we cannot apply these models on more general problems in the real world. In a simple task of grasping an object, the number of states reaches $|S| = 1253$ [13]. If the task domain becomes
complex, it will be even harder to utilize these models. Suppose an agent aims to build a house, there will be thousands of tasks, with different configurations of states, actions and observations.

Compared to other task planning approaches, such as STRIPS or Hierarchical Task Network [14], (PO)MDPs consider the optimization for every step of the planning. Therefore, (PO)MDPs are more suitable for planning problems of intelligent agents. However, for task management, the (PO)MDP framework is not as powerful as the Hierarchical Task Network (HTN) planning [15]. HTN is designed to handle problems with many tasks. Primitive tasks can be executed directly, and non-primitive tasks will be decomposed into subtasks, until every subtask becomes a primitive task. This idea is adopted in the hierarchical partially observable Markov decision processes (HPOMDPs) [16]. Actions in HPOMDPs are arranged in a tree. A task will be decomposed into subtasks. Each subtask has an action set containing primitive actions and/or abstract actions. In fact, a hierarchical framework for (PO)MDPs is an approach that builds up a hierarchical structure to invoke the abstract action subfunctions. Although inherited the merits of task management from HTN, the hierarchical (PO)MDPs do not specially address the optimization of the big state space problem. Another solution considers multiple tasks as a merging problem using multiple simultaneous MDPs [17]. This solution does not specially consider the characteristic of different tasks, and it limits the problem domains to be MDPs.

Existing hierarchical approaches such as MAXQ [2] emphasize the decomposition of abstract actions, rather than discovering the internal relationship of subtasks. Compared to MAXQ, the VISA algorithm [18] is more close to an episodic relationship because it can depict the causal relationships between different state variables. Unfortunately, the causal relationships of VISA are correlated with state variables, rather than states, not to mention task-related states. While in the episodic task learning, we apply the relationships between abstract states, which are task-related states. Like the states defined in state space,
an abstract state is a reasonable combination of state variables. The difference between states and abstract states is, in our task-oriented approach, we extract the most useful task-related states as the abstract states. The author of HEXQ [3] clearly proposes a concept of skill-reuse. If a reinforcement learning agent can find and learn reusable subtasks and in turn employ them to learn higher level skills, then it should be more efficient than an agent without the skill-reuse. This idea is close to our proposition of task learning. Unfortunately, as examined in our experiments, the performance of HEXQ is not as good as other hierarchical approaches.

A cognitive robot is a robot that is human-aware [19], in order to improve the possibility to cohabitate with a human, and strengthen the human-robot interaction. Research into the development of a human-like thinking [20, 21] of a robot aims at enabling the robot to remember scenarios encountered, and use memory as experiences to improve the future planning.

When tasks to assist people are too complex for a robot to decide what to do next, the task planner wants to utilize a smarter framework for the sequential decision-making. An effective approach can be considered is the human-like thinking approach. In fact, artificial intelligence is motivated just using some mathematical, algorithm or other theoretical technologies to simulate the smart humankind. In this dissertation, we propose a new approach for the task planning, which we call *episodic task planning*, we also describe how to learn such a episodic task framework. The word of *episodic* comes from episodic memory from cognitive science [22]. In recent years, *episodic memory* for autonomous robots has become a hot research topic [5, 23]. There is also work on using intelligent agents that incorporate human-like thinking, so as to become cognitive robots [24, 21].

Our approach of episodic task planning and learning provides a computational framework and a solid mathematical foundation for the robot planning with human-like thinking. It is known as episodic memory, referring a functionally subsystem of human memory that
is concerned with storing and remembering specific sequences of events pertaining to a person’s ongoing perceptions, experiences, decisions and actions [1]. The human memory can be divided into short term memory (working memory) and long term memory. The short term memory stores information recently received or needed for further processing. The long term memory consists of three parts [25]:

- **Semantic Memory**: It is a network of associations and concepts that underlies our basic knowledge of the word meanings, categories, facts and propositions.
- **Procedural Memory**: It is memory for behavior or motor skills, or more generally, perceptuomotor or ideomotor skill. The skill such as riding a bicycle, swimming is a procedural memory.
- **Episodic Memory**: It involves the literal re-experiencing of past events-the bringing back to awareness of previous experiential episodes. A human accesses this memory if he can say “I remember”.

Episodic memory is concerned with unique, concrete, personal experience dated in the person’s past (e.g. a trip to a park). On the other hand, semantic memory [26] refers to a person’s abstract, timeless knowledge of the world (e.g. the color of the sky).

We propose a task-oriented design approach. Specifically, we use the concept of task abstraction, which is a snapshot of a scenario. When a planner comes to such a snapshot, it will arouse the planner to recall previous memory about a similar episode. Then the planner will be able to follow its stored experiences to execute the current situation. Our computation framework is based on Markov decision processes (MDPs) and partially observable Markov decision processes (POMDPs). We improve the original design of (PO)MDPs based approaches and incorporate the advantages of episodic memory, as a result, we call this approach episodic task planning and learning.

We further introduce a hierarchical multimodal framework for robot planning in a pervasive environment, using multimodal POMDPs, which models our approach to solve
real-world problems in pervasive environments. Considering that realistic applications may be risk-sensitive, we use a risk-aware approach for the task planning. As a result, we answer the question of planning and decision-making for complex tasks in pervasive assistive environments, which is very important for the design of assistive applications. The episodic task planning and learning forms the core part of our approach.

1.2 Significance

In this work, we answer a fundamental question about how to effectively plan the actions of a robot in complex pervasive environments. Our computational framework makes sequential decisions for the execution of tasks. This is significant in the following aspects:

Compared to the episodic memory approach, our approach provides an ability to optimize the system using global data, rather than simply to correlate an episode with an event. We use the classical models of MDPs and POMDPs that have been proved to be a rather flexible and powerful mathematical tools to optimize the action control of robots. It provides a strong computational framework for the execution of tasks and the completion of objectives.

On the other hand, considering the traditional hierarchical algorithms for MDPs, although they are strong in task decomposition, they are weak in task abstraction, which is more important for task analysis and modeling. In this work, we propose a task-oriented design to strengthen the task abstraction. Our approach learns an episodic task model from the problem domain, with which the planner obtains the same control effect, with concise structure and much improved performance than the original model. According to our analysis and experimental results, our approach has better performance than the existing hierarchical algorithms, such as MAXQ and HEXQ. More importantly, our approach pro-
vides a way to learn and store experiences, and make use of these experiences for future planning and execution.

We also provide solutions for multimodal and risk attitudes factors in planning systems. We give examples to explain how to solve these problems. As a result, the question of how to make planning in pervasive environments that have complex tasks is answered in this dissertation.

1.3 Outline

The remainder of this dissertation is organized as follows. Chapter 2 introduces the technical preliminaries of MDPs and POMDPs, and gives an algorithm for POMDPs. Chapter 3 shows how episodic task learning can be used by intelligent agents to effectively and efficiently make sequential decisions to serve people in assistive pervasive environments. Chapter 4 further introduces a hierarchical framework for multimodal POMDPs. The application background is a reminder system to serve people with cognitive impairments. Chapter 5 explains how to deal with risk-aware planning in pervasive environments. Chapter 6 discusses the results and gives ideas for future work.
CHAPTER 2
PLANNING IN PARTIALLY OBSERVABLE DOMAINS

2.1 Introduction of MDPs and POMDPs

A Markov Decision Process (MDP) [27, 28] is a model to solve sequential decision making under uncertainty. An MDP defines the model an agent interacts synchronously in fully observable environments. The fully observable environment is an ideal assumption. It assumes the sensor system of the agent is precise enough such that it can observe every state with probability 1. The model is described as a tuple \( M_{mdp} = \langle S, A, T, R, \gamma \rangle \), where \( S \) is a set of states, \( A \) is a set of actions, \( T(s, a, s') \) is the transition probability from state \( s \) to \( s' \) using action \( a \), \( R(s, a) \) defines the reward when executing action \( a \) in state \( s \), and \( \gamma \) is the discount factor. The optimal state-action mapping for the \( t^{th} \) step, denoted as \( \pi_t \), can be calculated by the optimal \((t-1)\)-step value function \( V_{t-1} \):

\[
\pi_t(s) = \arg_a V_t(s) = \arg \max_a Q_t(s, a) = \arg \max_a \left[ R(s, a) + \gamma \sum_{s' \in S} T(s, a, s')V_{t-1}(s') \right].
\] (2.1)

where \( V_t(s) \) is the value of a state \( s \) in the time step \( t \), and \( Q_t(s, a) \) is the \( Q \)-value of a state \( s \), given an action \( a \) in the time step \( t \).

This is originally known as Bellman equation [29]. It is solved using dynamic programming, with convergence condition as \( \max_s |V_t(s) - V_{t-1}(s)| < \varepsilon \).

A POMDP models an agent’s action in an uncertainty world. At each time step, the agent needs to make a decision based on collected historical information. A policy is defined as a function of action selection under stochastic state transitions and noisy obser-
A POMDP is represented as $M_{pomdp} = \langle S, A, O, T, \Omega, R, \gamma \rangle$, where $S$ is a finite set of states, $A$ is a set of actions, $O$ is a set of observations. At each time step, the agent lies in some state $s \in S$. After taking an action $a \in A$, the agent goes into a new state $s'$. The transition is a conditional probability function $T(s, a, s') = p(s'|s, a)$, which is the probability the agent lies in $s'$, after taking action $a$ in state $s$. The agent makes observations to gather information, with observation result $o \in O$. This is modeled as a conditional probability, $\Omega(s, a, o) = p(o|s, a)$.

Now that the POMDP has to model the planning with partially observable information, it introduces a concept of belief state, representing how much belief an agent assigns to the possible states in which it resides. After belief state is taken into consideration, the original POMDP model changes to a seemingly fully observable MDP model, denoted as $M_{pomdp-B} = \langle B, A, O, \tau, R, b_0, b_g, \gamma \rangle$, where $b_0$ is the initial belief state, and $b_g$ is the absorbing states, representing the goals and/or termination states (RockSample [9] is a typical example using termination states. POMDP processes without any goal or termination state are theoretically feasible. If this condition is considered, we can simply set $b_g = null$). The $B$ is a set of belief states, i.e. belief space. The $\tau(b, a, b') = p(b'|b, a)$ is the probability the agent changes from $b$ to $b'$ after taking action $a$. The $R(b, a) = \sum_s R(s, a) b(s)$ is the reward for belief state $b$.

The POMDP framework is used as a control model for an agent. In a control problem, a utility is defined as a real-valued parameter to determine the action of an agent at every time step. This is represented as a real-valued reward $R(s, a)$, which is a function of state $s$ and action $a$. The optimal action selection becomes a problem to find a sequence of actions $a_1, \ldots, a_t$ to maximize the expected sum of rewards $E \left( \sum_t \gamma^t R(s_t, a_t) \right)$. When we use a discount factor $\gamma$, the values can converge to a fixed number. When states are not fully observable, the goal becomes to maximize the expected reward for each belief. The $n^{th}$ horizon value
function can be built from the previous value $V_{n-1}$ using a backup operator $H$, i.e. $V = HV'$. The value function is formulated as the following Bellman equation

$$V(b) = \max_{a \in A} [R(b, a) + \gamma \sum_{b' \in B} \tau(b, a, b')V(b')] \tag{2.2}$$

Here, $b'$ is the next step belief state,

$$b'(s) = b_t(s') = \eta \Omega(s', a, o) \Sigma_{s \in S} T(s, a, s') b_{t-1}(s), \tag{2.3}$$

where $\eta$ is a normalizing constant.

When optimized exactly, this value function is always piece-wise linear and convex in the belief space [30].

### 2.2 POMDP Solutions

The uncertainty property and the scale of problems affect the solution of POMDP. Various approaches have been proposed in prior works.

Value iteration is an approach originated from utility theory [31]. Some early algorithms, such as Witness [32], consider the use of exact value function for belief states. Unfortunately, the time and space complexity of an exact value iteration makes it only suitable to solve POMDPs with dozens of states. More researchers try to find approximate methods for value iteration. A smooth and differentiable approximation method called SPOVA is proposed in [33]. A Boyen-Koller approximation algorithm for belief states is proposed in [34]. It requires the model to be specified as a dynamic Bayesian network. In [35], belief states are approximated by sets of (weighted) samples drawn from particle filter. When a new belief state is encountered, its Q-value is obtained by finding $k$ nearest neighbors from the historical records, with result being the linearly averaging of the Q-values.

The MDP heuristic is considered in $Q_{MDP}$ [10] to solve POMDPs. The Q-value for belief state $b$ is estimated at $Q_a(b) = \sum_s b(s)Q_{MDP}(s, a)$. Policies within $Q_{MDP}$ do not take
actions to gain information, and decisions are made under current uncertain information. Therefore, $Q_{MDP}$ can lead to loops of belief states [10]. Several methods are considered to improve the MDP heuristic approach. The most-likely-state approximation computes the most likely state $x^* = \arg \max_x b(x)$, and defines $\pi(b) = \pi^{MDP}(x^*)$. A transition entropy Q-MDP algorithm is proposed in [36]. From the experimental results of Hallway2 problem, the goal achievement percentage is 63.7%, compared to 3.9% for Q-MDP.

Reachable belief state based algorithms (such as PBVI [37], Randomized PBVI [38]) are considered as a substitute for each belief update. PBVI produces new beliefs in a single step forward trajectory for every action. It only keeps one belief state that is farthest away from any points already in the belief set $B$. The randomized PBVI initiates reachable belief states by randomly exploring the environment. Instead of backing up every $b \in B$, it backs up random belief states, instead of every $b \in B$. Classification and pattern adaptation are used in [39] to find a decomposition of belief space into a small number of belief features. The planning is taken over a low-dimensional space by discerning features and using standard value iteration to find policies over discrete beliefs. However, utilizing the classification technique on the belief spaces, the efficiency issue needs to be taken into consideration. Another is the cluster approach to aggregate states [40], according to the optimal MDP values. The soft clustered belief space is then projected onto the POMDP. A framework extended from Bayesian reinforcement learning on the POMDP problem domains is proposed in [41]. It relies on the Dirichlet distribution to approximate the infinite belief space to a finite space.

Several approaches based on AND-OR trees and AND-OR graphs are proposed in [42] to eliminate repeated states. In such a tree or a graph, OR-nodes represent action choices by the planning agent, and AND-nodes represent the arrival of percepts. The purpose is to provide a redundant structure to solve domains with huge belief states. In this paper, we propose a least visited belief point reassignment (LVBPR) technique, which is
proved to be useful to limit the increase the belief space, and without a complex and redundant structure.

2.3 Belief Value Iteration with MDP Heuristic

In this section, we introduce the MDP heuristic based value iteration algorithm for POMDPs.

2.3.1 Belief States Approximation

If the environment is not fully observable to an agent, the first work is to find out a quantification representation of the environment. This is why we consider belief states. Belief states are continuous probabilities representing the current realization of an uncertain environment. A belief state is the realized state of the world from sufficient statistic of the history information. A POMDP model can be solved using $M_{pomdp-B}$. The belief states approximation becomes an estimation from an infinite continuous belief space to a finite discrete belief space, denoted as $\tilde{B} = SE(B)$, where $SE$ is the belief state estimation function. The solution becomes $M_{pomdp-B} = \langle \tilde{B}, A, O, V, \Pi, \tau, R, b_0, b_g, \gamma \rangle$, where $V(s)$ is the optimal value derived from $M_{MDP}$. Correspondingly, the value of belief state $b$ is denoted as $V(b)$. The $\Pi(b)$ is the optional set of optimal actions for belief state $b$, and $\tilde{B}$ is a finite set of belief states, compared to the infinite set of belief states $B$.

In a point-based approach, a belief space is built using the reachable points of belief states [37]. A belief state $b \in B$ is a probability distribution over discrete state space $s_{1..n}$, $\sum_{s=1}^{n} b(s) = 1$. A belief point is a label to identify the belief state $b$, denoted as $\tilde{b}$. The identification of a belief state $b \in B$ is a classification of belief points in the belief space. Our method has two stages. In the first stage, we use binary discrimination as a rough classification of the probability distributions. Let $b_1, b_2$ be two belief states with the same state space. We can easily get two binary similarities:
1. $b_1$ and $b_2$ are $\varepsilon$-binary similar iff $\forall s, b_1(s) > \varepsilon \land b_2(s) > \varepsilon$, or $b_1(s) \leq \varepsilon \land b_2(s) \leq \varepsilon$;
2. $b_1(s)$ and $b_2(s)$ are $(1 - \varepsilon)$-binary similar iff $\forall s, b_1(s) > 1 - \varepsilon \land b_2(s) > 1 - \varepsilon$, or $b_1(s) \leq 1 - \varepsilon \land b_2(s) \leq 1 - \varepsilon$.

If belief states $b_1$ and $b_2$ are both $\varepsilon$-binary similar and $(1 - \varepsilon)$-binary similar, then $b_1$ and $b_2$ are binary similar, denoted as $b_1 \approx b_2$. Using binary belief discrimination, the continuous infinite belief space $B$ is approximated to a finite belief space $\tilde{B}$, with size $|\tilde{B}| = 2^{|S|}$. The binary belief discrimination is a rough but efficient classification for discrete states distribution. Its time complexity is $O(|\tilde{B}| |S|)$.

Although binary discrimination is efficient when approximating the infinite belief space onto finite horizon (finite number of states), we have to consider a more precise method to match belief states with labeled belief points, which becomes the second stage. There are several mathematical models to represent the difference of distribution, such as K-L divergence. Considering the specific belief states distribution, we adopt the distribution distance and affinity theory [43]. Let $b_1$ and $b_2$ be two belief states defined on the same belief space $B$, the distance between $b_1$ and $b_2$ is

$$d(b_1, b_2) = \sqrt{2(1 - \rho(b_1, b_2))},$$

where $\rho(b_1, b_2)$ is the affinity of $b_1$ and $b_2$, representing the likeness of the distributions,

$$\rho(b_1, b_2) = \sqrt{\sum_{s \in S} b_1(s)b_2(s)}. \quad (2.4)$$

Matusita [43] proved $\rho(b_1, b_2)$ has the following properties:

1. $0 \leq \rho(b_1, b_2) \leq 1$;
2. $\rho(b_1, b_2) = 1$ iff $b_1 = b_2$.

In Algorithm 1, we list the process for the estimation of belief state $b'$, which is the next belief state computed from $b$. If $b'$ is an existing belief state in $\tilde{B}$, the algorithm returns its belief point label. For a new belief point, we will insert $b'$ in $\tilde{B}$. 

...
input: $b, a, b'$

output: $\tilde{b}'$

$\tilde{B}' = \{ x | \tau(b, a, x) > 0 \land b' \approx x \}$

if $\tilde{B}' \neq \emptyset$ then

$\tilde{b}' = \arg\max_x p(b, x \in \tilde{B}')$

else

$\tilde{B}'' = \{ x | x \in \tilde{B} - \tilde{B}' \land b \approx x \}$

$\tilde{b}' = \arg\min_x d(b, x \in \tilde{B}'')$

end if

if $\tilde{b}' = \emptyset$ then

$\tilde{B} \leftarrow \tilde{B} + b', \tilde{b}' \leftarrow \text{belief}_{-}\text{point}(b')$

end if

| Algorithm 1: Belief State Estimation |

2.3.2 The MHVI Algorithm

Now we introduce an MDP heuristic based belief value iteration (MHVI) algorithm to model the POMDP problems. It is based on an alternative tuple $M_{POMDP - \tilde{B}}$. Solution for the POMDP problem becomes a process to solve the tuple. Besides the elements provided in Section 2.3.1, we introduce others in the following. The $\Pi$ can be derived from the result of $M_{MDP}$. This serves as the heuristic to compute the optimal policies of POMDP. The value for belief point can be computed by iterating Equation (4.2). The approximate belief space $\tilde{B}$ is initialized with $|O| + 2$ belief points (one belief point for each observation, plus $b_0$ and $b_g$), denoted as $\tilde{B}_{0..|O|+1}$. Let the belief point created by observation $o$ be $\tilde{B}(o, s), \tilde{B}(o, s) = \eta \Omega(s, \forall a \in A, o)$. Unlike other belief points, during the entire algorithm, the initial set of belief points $\tilde{B}_{0..|O|+1}$ keep fixed without change.
We use a learning process to build \( \tau \). On initialization, \( \tau \) has a single entry, \( \tau(b_g, \forall a \in A, b_0) = 1 \). More transitional relationships can be learned during the explore-exploit process of value iteration.

```
repeat
    \( b_{t+1} \leftarrow b_t', t \leftarrow t + 1 \)
    for \( \forall a \in A \) do
        \( \tilde{b}' = \text{BeliefStateEstimation}(b, a, b') \)
        update \( \tau(\tilde{b}, a, \tilde{b}') \)
        \( V(\tilde{b}') = b' \times V(S) \)
        if \( a \in \Pi(b) \) then
            \( V_{\pi}(\tilde{b}) = \max_{a \in A} [R(b, a) + \gamma \sum_{b' \in B} \tau(\tilde{b}, a, \tilde{b}') V(\tilde{b}')] \)
        end if
    end for
    \( \pi = \arg \max_a V_{\pi}(\tilde{b}) \)
    \( b_t' \leftarrow \text{BeliefStateEstimation}(b, \pi, b') \)
until converge
```

**Algorithm 2**: MHVI Explore-Exploit Iteration

As is shown in Algorithm 2, MHVI assumes the optimal policy \( \pi \) to be an element of the optimal policy set for belief point \( \Pi(\tilde{b}) \), which is obtained from the tuple \( M_{mdp} \). We do not constrain the exploit process using the policy set. Therefore, unknown belief points can still be found, which will benefit the final solution. Thus, the solution can be more failure-proof. Since \( |\Pi(b)| \leq |A| \), this will also be helpful to decrease the exploration and search time.
A transition probability of two belief points indicates the probability when we take an action $a$ on belief point $b$, and the system transit to another belief point $b'$. We have

$$\tau(\tilde{b}, a, \tilde{b}') = \sum_{o \in O} [\Omega(b, a, o)T(b, a, o, b')]$$

$$= \Omega(b, a, o),$$

where $T(b, a, o, b') = 1$ if $SE(b, a, o) = \tilde{b}'$, $T(b, a, o, b') = 0$ otherwise.

We find out $\Omega(b, a, o)$ by the following process. First we compute $b'$, $b'(s) = b(s') = \eta \sum_{s \in S} b(s)T(s, a, s')$, where $\eta$ is a normalizing factor. By $\Omega(b, a, o, s) = \eta b'(s)B(o, s)$, we can finally obtain the transition probability for $\tau(\tilde{b}, a, \tilde{b}')$.

### 2.3.3 Belief Graph and Belief Space Compression

The transitional relationship for fully observable problems is often represented as a \textit{state graph}. In a state graph, a \textit{node} denotes the state of a system. States in a state space are bijective to nodes in its state graph. The initial state $s_0$ is the beginning node of a trajectory. It can be revisited during the traversal. A state graph may have multiple absorbing states. An \textit{edge} in a state graph represents an action $a \in A$. The transitional relationship is described as a probability $T(s, a, s')$. A state graph may have \textit{loop}, which starts from state $s$ and ends also in $s$. A state graph may contain \textit{cycle}, which passes through state $s$, goes into another state, and returns to $s$. The absorbing states cannot be in a cycle. In a state graph, reward from action $a$ is represented as the weight of an edge, i.e. $\text{weight}(s, s') = R(s, a, s')$.

The optimal policies of a state graph can form a path $P^*_s$, starting from $s_0$ and going into $s_g$. \textit{There is no loop or cycle in the optimal path $P^*_s$ of a state graph}. In a specific application, the action may be uncertain, for example, a traveler has 0.8 probability to reach a new state and 0.2 probability to stay in the current position at a given step. This may result in a loop in the real trajectory, but not a loop in the optimal path $P^*_s$. 
Figure 2.1. Example of A State Graph and A Belief Graph: (a) State Graph; (b) Belief Graph.
In the case of partially observable problems, we use a belief graph to depict a transi-
tional relationship. In a belief graph, a node is a belief point $\tilde{b}$, which labels a belief state $b$. By approximating the belief space, the cardinality $|B|$ changes from infinite to a finite value $|\tilde{B}|$. Therefore, belief states from the real belief space are surjective to nodes in the belief graph. A belief graph has an initial belief point $b_0$ and an absorbing belief point $b_g$. An edge in a belief graph represents the action and observation pair $(a, o)$. A belief graph can contain a loop, which starts from a belief point $b$ and ends also at $b$. A belief graph may contain a cycle, which passes through belief point $b$, goes in some other belief points, and returns to $b$. In a belief graph, the weight for an edge is the reward from the action and observation pair $(a, o)$, i.e. weight$(\tilde{b}, \tilde{b}') = R(b, a, o, b')$.

In this paper, every benchmark POMDP problem that has been researched by previous researchers makes the assumption that, states in POMDP are only partially observable, except for the absorbing states. This makes the absorbing belief states identifiable.

The optimal policies of a belief graph form a path $P^*_b$, starting from $b_0$ and going into $b_g$. Suppose a belief graph is built from the exact belief space, i.e. every node represents a different belief state, there will be no cycle or loop in $P^*_b$. When we use the approximate belief space $\tilde{B}$, multiple belief states may be projected onto one belief point by surjection, therefore $P^*_b$ may contain loop or even cycle. This is different from the optimal path of a state graph. We have two constraint conditions in the belief graph:

1. (Loop) $\forall \tilde{b}, \tilde{b}' \in P^*_b, \tilde{b} = \tilde{b}' \Rightarrow b \neq b'$;

2. (Cycle) $\tilde{b}_1, \tilde{b}_2, ..., \tilde{b}_k, \tilde{b}_1' \in P^*_b, \tilde{b}_1 = \tilde{b}_1' \Rightarrow b \neq b_1'$.

These constraint conditions will eliminate loops and cycles in a belief graph, so that we obtain a more reliable graph to establish the relationships between belief points.

Belief space is an important factor influencing the performance of the POMDP algorithm. The computing cost for one iteration can be $O(|A||S|^2 + |A||\tilde{B}||S|)$. We cannot change $|S|$ and $|A|$. For an POMDP problem with big state space, the compression of belief
space is an effective strategy to maintain good performance. Other algorithms also have
Different types of constraints in order to restrict the size of belief space. For example, the
Point Based Value Iteration (PBVI) algorithm \[37\] appoints only one belief point in each
time step. Next, we introduce a least visited belief point reassignment (LVBR) approach,
by which we manage and compress the belief space in a natural way.

Every time a belief point is visited, it will be recorded into a counter. Let \( \ell \) be the
belief point reassignment level. The system uses a buffer to store the belief points. At every
time step, the system has a probability to release the belief points whose counter is lower
than \( \ell \). The released belief points can be assigned to the new belief state. Details of the
LVBR approach are as follows:

Let \( \varphi(\tilde{B}) \) be the buffer of the belief space, with a lower-bound \( \varphi(\tilde{B})_{\downarrow} \), size \( |\varphi(\tilde{B})| \),
and an upper-bound \( \varphi(\tilde{B})_{\uparrow} \). In the beginning, let \( \varphi(\tilde{B})_{\downarrow} = \tilde{B}|O|+2 \), and the upper-bound of
the belief space be \( \varphi(\tilde{B})_{\uparrow} = \tilde{B}|O|+2+|\varphi(\tilde{B})| \).

In every time step, we verify the visited count of \( \varphi(\tilde{B})_{\downarrow} \) with \( \ell \), if it is higher than
\( \ell \), \( \varphi(\tilde{B})_{\downarrow} \leftarrow \varphi(\tilde{B})_{\downarrow} + 1 \). We get the available belief points from buffer \( \varphi(\tilde{B}) \). The current
location is set to an entry between \( \varphi(\tilde{B})_{\downarrow} \) and \( \varphi(\tilde{B})_{\uparrow} \), denoted as \( \varphi(\tilde{B}_x) \). If the visited
count of a current entry \( \phi = \varphi(\tilde{B}_x) \) is lower than \( \ell \), we release \( \tau(\phi, \forall a \in A, \forall \tilde{B}_i \in \tilde{B}) \) and
\( \tau(\forall \tilde{B}_i \in \tilde{B}, \forall a \in A, \phi) \), with \( \phi \) assigned to the new belief state. Otherwise, we search the
available belief point in next buffer entry. If \( \varphi(\tilde{B}_x) \leq \varphi(\tilde{B})_{\uparrow} \), then
\[
\varphi(\tilde{B}_x) = \begin{cases} \varphi(\tilde{B}_x) + 1 \sim 1 - p \\ \varphi(\tilde{B})_{\downarrow} \sim p \end{cases}
\]
where \( p \) is the probability to return to \( \varphi(\tilde{B})_{\downarrow} \). This means that, in each step, the current
pointer has a \( p \) probability to change to \( \varphi(\tilde{B})_{\downarrow} \).

If \( \varphi(\tilde{B}_x) > \varphi(\tilde{B})_{\uparrow} \), then \( \varphi(\tilde{B})_{\uparrow} \leftarrow \varphi(\tilde{B})_{\uparrow} + 1 \), the entry of \( \varphi(\tilde{B}_x) \) is assigned to
the current belief state, and \( \varphi(\tilde{B}_x) \leftarrow \varphi(\tilde{B})_{\downarrow} \). In this case, we reassign the belief point
when the buffer is overflow. We make use of the parameters $\ell$, $\varphi(\tilde{B})$ and $p$ to adjust the performance. Therefore, LVBPR is a dynamic and configurable algorithm.

By single step simulation of next belief point from $b$, we get at most $|A|$ belief points. By belief states estimation process, new belief points will be inserted into $\tilde{B}$.

2.4 Experimental Evaluation

To evaluate the performance of MHVI, the benchmark problems of Tiger-grid, Hallway [10], Tag [37] and RockSample [9] are chosen in the simulation experiments. The experiments are implemented on Intel 2.4GHz CPU 2GB memory by Matlab.

2.4.1 Performance Comparison

The first experiment aims to get comparable results with existing algorithms. Replicate earlier experimental settings, each problem is executed 100 times, terminates after convergence within 251 steps. The results are averaged over 100 runs. Table 3.2 provides the comparison results based on goal completion rate, sum of rewards, policy computation time and number of belief points. We test Persus[44] and MHVI in the same environment. The comparison results indicate MHVI achieves competitive performance.

Most of the rewards in MHVI are higher than the algorithms seen in prior works, except for the Tag. However, even for the Tag domain, we found that if we use a different configuration in our algorithm, the reward of MHVI can even reach $-5.83$. For almost every problem domain, the belief space of MHVI is lower than that in other algorithms. This puts the MHVI algorithm to a light-weight search space, so as to achieve better performance. This is because we utilize a least visited belief point reassignment (LVBPR) mechanism in the MHVI, so that it can manage the belief space, and speed up the search process.
We keep same parameter configuration for different problem domains in experiment 1 (By the adjustable configuration parameters, in fact, we can optimize the results of reward and $|\tilde{B}|$). However, rewards and $|\tilde{B}|$ can be affected by the configuration. For example, in Tag-domain problem (Table 3.2), the reward of MHVI is $-7.37$ and Persus $-6.17$. In the following experiments, by properly tuning the configuration of $\ell$, the reward of MHVI can even reach $-5.83$ (Figure 2.2(b)). This kind of tuning will also affect the size of $\tilde{B}$. More details and explanations about the approach are presented in the next section.

2.4.2 Stage Convergence and Post-Convergence Iteration

Since we use a discount factor $\gamma$ in Bellman equation, and the state space of MDP is fixed, the value for each state is deterministic to converge after a sufficient number of iteration steps. The iteration process for MHVI serves as a learning process to build the POMDP model. The LVBPR approach guarantees the increase of $\tilde{B}$ in a slow process.

Using the discount factor $\gamma$, the value function of a POMDP problem will always converge [32]. Given an approximation belief point set $\tilde{B}$, since the belief point of absorbing states $b_g \subset \tilde{B}$, if the values $V(\tilde{B}_{0..|\tilde{B}|})$ converge, then the absorbing states are sure to be visited. Hence the goal can be reached when values converge.
Figure 2.3. MHVI Performance of Average Steps to Absorbing States (y-axis is the number of steps, i.e. the stochastic distance to absorbing states): (a) Hallway2; (b) Tag.

A belief space is a continuous space containing infinite belief points. For a finite approximate belief space $\tilde{B}$ with converging values $V(\tilde{B}_1, \ldots, |\tilde{B}|)$, when a new belief point is discovered, $\tilde{B}$ changes to $\tilde{B'}$, and values converge to $V(\tilde{B}_1, \ldots, |\tilde{B'}|)$. This indicates, unlike MDP, a POMDP model can converge in multiple stages, which we call stage convergence. We refer post-convergence iteration to the iteration after a convergence stage. The result will lead to a new stage of convergence.

In MHVI, there are multiple stages of convergence. The second experiment clearly demonstrates this effect. From Table 3.2, MHVI converges within no more than 251 steps for every benchmark problem. In experiment 2, each POMDP problem is executed 10000 time steps and then stops after the values converge. The results indicate they often stop within no more than 50 extra steps after the 10000 steps.

Figure 2.2 depicts the average of the discounted reward $E(\sum_t \gamma^t R(s_t, a_t))$. The average discount reward for Tag problem increases to $-5.83$ at the 10000 time step. From the Tag problem (Figure 2.3(b)), the average number of steps to absorbing states decrease steadily with the increase of iteration steps. This indicates, during the post-convergence iteration, the POMDP finds better paths to the goal. The value iteration serves as a learning
Figure 2.4. Effect of Belief Points Reassignment Level $\ell$ on the Performance: (a) Size of Belief Space $|B|$ decreases with greater $\ell$; (b) The use of $\ell$ does not change the Reward.
process for the Tag POMDP model. However, the increase of reward for Hallway2 (Figure 2.3(a)) is not obvious.

In experiment 3, we want to make clear the effect of belief points reassignment level $\ell$ on the performance. The system takes 500 time steps and stops after it reaches convergence. For each $\ell$, we execute the system 10 times and average the results. Results of the test problems Hallway, Hallway2, Tiger-grid and Tag are considered for the comparison. When $\ell$ takes 2, there is no belief points reassignment, the belief points can be over 2000. In Figure 2.4(a), $|\tilde{B}|$ is high for each problem, and it is lower than 100 for all the problems. Comparing with the results in Table 3.2, the time step is lower than 251, $|\tilde{B}| = 107$, and $\ell = 3$. In Figure 2.4(b), the reward decreases only a little when $\ell$ increases. Thus, using $\ell$, $|\tilde{B}|$ becomes an adjustable parameter.

2.5 Conclusion

We present an algorithm of MHVI to solve POMDP problems. MHVI adopts an MDP heuristic approach to build a weighted graph, in order to model the approximate belief space, as well as a dynamic, configurable mechanism to manage graph nodes. The weighted graph is a unified model for POMDP problems, with or without goals and/or termination states. Theoretical analysis and experimental results indicate the weighted graph based heuristic algorithm is fast, flexible and robust in solving POMDPs.
Table 2.1. Comparison of Different Algorithms (Items with * are tested in our platform)

| Method        | Goal% | Reward | Time(s) | | |
|---------------|-------|--------|---------|---|
| **Tiger-grid** (36s 5a 17ο) |       |        |         |   |
| QMDP[37]      | n.a.  | 0.198  | 0.19    | n.a.|
| PBVI[37]      | n.a.  | 2.25   | 3448    | 470 |
| Persus*[44]   | n.a.  | 2.34   | 61.6    | 93  |
| HSVI2[45]     | n.a.  | 2.30   | 52      | 1003|
| MHVI*         | n.a.  | 3.21   | 1.67    | 61  |
| **Hallway**   |       |        |         |   |
| (60x 5a 21ο)  |       |        |         |   |
| QMDP[10]      | 47.4  | 0.261  | 0.51    | n.a.|
| PBVI[37]      | 96    | 0.53   | 288     | 86  |
| Persus*[44]   | n.v.  | 0.51   | 61.4    | 105 |
| HSVI2[45]     | n.v.  | 0.52   | 2.4     | 147 |
| MHVI*         | 100   | 0.71   | 2.80    | 72  |
| **Hallway2**  |       |        |         |   |
| (92x 5a 17ο)  |       |        |         |   |
| QMDP[10]      | 25.9  | 0.109  | 1.44    | n.a.|
| PBVI[37]      | 98    | 0.34   | 360     | 95  |
| Persus*[44]   | n.v.  | 0.35   | 64.7    | 124 |
| HSVI2[45]     | n.v.  | 0.35   | 1.5     | 114 |
| MHVI*         | 100   | 0.65   | 3.96    | 66  |
| **Tag**       |       |        |         |   |
| (870s 5a 30ο) |       |        |         |   |
| PBVI[37]      | 59    | -9.18  | 180880  | 1334|
| Persus*[44]   | n.v.  | -6.17  | 1542    | 418 |
| HSVI2[45]     | n.v.  | -6.36  | 24      | 415 |
| MHVI*         | 100   | -7.37  | 9.24    | 104 |
| **RockSample**[4,4] | | | | |
| (257s 9a 2ο)  |       |        |         |   |
| HSVI1[9]      | n.a.  | 18.0   | 577     | 458 |
| HSVI2[45]     | n.a.  | 18.0   | 0.75    | 177 |
| MHVI*         | n.a.  | 18.4   | 6.64    | 74  |
| **RockSample**[5,5] | | | | |
| (801s 10a 2ο) |       |        |         |   |
| HSVI1[9]      | n.a.  | 19.0   | 10208   | 699 |
| MHVI*         | n.a.  | 20.4   | 13.56   | 83  |
| **RockSample**[5,7] | | | | |
| (3201s 12a 2ο) |       |        |         |   |
| HSV1[9]       | n.a.  | 23.1   | 10263   | 287 |
| MHVI*         | n.a.  | 23.0   | 225     | 98  |
| **RockSample**[7,8] | | | | |
| (12545s 13a 2ο) |       |        |         |   |
| HSV1[9]       | n.a.  | 15.1   | 10266   | 94  |
| HSV2[45]      | n.a.  | 20.6   | 1003    | 2491|
| MHVI*         | n.a.  | 21.6   | 1959    | 140 |

n.a.=not applicable, n.v.=not available
CHAPTER 3
EPISODIC TASK LEARNING IN ASSISTIVE ROBOTS

3.1 Introduction to Episodic Tasks

Real-world autonomous robot applications often contain complex tasks. For example, if a user wants a robot to bring a cup of coffee, the robot has to navigate first to the cup, grasp it, then navigate to the user, and finally put down the coffee for the user. This is a simple example of a coffee task. In the real-world, it is possible that the robot cannot find the cup, or the cup is empty without coffee, in extreme condition, the user may disappear when the robot wants to deliver him the coffee. In fact, the robot may be required to warm up the water and make the coffee, or even buy the coffee. These real-world examples become a new challenge to the state of the art of assistive robots: The decision of the robot has to be real-time, in order to immediately respond to any changes in the environment, and the robot needs to be able to make decisions on how to handle complex tasks that have multiple subtasks.

It is especially important for socially assistive robot [46] living in a home, to safely and reliably serve the elderly and the disabled. The robot has to take into consideration the state of the world, and finish its goal, which is defined as a task. Since robots must know the state of the humans in their control loop [19, 47], this greatly increases the complexity of the computing.

Early work about robot tasks is to model it as a task-sequencing planning problem, in order to determine the optimal sequence of paths for each robot such that all the tasks are executed with a total minimum cost (e.g. time) [48]. Such problems are solved according a proposed decomposition scheme. The ways in which agent actions affect the world can
be modeled compactly using a set of relational probabilistic planning rules. An algorithm
called probabilistic relational dynamic [49] is proposed to learn a prior distribution over
task-specific rule sets. It uses a hierarchical Bayesian approach. A recent work shows how
to use MDPs to assist the memory-impaired elders for their activities of daily living (ADLs)
using dynamic multi-tasks planning, and the system is designed as a reminder system with
dialogue management [50].

In this work, we propose a novel approach for the solving of complex tasks, which
we call episodic task learning. The idea is originated in cognitive science. It addresses the
way humans analyze and handle their everyday activities. In the next section, we will first
introduce the terms of “episode” and “episodic memory”.

3.1.1 Episode and Episodic Memory

From cognitive science, an episode is a basic unit of information that human memory
operates on [5]. The decision as to what constitutes a meaningful episode is domain depen-
dent and left to the external applications to make. In general, an episode is a sequence of
actions with a specific goal.

In recent years, there has been renewed interest in AI applications to enhance intelli-
gence agents with a memory of their past functioning. The inspiration comes from human
episodic memory, ”a functionally distinct subsystem of human memory that is concerned
with storing and remembering specific sequences of events pertaining to a person’s ongo-
ing perceptions, experiences, decisions and actions” [1]. Episodic memory is concerned
with “unique, concrete, personal experiences dated in the remember’s past” (e.g. a trip to
a park). On the other hand, semantic memory [26] refers to “a person’s abstract, timeless
knowledge of the world” (e.g. the color of the sky).

“Both episodic and semantic memories are thought to be propositional in nature -
they can be contemplated introspectively, can be communicated to others in some symbolic
form and questions about their veridicality can be asked.” These characteristics contrast with those of procedural memory [51], a memory subsystem concerned with the acquisition and utilization of procedures and skills, which is non-propositional.

A memory system is widely believed to have three high-level activities: encoding, storage and retrieval [1]. “Encoding is the process that converts a perceived event into a memory representation. It consists of activation (the process of determining when a new episode needs to be recorded), salient feature selection (deciding what information will be stored), and cue selection (deciding what features of the state will cue the memory). From a computational point of view, another aspect of encoding is the particular representation of episodes and their organization in memory.” “Storage deals with how stored episodes are maintained over time.” “Retrieval is the process by which encoded episodes become available again to the agent. Retrieval is triggered by the agent’s state and is based on cues, especially salient or significant parts of the retrieval information. Cue construction is the process of constructing the data used to retrieve a memory. Matching uses these cues in order to search for similar episodic memories. Recall means retrieving the memory from storage and placing it into working memory. After the process completes, the memory becomes available for the agent to use.”

An example about the episodic memory is provided in Figure 3.1 [5]. When the character in the figure sees an object, the episodic memory system is triggered, and a past situation where this object appeared is recovered as an episode. The character is now able to use this information to decide what to do in the current situation.

Recently, research about how to apply the episodic memory approach for autonomous agents has become a new direction in AI research. In path-planning [5], information regarding obstacles, food and other creatures perceived by the visual system are recorded within an episode. Instead of storing this information in a “world map”, they maintain episodes within the episodic memory. During the planning process, episodes are recol-
lected in the working memory, and only “remembered” things are considered during the decision-making process. A similar approach using episodic memory for the planning is the obstacle avoidance in a Bubble Family game [52]. It is also reported that episodic memory system can be interfaced with a machine emotion system with the goal of producing intelligent behaviors in a cognitive humanoid robot [53].

3.1.2 Episodic Task Planning and Markov Decision Processes

In this work, we adopt the episodic approach for robot planning. We focus on a computational framework using episodic memory and show how to use the mathematical models of MDPs and POMDPs to solve episodic task planning. Similar to existing episodic memory approach, the salient features, or episodic snapshots [20] are kept in our approach of episodic task planning. We model these parameters into abstract states. A global map of the entire state space is held, for computing of optimal solution. After we have computed the optimal policies, we will obtain a so-called experience. We store the experiences as
abstract actions, which are highly related with the abstract states. These experiences are the episodes of that occurred before. During the planning, the planner will recall the episodes and execute them as abstract actions, according to the abstract states that the planner has discerned from the observations. Thus, an experience will become an episode plus the optimal policies in this episode. It is modeled as a temporally-extended action, i.e. an abstract action in the framework. To obtain a good experience is important to a planner. What we need to consider is to maximize the possibility of reuse. In other words, we need to extract the minimized experience. Otherwise, if an experience is still separable into multiple experiences, then we need to continue the task abstraction of the original domain, until every experience is minimized.

In episodic task planning, a task is an objective process, with a goal that the agent wants to achieve. An episode corresponds to an experience. It is related with an abstract state, which is appointed considering the context of the task. More importantly, the task needs to be abstracted into a sequence of abstract states, with connections to guide them to the final goal of the task.

Now, the challenge is finding the optimal way to create an optimal abstraction of a task, so that the entire story can be organized into episodes. More importantly, how to construct experiences, so that we can optimize the planning and execution of an assistive robot. In order to answer these questions, we will first review some existing approaches that use the MDPs for the planning of complex tasks in the next section. Then we introduce our idea of task-oriented design in Section 3.3, by which we will make clear the relationships further among tasks, MDPs and experiences. In Section 3.4, we introduce the approach for episodic task state abstraction, and the algorithm to learn and construct experience. Such an approach can also be extended to POMDPs, which we will introduce in Section 3.5. In Section 3.6, we present an alternative approach for the modeling of problem domains. In Section 3.7, we further make a comparison of the techniques between episodic task learning
and episodic memory. We provide a performance evaluation of the episodic task planning approach in Section 4.6. Finally we conclude this chapter.

3.2 Hierarchical Approaches for MDPs

The hierarchical approaches for Markov decision processes (MDPs) seem to be most suitable to solve the complex tasks. For example, MAXQ [2] is a classical approach that exploits a hierarchical decomposition to accelerate the computation of optimal policies. It has been proved to be better than the flat MDP approach that does not incorporate any hierarchy. The algorithm needs the designer to construct a MAXQ graph for every domain (Figure 3.2). The MAXQ graph contains two types of nodes: Max nodes represent the task and its subtasks, and Q nodes represent an action that can be performed to achieve its parent’s subtasks. The basic idea of MAXQ is an exhaustive decomposition from the original task to the subtasks, until every subtask reaches an atomic action. The exhaustive decomposition is a common approach for task analysis. Hierarchical Task Network (HTN) planning [15] and hierarchical partially observable Markov decision processes (HPOMDPs) [16] also incorporate such an idea of exhaustive decomposition. In these approaches, the subtasks may be named as “subtasks”, “abstract actions”, or even “options” [54]. Although there is slightly different for their definitions, each of them is used to represent the sublevel tasks in the hierarchical structure. Although the parent-child relationship between a task and its subtasks can be discovered in the exhaustive decomposition based approach, it provides no further information about the other relationships between different subtasks.

Compared to MAXQ, the VISA algorithm [18] is more close to the episodic relationship because it can depict the causal relationships between different state variables. Unfortunately, the causal relationships of VISA are correlated with state variables, rather than states, not to mention task-related states. A state variable is simply a property of a
state, but only the states are related directly with a task and its subtasks. Thereafter, the state variable influence graph used by VISA cannot depict directly the relationships among multiple tasks/subtasks.

The author of HEXQ [3] clearly proposes a concept of skill-reuse. If a reinforcement learning agent can find and learn reusable subtasks and in turn employ them to learn higher level skills, then it should be more efficient than an agent without the skill-reuse. This idea is close to our proposition of task learning. Unfortunately, as examined in our experiments, the performance of HEXQ is not as good as other hierarchical approaches. This conclusion is coherent with the result from [55]. The authors of [55] also claimed that there exists a concurrent HEXQ whose performance can be better than an un-concurrently designed MAXQ. Generally, an un-concurrently designed algorithm can be implemented
as a concurrent algorithm with better performance. However, the performance of concur-
rence is not within our discussion. Although HEXQ incorporates the idea of task learning,
it is still constraint to the hierarchical decomposition. Therefore, HEXQ is a hybrid algo-

rithm between task learning and hierarchical decomposition. Unfortunately, such a hybrid
only results in that it can neither be a good task learning approach, nor a high performance
algorithm.

We cannot obtain a complete road-map of the task relationship using these existing
hierarchical approaches. While in our opinions, the details about the road-map of the task
relationship is more important for complex task planning than simply decomposing a task
into atomic subtasks. For example, for the exhaustive decomposition based approach, such
as MAXQ, we obtain a clear road-map of the hierarchies of the abstract actions, and how
the atomic actions are related with every abstract action. However, this does not provide a
cue about how these abstract actions are executed in the whole system. In other words, the
exhaustive decomposition provides the details in task decomposition, and clear relationship
about different levels of subtasks, but it does not interpret how these subtasks are linked
with each other, rather than simply to link with its parents or children.

Under such a background of algorithm design, we decide to withdraw the original ob-
jective of directly implement the real-world robot application, and turn to the development
of an easy, effective and task-oriented approach, in order for the agent to automatically
learn the task model from the original domains. We develop an approach called episodic
task learning (ETL) for the complex task problems in real-world applications. Although
there still exists hierarchical structure in ETL, different from the existing approaches, ETL
will only decompose a flat MDP into two hierarchies, one for the representation of subtask
relationships, and the other for describing the details of experiences. By our analysis and
experiments, ETL outperforms the existing hierarchical approaches, such as MAXQ and
HEXQ.
3.3 Task-Oriented Design

3.3.1 Tasks and MDPs

A task is a basic unit of the daily activities of humans and intelligent agents. Generally speaking, a task contains a set of states, a set of actions and some certain relationships, with an initial state $s_0$, where it starts from, and a single or several absorbing states $s_g$ (goals and/or termination states), where it ends in (RockSample [9] is a typical example using termination state instead of goals. Theoretically, the infinite tasks may not have goal or termination state, we can simply set $s_g = \text{null}$).

A task planning is very close to an MDP planning. On one hand, a task domain consists of a series of task states whose transitions conform to the Markov properties. Therefore, a task planning conforms to an MDP planning. On the other hand, every MDP, whether it has a finite or infinite state space, we can describe it as a process with an initial state, a set of absorbing states, which conforms to the definition of the task. Therefore, the optimal policies of an MDP correspond to the optimal policies of a task. A task-oriented design addresses the discerning of the internal task-relationships in a problem domain, which the planner can utilize for the planning.

A series of prior works have considered the task abstraction for MDPs [2, 3, 56]. A key point of the research is how to extract the abstraction, rather than whether or not a planner needs the abstraction. Considering an exhaustive decomposition based approach, MAXQ decomposes a task into subtasks, until it reaches atomic actions. An abstraction of the task is correspondingly obtained in each decomposition. HEXQ relies on state variables for the task abstraction. It stochastically explores the state space, so as to gather the states that change value with the same frequency and put them in a level of the hierarchies. Such a frequency analysis approach has been challenged in [18], for a reason that it cannot work
well in every problem domain. For example, it wrongly finds out a state influence graph in
the simple but famous coffee task [57].

Before continue our discussion, let us review and make clear some notations. Sub-
tasks are the children of task decomposition. A subtask owns every property of a task. The
objective of the decomposition is to obtain a sub state space, a sub action space, and a set
of subtask correlated absorbing states. An atomic action is the action defined in the MDP.
It may be a set of instructions for controlling the robot. An abstract action is a temporally-
extended atomic actions. In the task-oriented design, it corresponds to a subtask. An option
[54] is a specially defined subtask. Its entrance is defined as a set of states, and its exit a
set of termination states with corresponding probabilities, although most of the termination
probabilities of the current domains are still 1, and they have only a single element for the
set of entrance states, which is in accordance to the specification of the subtask and the
abstract action. In fact, the difference of these terms exists more on the naming. Both the
subtask and the abstract action can be extended smoothly to the specific definition of the
option. On the other hand, an MDP together with a set of subtasks, a set of abstract actions,
or a set of options, will constitute a semi-Markov decision process.

Let us bypass the minor difference among these naming mechanisms and return back
to our discussion. Different from the traditional hierarchical decomposition approach, the
task-oriented design is based on an idea of experience extraction. This idea has been ex-
pressed in HEXQ [3]. Unfortunately, the algorithm of HEXQ makes a statistic for the
frequency changes of state variables. In fact, although such a statistic also belongs to the
analysis of experience, it is an approach of general data mining, which is quite different
from our task-oriented design.
3.3.2 Experience and Task Abstraction

In order to understand the experience, let us first take a review of the stochastic. An MDP models a stochastic process in a planning. It is based on such an assumption: the transition from a state to another state is a stochastic process, with a transition probability. Although every transition of the states is stochastic, since the observation of every state is determined in an MDP, the planner can always find out its current state. Now that the process is stochastic, whether it is possible to discover some useful experiences, with which the planner can speed up its future planning and learning is an interesting question, both for theoretical analysis and for engineering design.

Firstly, an experience must be a relatively fixed portion of a stochastic process. Only a relatively fixed process is possible to be further reused. Secondly, an experience must be related with a temporally-extended action, i.e. an abstract action. Since a single atomic action can be reused directly, there is no need to model it as an experience. Thirdly, an experience must be related with several state abstractions, one for the initial state, and the others for the absorbing states. Formally, an experience must be an abstract action, which is an MDP, denoted as $M^e$, plus its optimal policies $\Pi^*$. This indicates, in a given task state, if the planner takes a corresponding abstract action, without any additional computing, the planner can perform $\Pi^*$ directly.

In fact, the concept of experience exists in every hierarchical approach, even if it is not specially addressed. Then, by what standard or principle it is possible to extract the most useful experience is the real art. First, an optimal experience $e$ should have the maximum possibility to reuse: If there exists another classification of the experiences, its maximum frequency of reuse should not be greater than that of the optimum experience. Second, in order to maximize the reuse, the $e$ should be minimized: There exists no experience that is possible to be extracted from $e$. 
Now that the focus of the task-oriented design is to extract useful experiences, the approach such as exhaustive decomposition just helps us to achieve such an objective. A task state abstraction is a process to obtain task-related abstract states and abstract actions, indicating to what degree we have accomplished a task. Every experience \( e \) corresponds to a set of abstract task states, with an initial task state representing the execution condition, and other task states representing the results.

A Markov stochastic task domain \( M^a \) is a task-oriented equivalence model of a Markov stochastic domain \( M \), such that the optimal policies of \( M \) correspond to the optimal policies of \( M^a \). We have, \( M = \langle M^a, E \rangle \), where the \( M^a \) is a task abstraction of the original Markov stochastic domain \( M \), and the \( E \) is an experience space. We will introduce the \( M^a \) and the \( E \) further in the following parts.

### 3.4 Episodic Task Learning

Episodic task learning (ETL) is an approach to learn a Markov stochastic task domain from a Markov domain. After the Markov stochastic task domain is learned, we will use it as an equivalent model for the planning of the original domain. In other words, we will obtain a more efficient model, without changed the controlling effect of the system. The Markov stochastic task domain is more close to the cognitive thinking, which provides an efficient computation model for the intelligent agent.

In this part, we introduce this approach beginning with the review of states in MDPs.

#### 3.4.1 Differentiate the States

An MDP consists of a set of states. A transition between a pair of states is performed by taking an action from the action space. The task analysis needs to decompose the original MDP \( M \) into a set of sub-MDPs, with sub state spaces and sub action spaces (In this paper, we consider the distinct states, rather than the continuous states; in fact, any contin-
uous state space can be approximated by a distinct state space.). An alternative description of such a decomposition is the use of state variables [3, 18]. Let us take the taxi domain [58] as an example to explain this approach.

The taxi domain is introduced as an episodic task: A taxi inhabits a $5 \times 5$ grid world (Figure 3.3). There are four specially-designated locations $\{R, B, G, Y\}$ in the world. In each episode, the taxi starts from a randomly-chosen location. There is a passenger at one of the four locations (chosen randomly), and he wishes to be transported to one of the four locations (also chosen randomly). The taxi has six actions

$\{\text{North, South, East, West, Pickup, Putdown}\}$.

The episode ends when the passenger is deposited at the destination. We have three state variables: the taxi location, the passenger location $\{R, G, Y, B, Taxi\}$, and the destination $\{R, G, Y, B\}$. A combination of the state variables constitutes the states used in the flat MDP.
solution (totally 500 states). For every state $s$, it is a distinct combination of $n$ state variables $x_i$, i.e. $s = x_1 x_2 \ldots x_n$. For any two distinct states, $s_1 = x_1(1) x_2(1) \ldots x_n(1)$, $s_2 = x_1(2) x_2(2) \ldots x_n(2)$, $\exists i \in [1, n], x_1^{(i)} \neq x_2^{(i)}$.

If a state $s$ is composed of a single state variable, it is a primitive state. Otherwise, if $s$ is a combination of multiple state variables, it is a complex state. Due to the Markov property, the states from a single state space are composed of the same set of state variables. Thus, for a state space with primitive states, we call it primitive state space. Otherwise, for a state space with complex states, we call it complex state space. For any single step transition $T(s, a, s')$, there exists and only exists a single state variable $x_i$, such that $i \in [1, n], x_1^{(i)} \neq x_2^{(i)}$, and $\forall j \neq i \land j \in [1, n]$, we have $x_j^{(1)} = x_j^{(2)}$.

3.4.2 Episodic Task State Abstraction

An abstraction of an MDP is a compaction of the original state space into a state space with abstract states. Given a state $s_i$ in a complex space $S$, if $s_i = x_1^{(i)} x_2^{(i)} \ldots x_n^{(i)}$, and $\forall s_j \in S$ we have $x_k^{(i)} = x_k^{(j)}$, then we obtain an abstract complex space $S - \{x_k\}$, with $s_i' = x_1^{(i)} x_2^{(i)} \ldots x_{k-1}^{(i)} x_{k+1}^{(i)} \ldots x_n^{(i)}$. Here the state variable $x_k$ is verbose and it is eliminated in the task abstraction. Such a verbose state variable elimination is a simplest task abstraction of a complex space. In the taxi domain, since the destination is designated in every episode, the state variable $x_3$ (the destination) is verbose.

Another task abstraction of a complex space is the state value abstraction. Normally, a state variable $x_i$ has a value space $V(x_i)$. In regard to the passenger location, $V = \{R, G, Y, B, Taxi\}$. Although a value abstraction does not change the state variable, it may change its meaning. Since the value abstraction for $\{R, G, Y, B\}$ is a complex state $OffTaxi/UserLocation$, we have $V = \{OffTaxi/UserLocation, Taxi\}$. In fact, a more reasonable explanation of the state variable is the taxi status, with $V = \{Empty, UserIn\}$. However, there is no difference for the value space of the taxi status and the passenger
location. Hence it is feasible that we automatically obtain the abstraction without changing
the original state variable.

An abstract task state (or simply task state) is a task-related complex state that is
defined closely with the experience. Every experience corresponds to a set of task states,
designating its entrance and exit. The state space of an experience is primitive. Therefore,
one of the state variables of the experience’s task states can distinctly appoint the initial
state, absorbing states as well as other states of the experience. The taxi domain has a
primitive state space of the grid world. We obtain two experiences as \( Go_{t\rightarrow u} \) and \( Go_{u\rightarrow d} \)
(Figure 3.4). The \( Go_{t\rightarrow u} \) has an entrance \( Empty/L_t \) (the taxi is empty and locates at its
initial position) and an exit \( Empty/L_u \) (the taxi is empty and locates at the user location).
The \( Go_{u\rightarrow d} \) has an entrance \( UserIn/L_u \) (the taxi has a user and at the user location) and an
exit \( UserIn/L_d \) (the taxi has a user and at the destination). The abstract actions of \( Go_{t\rightarrow u} \)
and \( Go_{u\rightarrow d} \) are still MDPs with the same state space, action space and transition probabil-
ities, with only the initial state and the absorbing states being different. We call such an
abstraction isomorphic.

In our episodic task abstraction, considering \( Empty/L_u \rightarrow UserIn/L_u \) and \( UserIn/L_d \rightarrow
Empty/L_d \), both of the transitions are direct: the abstract task states are the same with the
complex states. Therefore, there is no need to create experiences for them. As a result, the
actions of Pickup and Putdown are directly used in the task abstraction. Such an abstrac-
tion has already been used widely. In fact, both Pickup and Putdown cannot be finished in
a single step, hence they are still abstract actions. However, we overlook the details and cite them simply as primitive actions, i.e. experiences. This indicates that our two-hierarchical task model, one for the application of experiences for the task abstraction, and the other for the extraction of experiences, is reasonable and feasible.

Now, we are able to obtain the abstract states for the task abstraction $M^a$. For $M = \langle M^a, E \rangle$, if the $M$ is an MDP, then the $M^a$ is also an MDP. We have $M^a = \langle S^a, A^a, T^a, R^a, s^a_0, s^a_g \rangle$, where the $S^a$ is the state space of the abstract task, the $A^a$ is the action space, including the abstract actions and the primitive actions, the $T^a$ defines the transition probabilities, the $R^a$ is the reward array. The system can learn the initial task abstract state $s^a_0$ and the goal $s^a_g$ easily from $M$. For an MDP, the planner can observe the states deterministically, hence the transition of the task states has a probability 1. Here the $E$ is the experience space, $E = \{E_1, E_2, E_3 \ldots \}$. For each $E_i$, we have $E_i = \langle M^e_i, \Pi^e_i \rangle$, where the $M^e = \langle S^e, A^e, T^e, R^e, s^e_0, s^e_g \rangle$ is the tuple that defines the experience’s MDP. The $\Pi^e_i$ is the optimal policies of $M^e_i$, i.e. $\Pi^e_i = \pi^*(M^e_i)$. The ETL approach is depicted in Figure 3.5.

Compared to our the hierarchical approaches, the exhaustive decomposition approach (MAXQ) and a hybrid hierarchy approach (HEXQ) have multiple hierarchies in the taxi domain. These frameworks are depicted in Figure 3.6(a) and Figure 3.6(b).
3.4.3 Knowledge Acquisition by TMDP

The taxi task has an equivalence model $\langle M_{mdp}^a, E_{mdp} \rangle$, with two isomorphic abstract actions $a_1^a, a_2^a$. The idea is, with the knowledge of these isomorphic abstract actions, which can be acquired from the $E_{mdp} = \langle \{ M_{i,mdp}^c, \Pi_{i,mdp}^c \}_{i=1,..,|\alpha^a|} \rangle$, the $M_{mdp}^a$ will become a standard MDP. Currently, the only knowledge missing for the $M_{mdp}^a$ is the reward $R^a(s, a_i^a)$. We will obtain $R^a(s, a_i^a)$ by a Task MDP (TMDP) value iteration. Since it is possible that an isomorphic abstract action $a^a$ relates with multiple states, we assign an index for each state $s$, denoted as $y(s)$.

Details about the TMDP value iteration are listed in Algorithm 3. The difference between the TMDP algorithm and the MDP algorithm is, there is a single step value iteration.
repeat
  for \( s \in S \) do
    for \( a \in A \) do
      if \( T(s, a, s) < 1 \) then
        \[ V = \sum_{s' \in S} T^a(s, a, s') V_{t-1}(s') \]
        if \( a \in A^a \) then
          \[ R^a(s, a) = M^e_{mdp} svvi(a, y(s), V) \]
        end if
        \[ V^a_t(s, a) = R^a(s, a) + \gamma V \]
      end if
    end for
    \[ V^a_t(s) = \max_a V^a_t(s, 1 : |A|) \]
    \[ \pi^a_t(s) = \arg\max_a V^a_t(s, 1 : |A|) \]
  end for
  \( t = t + 1 \)
until converge

Algorithm 3: TMDP Value Iteration

\((M^e_{mdp} svvi)\) (Algorithm 4). When \( T(s, a, s) = 1 \), the action \( a \) is not related with the state \( s \). Thus we rely on \( T(s, a, s) < 1 \) to bypass these unrelated actions. For the state \( s \) in \( a^a \), the optimal policy \( \pi^a_t(a^a, y, s) \) in the experience is determined. Finally, we obtain the reward \( R^a(s, a) \) by the difference \( V^c_t(a^a, y, s^0_a) - V^c_t(a^a, y, s^g_a) \).

3.5 Extended to POMDP Task

A more interesting and promising part of the episodic task abstraction is its extension to the partially observable domains. For a POMDP task \( M_{pomdp} = (S, A, O, T, \Omega, R, b_0, b_g) \), where \( b_0 \) is the initial belief state, \( b_g \) are the absorbing belief states (goal belief states and/or
If the rover samples a rock, the rock will become Bad, and the rover receives a reward of $-10$. All other moves have no cost or reward. The observation probability $p$ for Check, is determined by the efficiency $\eta$, which decreases exponentially as a function of Euclidean distance from the target. $\eta = 1$ always returns correct value, and $\eta = 0$ has equal chance to return Good or Bad.

The RockSample problem has a task domain of $\langle M_{pomdp}, E_{pomdp} \rangle$. It describes that a rover samples rocks in a map of size $n \times n$ (Figure 3.7). The $k$ rocks have equally probability to be Good and Bad. The rover can select from $k + 5$ actions: $\{North, South, East, West, Sample, Check, \ldots\}$. If the rover samples a Good rock, the rock will become Bad, and the rover receives a reward of $10$. If the rock is bad, the rover receives a reward of $-10$. All other moves have no cost or reward. The observation probability $p$ for Check is determined by the efficiency $\eta$, which decreases exponentially as a function of Euclidean distance from the target. $\eta = 1$ always returns correct value, and $\eta = 0$ has equal chance to return Good or Bad.

The POMDP problem of RockSample $[n, k]$ [9] has a task domain of $\langle M_{pomdp}, E_{pomdp} \rangle$. Difficulty of RockSample POMDP problems relies on the big state spaces. RockSample $[n, k]$ describes a rover samples rocks in a map of size $n \times n$. The $k$ rocks have equally probability to be Good and Bad. If the rover samples a Good rock, the rock will become Bad, and the rover receives a reward of $10$. If the rock is bad, the rover receives a reward of $-10$. All other moves have no cost or reward. The observation probability $p$ for Check, is determined by the efficiency $\eta$, which decreases exponentially as a function of Euclidean distance from the target. $\eta = 1$ always returns correct value, and $\eta = 0$ has equal chance to return Good or Bad.
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always returns correct value, and $\eta = 0$ has equal chance to return Good or Bad. In the task abstraction graph for RockSample[4, 4] (Figure 3.8), the $S_0$ represents the rover in the initial location, the $R_i$ represents the rover staying with the $rock_i$, and the $Exit$ is the absorbing state. Except for the node of $Exit$, there are 16 task states related with other nodes, indicating \{Good, Bad\} states for 4 rocks. Thus, $|S^a| = 81$. For the observations, $|O^a| = 3k + 2$: 1 observation for the rover residing on place without rock, $k$ observations for the rover residing with a rock, $2k$ observations for Good and Bad of each rock, and 1 observation for $Exit$. There are $2k^2 + k + 1$ actions in the task domain: Check$_1$, ..., Check$_k$, Sample. All of the abstract actions for a specific RockSample[$n, k$] problem are isomorphic.

As a result of the learning, we got the knowledge of $R^a(s, a^a)$ for the task abstraction, and $\pi^*_t(a^a, s)$ for the experience. Thus, we can focus on the task abstraction $M^a$ alone in future computation. After the fully observable task abstraction $M^a_{mdp}$ is learned, the
partially observable task abstraction $M_{\text{pomdp}}^a$ becomes a general POMDP. We can solve it using any existing POMDP algorithms.

$\text{RockSample}[n,k]$ is an example of the equivalence model $\langle M_{\text{pomdp}}^a, E_{\text{mdp}} \rangle$. In our POMDP value iteration algorithm, the computational cost is $O(|A^a||S^a|^2 + |A^a||B^a||S^a|) = O(|A^a||S^a|^2)$, when $|S| \gg |B|$. The sizes for different arrays are listed in Table 3.1:

| b          | $|S^a|$ | $|A^a|$ | $|O|$ |
|------------|--------|--------|------|
| $M_{\text{pomdp}}$ | $n^22^k + 1$ | $k + 5$ | $n^2 + 2k + 1$ |
| $M_{\text{pomdp}}^a$ | $(k + 1)2^k + 1$ | $2k^2 + k + 1$ | $3k + 2$ |

In each round of value iteration, by rough estimation, we get the computational complexity of $M_{\text{pomdp}}$ as $O(kn^42^{2k})$, and $M_{\text{pomdp}}^a$ as $O(2k^42^{2k})$. This conclusion can be utilized to general POMDP problems that can be transformed to a task equivalence model with complex action $M_{\text{mdp}}^a$ (the number of states being $|S^a|$), and a task view has $k$ task nodes (not including the initial and absorbing nodes). When $|S^a| > \sqrt{2k^3}$, the equivalence model created by ETL approach can greatly improve the computational capacity. However, if $|S^a| < \sqrt{2k^3}$, the equivalence model cannot improve the performance. Alternatively, it may
degrade a little the computational capacity. We can take this conclusion as a condition for applying the ETL approach on POMDP tasks, to improve the performance, although it can be used on every existing POMDP problem.

In sum, the ETL approach first analyzes the task model, and creates a task view and an action view. The action view is responsible for learning the model knowledge. The trained action view will then be saved for future computing in task view. The task view is an equivalence model with better computational capacity than the original POMDP model.

3.6 An Alternative Approach for the Modeling

In order to know the details of task states, in the ETL approach, we develop a Task State Navigation (TSN) graph to clearly depict the task relationship. A TSN graph contains a set of grids. Each grid represents a state of the task, labeled by the state ID. Neighboring grids with ordinary line indicate there is a transitional relationship among these states. Neighboring grids with bold line indicate there is no transitional relationship.

Let us take the taxi task [58] as an example, to interpret how to build the TSN graph, as well as how to construct the equivalence model \(⟨M^a_{mpd}, M^a_{mdp}⟩\). The taxi task is introduced as an episodic task. A taxi inhabits a 5 × 5 grid world. There are four specially-designated locations \(\{R, B, G, Y\}\) in the world. In each episode, the taxi starts in a randomly-chosen state. There is a passenger at one of the four randomly chosen locations, and he wishes to be transported to one of four locations. The taxi has six actions \(\{\text{North}, \text{South}, \text{East}, \text{West}, \text{Pickup}, \text{Putdown}\}\). The episode ends when the passenger has been putdown at the destination.

This is a classical problem, used by many hierarchical MDP algorithms to build the models. We present the ETL solution here. First, we build the TSN graph for taxi task in Figure 3.9. Label \(T_e\) represents the taxi is empty, and \(T_u\) indicates the taxi has user. \(L_t\) is
the start location of taxi, $L_u$ is the location of user, and $L_d$ is the location of destination. There are 5 task states in the TSN graph, $\{T_eL_t, T_eL_u, T_uL_u, T_uL_d, T_eL_d\}$. The initial state is $s_0 = T_eL_t$, representing an empty taxi in the random location. The absorbing state (goal) is $s_g = T_eL_d$, representing the taxi is empty and at the user’s destination. We mark a star in the grid of the absorbing state. A reward of $+20$ is given for a successful passenger delivery, a penalty of $-10$ for performing Pickup or Putdown at wrong locations, and $-1$ for all other actions.

From the TSN graph, it is clear that the taxi task is a simple linear problem. The transition probabilities for the neighboring states are 1. There are four actions in the task domain, $a^a = \{Go_{t\leftarrow u}, Go_{u\rightarrow d}, Pickup, Putdown\}$, where $Go_{t\leftarrow u}$ is the complex action going from $L_t$ to $L_u$, and $Go_{u\rightarrow d}$ is the complex action going from $L_u$ to $L_d$. This model has two abstract actions $a^{a(1)}, a^{a(2)}$, and it is easy to know that $S^{(1)} = S^{(2)}, T^{(1)} = T^{(2)}, a^{a(1)} = a^{a(2)} = \{n, s, e, w\}$. However, $a^{a(1)}$ and $a^{a(2)}$ have different $s_0$ and $s_g$. We call this kind of abstract actions isomorphic action.

Some existing POMDP problems have simple relationship in task domain, such that there is no abstract action. Thereafter, the equivalence model becomes a single model, $\langle M_{pomdp}^a \rangle$. The coffee task [57] has this kind of equivalence task model. It can be solved using action network and decision tree in [57]. Here, we propose the ETL approach for coffee task. The TSN graph for coffee task is shown in Figure 3.10. The $L$ is an appointed as the initial state in the office. From the beginning $O$, since the weather has 0.8 probability to be rainy, denoted as $R$, and 0.2 probability to be sunny, denoted as $\neg R$, we get the transition

<table>
<thead>
<tr>
<th>T_eL_t</th>
<th>T_eL_u</th>
<th>T_uL_u</th>
<th>T_uL_d</th>
<th>T_eL_d</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>2</td>
<td>3</td>
<td>4</td>
<td>5</td>
</tr>
</tbody>
</table>

Figure 3.9. TSN Graph for Taxi Task (MDP).
probability from \( L \) to \( R \) and \( \neg R \). If the weather is rainy, the agent needs to take umbrella with successful probability of 0.8, and 0.2 to fail. We denote the agent with umbrella as \( U \), and \( \neg U \) if it fails to take umbrella. If the agent has umbrella, it has probability 1 to be \( \neg L/\neg W \) (dry when it comes to the shop). If it has no umbrella and the weather is rainy, the agent will be \( \neg L/\neg W \) for 0.2, and be \( \neg L/W \) (wet in shop) for 0.8. \( \neg L/W \) has probability 1 to be \( C/W \) (coffee wet), and \( \neg L/\neg W \) has probability 1 to be \( C/\neg W \). Whether it be \( C/W \) or \( C/\neg W \), the agent has 0.9 probability to deliver the coffee to user \( H/W \) (user has wet coffee), and \( H/\neg W \) (user has dry coffee). The agent has 0.1 probability to fail to deliver the coffee \( \neg H/W \) (user does not have coffee and coffee wet), \( \neg H/\neg W \) (user does not have coffee and coffee dry).

There are 11 observations for this problem: \( r \) (rainy), \( \neg r \) (sunny), \( u \) (agent with umbrella), \( \neg u \) (agent without umbrella), \( w \) (agent dry), \( \neg w \) (agent wet), nil (none), \( h/w \) (user with coffee and coffee wet), \( \neg h/w \) (user with out coffee and coffee wet), \( \neg h/\neg w \) (user without coffee and coffee dry), \( h/\neg w \) (user with coffee and coffee wet). The observation probability for rainy when it is raining is 0.8, and the observation probability is 0.8 for sunny when it is sunshine. The agent gets a reward of 0.9 if the user has coffee, and 0.1 if it stays dry.

### 3.7 Comparison of Episodic Task Learning and Episodic Memory

Although the approach of ETL incorporates some ideas from episodic memory (EM), which makes it a computational framework with cognition of the relationship between tasks and the world, there are still some differences between these two techniques.

Episodic memory is first introduced in [1] as a theory of cognitive science. It analyzes how a human uses a memory to maintain a record of previous events, then the human makes use of these records as experiences to help decision-making and action planning. The
Episodic memory concerns what to decide after observing an event, such as which episode should be extracted according to the current observation. While an episode is a sequence of actions with a common goal. Although this is similar with the definition of ETL, the ETL approach that we propose addresses the optimization of complex tasks planning of a robot. The EM system holds records of specific, temporally-based past experiences, or episodes. A single episode is a period of task execution of the robot during which the goal of the robot does not change. This is coherent with the definition of abstract action from ETL and other hierarchical MDP approaches. Although both of the experiences of EM and ETL are just episodes, ETL does not hold temporally-based past experiences. Instead, the ETL approach holds a unique experience with an abstract state. The experience is modeled as $E = \langle M^e, \Pi^e \rangle$, where $M^e$ is a Markov decision processes, while $\Pi^e = \pi(M^e)$ is the optimal policies of $M^e$. 

Figure 3.10. TSN Graph for Coffee Task (POMDP without Abstract Actions).
As shown in Figure 3.11, each episode contains link to the entire contents of the working memory system (WMS) and the output of the agent for the duration of a task. All constituent links points to Semantic Memory (SM) units, so statistics may be calculated about the frequency of use of each SM. Now that multiple episodes may relate with current cue, the resulting memory needs to contain common elements to be relevant to the current situation, and recently formed memories are more likely to contain applicable information. The third selection point is used to enhance the score of cues that are rare over those that are commonly seen. An episode is defined as a triple [5] of context, contents and outcome. Context is the general setting in which an episode happened; for the planning, this might be the initial state and the goal of the episode. This is similar with the definition of abstract action from ETL. Contents is the ordered set of events/actions that make up an episode; in the case of a planner, it is the planner itself. This is coherent with the experience $E$ from ETL. The outcome of an episode is an evaluation of the episode’s effect (success or failure). This is indicated by states in ETL, not necessarily to pointed out specifically.
Another similarity between ETL and EM is that they both define the process that is used for planning in the situations that are dynamic in nature, changing the state of the world in complex ways. In this way, the procedural memory which addresses the skills that are constant to given conditions will not be addressed any more in both techniques. In fact, ETL takes the constant planning as atomic action. As we have discussed in Section 3.4.2, atomic actions may simply be experiences that we do not address any more, because they are constant with an scenario, just like what is discussed in procedural memory, which is a skill that is possessed by a human.

The difference between EM and ETL is, the EM framework considers more about the usability of memory, therefore it also incorporates the SM. While ETL aims to optimize the tasks, therefore it has a task model $M^a$, which is very important for the optimization of the planning and execution of tasks. And it provides the computation framework by state space, action space and the relationship between tasks and experiences.

3.8 Experimental Evaluation

In the experiments, we implement every algorithm using dynamic programming. In the taxi domain, we guarantee every trial has the same configuration: the same user location and destination. Thus, the performance is only determined by the approach of hierarchical abstraction. Every result is an average of 10 times running. The error bars in the figures depict the standard deviation. However, only in Figure 3.13(b) the error bars are clearly displayed. There is almost no error bar in other figures because their standard deviations are close to zero.

In the first experiment, we examine the performance of every algorithm using a single trial. As a result, every algorithm can converge with no more than 50 iteration steps. We compare these algorithms by the iteration steps, as well as the convergence time. As
Figure 3.12. Comparison for Taxi Domain (Single Trial): (a) Reward by Iteration Steps; (b) Reward by Time.
depicted in Figure 3.12(a), the iteration steps of ETL and MAXQ are the same. HEXQ requires more iteration steps, and even more is the flat MDP. Concerning the convergence time (Figure 3.12(b)), ETL is the fastest among all algorithms. HEXQ is worse than MAXQ, and the flat MDP is the worst.

We extend the experiment to different trials. Altogether there are 27 distinct trials configured for the second experiment. From Figure 3.13(a), ETL has the least iteration steps in almost every trial. The iteration steps for MAXQ are close to ETL, HEXQ is worse than MAXQ and ETL, and the flat MDP is the worst. Concerning the convergence time (Figure 3.13(b)), the results are still consistent to the results in the experiment 1. The ETL approach is always the best in each experimental comparison.

In fact, both ETL and MAXQ will decompose MDPs into primitive state spaces. Since HEXQ is a mixed hierarchical approach, unless for specific cases that the frequencies exactly transform the MDPs into primitive state spaces, its performance will not be comparable to the ETL algorithm or the exhaustive decomposition base approach. Since the flat MDP has more complex states, its performance is often the worst. Comparing ETL and MAXQ, since ETL obtains a highly abstract task domain, which contains and only contains the task relationships for the planning, its performance is better than MAXQ, which does not have a clear task domain, but retains redundant hierarchical decomposition relationships of the task.

The third experiment is to examine the POMDP tasks. We use the same POMDP algorithm for each task. For the equivalence models, the experience $E_{pomdp}$ is pre-computed. The system uses the trained data of $M^e_{pomdp}$. As shown in Table 3.2, the performance of each task abstraction $M^a_{pomdp}$ improves greatly than the original POMDP model $M_{pomdp}$. The bigger the state space, this effect is more apparent. Considering RockSample[$n, k$], the greater of $n$ and $k$, the greater the performance of $M^a_{pomdp}$ comparing with $M_{pomdp}$. 


Figure 3.13. Comparison for Taxi Domain (Different Trials): (a) Convergence Steps; (b) Convergence Time.
### Table 3.2. Performance Comparison of POMDP Tasks

| Domain    | Model         | $|S|$ | $|A|$ | $|O|$ | Reward | Time(s) | $B$ |
|-----------|---------------|-----|------|------|--------|---------|-----|
| Coffee    | $M_{pomdp}$   | 13  | 5    | 11   | 0.71   | 0.02    | 5   |
| RockSample[$4,4$] | $M_{pomdp}$ | 257 | 9    | 25   | 18.4   | 6.64    | 74  |
|           | $M_{pomdp}^a$| 81  | 37   | 14   | 18.5   | 4.3     | 68  |
| RockSample[$5,5$] | $M_{pomdp}$ | 801 | 10   | 36   | 20.39  | 13.56   | 83  |
|           | $M_{pomdp}^a$| 193 | 56   | 17   | 19.5   | 11.0    | 78  |
| RockSample[$5,7$] | $M_{pomdp}$ | 3201| 12   | 40   | 22.4   | 289     | 98  |
|           | $M_{pomdp}^a$| 1025| 106  | 23   | 21.7   | 274     | 126 |
| RockSample[$7,8$] | $M_{pomdp}$ | 12545| 13  | 66   | 21.6   | 1959    | 140 |
|           | $M_{pomdp}^a$| 2305| 137  | 26   | 21.8   | 896     | 232 |
| RockSample[$10,10$] | $M_{pomdp}$ | 102401| 15 | 121  | 20.5   | 707600  | 231 |
|           | $M_{pomdp}^a$| 11265| 211  | 32   | 20.6   | 10309   | 391 |

### 3.9 Conclusion

We address the problems of how to obtain an effective and efficient hierarchical abstraction for MDPs. We propose a task-oriented design approach, the ETL algorithm. Different from the traditional hierarchical approaches, which addresses the task decomposition, ETL focuses on the task abstraction and experience extraction. With ETL, we obtain a task abstraction that retains the task relationships of the original MDP with much concise structure, so that we can achieve the same controlling effect with the original model with much improved performance. The ETL approach can also be applied to the POMDP task abstraction. Our experimental evaluation indicates a promising prospect of the ETL algorithm and the task-oriented design approach.
CHAPTER 4

PLANNING FOR MULTIMODAL PERVERSIVE APPLICATIONS

4.1 Introduction

With the development of sensor networks and pervasive technology, HCI needs to adapt to pervasive environments and changes from a single-computer based interaction to a pervasive interaction. In a pervasive interaction system, the communication between human and machine does not constraint to a single computer, but it involves the entire computer networks, robots and sensor networks. How to build up applications for a pervasive interaction becomes an important issue in pervasive computing, artificial intelligence and HCI. A typical example of the single computer based interaction is the human-robot interaction. A robot is often designed as an autonomous agent, with all kinds of sensors equipped and a single “mind”. For the pervasive interaction, we consider a virtual agent in the environment. The virtual agent has the power to utilize every sensing ability of the pervasive environment. As a whole, it provides an integrated interface to the human. Further discussion about robot and virtual agent can be found in [59].

In traditional dialogue management systems, human-computer interactions are tightly coupled with users’ speech responses. An agent speaks a sentence to a user, and waits for the responses. After the user’s speech is received and recognized, the system proceeds to the next interaction. Pervasive environments break through the constraint that a user has to interact with a single computer. The sensor network can also be an attendee of an interaction. After an agent asks a question or informs an affair, the user can optionally choose to reply or simply keep silence. Without the user’s responses, the agent can still discover the user’s intentions or preferences by reasoning information from the sensor network. This
kind of human-computer interaction forms a pervasive interaction. In this system, the communication between human and machine does not constraint to a single computer, but it involves the entire computer networks, robots and sensor networks. How to build up applications for pervasive interactions becomes an important issue in pervasive computing, artificial intelligence and HCI.

A typical example of a single computer based interaction is the human-robot interaction. A robot is often designed as an autonomous agent, with all kinds of sensors equipped and a single “mind”. For the pervasive interaction, we consider a virtual agent in the environment which has the power to utilize every sensing ability of the pervasive environment. It provides an integrated user-interface for the entire pervasive environment. Further discussion about robot and virtual agent can be found in [59].

In a pervasive interaction framework, an intelligent agent does not simply recognize the user’s speech. Instead, all kinds of events captured by sensor networks are accepted and analyzed by the system. Human activity recognition [60] becomes an important element for event capture. On the other hand, users do not have to focus their attentions on the interaction with a single computer. Now that the pervasive environment provides services as an integrated system, the user will be released from the tightly coupled interaction, without tampering the effect of the original “conversation”. As a result, the interactions will be loosely coupled with individual devices. In fact, the more loosely coupled a functional HCI application with users, the more degree of freedom users will obtain, thereafter, it will be the more friendly and easier to maintain the interactive relationship.

This paper provides a hierarchical multimodal framework for pervasive interactions. The application background is a reminder system interacting pervasively with humans, using decision-theoretic planning. We apply this technique on the planning system that reminds individuals with cognitive impairment, to support their activities of daily living (ADL).
4.2 Technical Preliminary

A Markov decision process (MDP) models a synchronous interaction of a user with a fully observable environment. It can be described as a tuple \( \langle S, A, T, R \rangle \), where the \( S \) is a set of states, the \( A \) is a set of actions, the \( T(s,a,s') \) is the transition probability from a state \( s \) to another state \( s' \) using an action \( a \), the \( R(s,a) \) defines the reward when executing an action \( a \) in a state \( s \). By MDP, we want to find out the policy of every state, such that the overall planning is optimal.

A POMDP models an agent’s action in uncertainty world. A policy for POMDP is a function of action selection under stochastic state transitions and noisy observations. At each time step, the agent needs to make a decision about the optimal policy based on historical information. A multimodal POMDP is an extensive form of POMDP that involves multiple types of observation sources. Although different types of observation sources share the observation space, their observation probabilities may be different. The traditional POMDP can be seen as a special form of multimodal POMDP that has only a single type of observation source.

A multimodal POMDP can be represented as \( \langle S, A, \Theta, O, T, \omega, \Omega, R \rangle \), where the \( S \) is a finite set of states. In each time step, the agent lies in some state \( s \in S \). The \( A \) is a set of actions. After taking an action \( a \in A \), the agent goes into a new state \( s' \). The \( \Theta \) is the set of multimodal observation types, and the \( O \) defines the types of observations. The \( T \) is the set of transition probabilities. The conditional probability function \( T(s,a,s') = p(s'|s,a) \) presents the probability that the agent lies in \( s' \), after taking action \( a \) in state \( s \). The agent makes an observation to gather information. The observation result is a pair \((\theta,o)\), where \( \theta \in \Theta \) is the observation type, and \( o \in O \) is the observation. This is modeled as a conditional probability \( \Omega(s,a,\theta,o) = p(\theta,o|s,a) \). The \( \omega \) is the probability an observation belonging to an observation type, \( \omega(\theta) = p(\theta|\text{event}) \). In a system that is modeled as multimodal POMDP, we have the following conditions for different observation types,
When belief state is taken into consideration, the states of the multimodal POMDP are changed to belief states. The original partially observable POMDP model changes to a fully observable MDP model, denoted as $\langle B, A, \Theta, O, \tau, \omega, R, b_0 \rangle$, where $B$ is the set of belief states, i.e. belief space. The $\tau(b,a,b') = p(b'|b,a)$ is the probability the agent changes from $b$ to $b'$ after taking action $a$. The $R(b,a) = \sum s R(s,a) b(s)$ is the reward for belief state $b$. The $b_0$ is an initial belief state.

A POMDP framework is used to control an agent. The utility is a real-valued payoff to determine the action of an agent in each time step, denoted as $R(s,a)$, which is a function of the state $s$ and the action $a$. The optimal action selection becomes a problem to find a sequence of actions $a_{1:t}$, to maximize the expected sum of rewards $E(\Sigma_t \gamma^t R(s_t,a_t))$. In this process, what we concern is the controlling effect, achieved from the relative relationship of the values. After we use a discount factor $\gamma$, the relative relationship remains unchanged, but the values can guarantee to converge. If states are not fully observable, the goal becomes maximizing the expected reward of each belief. The $n^{th}$ horizon value function can be built from previous value $V_{n-1}$, using a backup operator $H$, i.e. $V = HV'$. The value function is formulated as the following Bellman equation

$$
V(b) = \max_{a \in A} [R(b,a) + \gamma \sum_{b' \in B} \tau(b,a,b')V(b')] 
$$

Here, $b'$ is the next step belief state,

$$
b'(s) = b_t(s') = \eta \Omega(s',a,\theta,o)\sum_{s \in S} T(s,a,s')b_{t-1}(s)
$$

where $\eta$ is a normalizing constant.
When optimized exactly, this value function is always piece-wise linear and convex in the belief space.

For the transition probabilities of belief points, we have

\[
\tau(b, a, b') = \sum_{\theta \in \Theta, o \in O} \left[ \Omega(b, a, \theta, o) T(b, a, \theta, o, b') \right]
\]

\[
= \Omega(b, a, \theta, o)
\]

where \(T(b, a, \theta, o, b') = 1\) if \(SE(b, a, \theta, o) = b'\), \(T(b, a, \theta, o, b') = 0\) otherwise. \(SE\) is an algorithm specific belief state estimation function.

We can find out \(\Omega(b, a, \theta, o)\) by the following processes. First we compute \(b'\), where \(b'(s) = b(s') = \eta \sum_{s \in S} b(s) T(s, a, s')\), where \(\eta\) is a normalizing factor. By \(\Omega(b, a, \theta, o, s) = \eta b'(s) B(\theta, o, s)\), we can finally obtain the transition probability for \(\tau(b, a, b')\).

4.3 Pervasive Human-Computer Interaction

4.3.1 Sensor Coverage in Functional Areas

Different sensors can be deployed in the functional areas of a pervasive environment. A simple but effective deployment is to put sensors in each functional area, such that the field of interest is detected. As a result, we build up an activity recognition system for the pervasive environment. there is a labeled sensor. The detection of activities becomes an identification of sensor tag as well as time stamp. The activity for time \(t\) becomes a posterior probability for the sensor with maximum instant change, between the measurement in time \(t\) and the measurement in time \(t - 1\). For time \(t\), let \(y_t\) be the activity, \(x_t\) be the label of sensor, the probability for the activity is given by \(p(y_t | x_t, y_{t-1})\).

Difficulties of activity recognition come from concurrent activities and noises from sensor readings. When participants watch TV, they may go to the kitchen and do some washes. During the wash activity, they may return back to answer a call. These concurrent activities may result in a confusion of the activity recognition system. Existing research
about the activities falls into several categories. One is the Bayesian inference, to recognize the activities [7]. Another is the classification techniques and vision-based analysis. These are often utilized to recognize human’s affective state, physiology and behavior. Further research involves identifying the human’s intentions for the activities, using hidden Markov models [61, 60] or conditional random fields [62]. If there are several persons in a home, the identification of activities about a specific person becomes even harder. We have to rely on face recognition or speaker recognition to differentiate the persons.

4.4 Dynamic Fusion of Sensor Data

Results from the activity recognition are events of the user’s activities. An event is a segment of information about the user’s activity, including activity name, sensor label,
sensor type, time stamp. The sensor types for activity recognition can be accelerometer, infrared, light, pressure, video and audio. Benefit of sensor based activity recognition relies on the fact that, events are certain to be detected by sensor networks. The user does not have to explicitly inform the intentions. Therefore, this is a passive interaction between the user and the pervasive environment.

On the other hand, the user intentions can also be captured by the speech interaction, which is more directly than the recognition of activities. Although the speech interaction is a traditional way, it is an active interaction between the user and the pervasive environment. From the perspective of the users, it seems there is an intelligent agent in the pervasive environment living and interacting with them. This makes the pervasive environment friendlier. Especially for elders living alone, it is a necessity component. Defect of the speech interaction is that it has to rely on an explicit communication with human. Dialogue events come from the speech interaction. Dialogue events have the same format with sensor events, but the sensor type for speech recognition is audio, and it has its own sensor label.

The combination of sensor events and dialogue events provides a friendly human-computer interface. In this way, people do not have to respond to the prompts from dialogue management systems. The sensor networks make up the missing information by providing sensor events. During a time that people would like to interact with the dialogue management system, they can choose to inform the system their activities and preferences by speech interactions.

Results of the combination of sensor events and dialogue events are multi-observation of the reminder planning system (Figure 4.2). The system has to identify, analyze, correlate and reason for the observations. Since observations are obtained from different sets of noisy sensors, the reminder planning system needs to deal with the multimodal partially observable information.
Figure 4.2. Sensor Events and Dialogue Events Become the Source of Multi-observation for Reminder Planning System.

4.4.1 Event System and Multi-observation

Activity recognition creates events about users’ activities. Every event is a segment of information about the user’s activity, including activity name, sensor label, sensor type, time stamp. The sensor types for activity recognition can be accelerometer, infrared, light, pressure, video and audio. The benefit of sensor based activity recognition relies on the fact that, events are automatically detected by sensor networks, and users do not have to explicitly inform their intentions. Therefore, this is a passive interaction between humans and pervasive environments.

On the other hand, users’ intentions can also be captured by speech interaction, which is a more direct interaction than the recognition of activities. From the perspective of users, it seems like an intelligent assistant lives and interacts with them. This makes the pervasive environment more friendly, especially for the elders that are living alone, the speech interaction is a necessary component. A defect of the speech interaction is that it has to rely on an explicit communication with the user. Dialogue events come from the
speech interaction. In the pervasive interaction, we can simply put it as an audio event, with a sensor-label of microphone.

The combination of sensor events and dialogue events provides a friendly and integrated interface. People do not have to respond to prompts from a dialogue management agent. The events from sensor networks make up the missing information. If people would like to interact with the agent, they can also choose to “tell” the system about their activities and intentions directly. Figure 4.3 describes a scenario of the loose coupling pervasive interaction. When an agent prompts a user to take medicine, the user can choose to reply or not. As soon as the user takes medicine, the agent will learn the states of the user’s activities by analyzing events from sensor networks. On the contrary, if it is an autonomous robot, the human’s responds (marked as dashed-line in the figure) normally should not be omitted. Since the interaction is tightly coupled with the robot, the human has to make explicit respond to every scenario of the dialogue. The difference of a pervasive interaction from a single-agent dialogue is, the pervasive interaction adapts to the environments exactly, rather
than adapting to the powerful function of a single agent. Thereafter, a pervasive interaction can provide a more friendly interface to users. It makes the pervasive environment to be an integrated intelligent system.

We can put the events of a pervasive interaction system into different categories, with every category belonging to a set of observations, and every observation comes from a set of noisy sensors. The application system has to identify, analyze, correlate and reason for the observations. We summarize the features of pervasive interactions as follows:

**Adaptation** Pervasive interaction makes users adapt to the environments perfectly;

**Redundance** Pervasive environments provide redundancy interfaces to sense and track the users’ activities and intentions;

**Cross-Reference** Intelligent systems using pervasive interactions need to have the ability to learn the information by cross-reference of multiple interfaces.

### 4.5 Hierarchical Multimodal Markov Stochastic Domains

A reminder is a planning system to prompt and remind the ADL of individuals with cognitive impairments. The system requires a multimodal partially observable framework that concerns both the events from speech recognition, and the events from sensor networks. We organize the system in two levels: MDPs based activity planning, and multimodal POMDPs based action planning. An action control component is used to manipulate the reminding tasks. Figure 4.4 provides an overview of the multimodal planning agent’s working scheme. We introduce the components separately in the following parts.

#### 4.5.1 Activity Planning by MDPs

The activity planning is used to control the states of human activities. Every activity is represented as a state of the MDP model. We have the followings reasons to adopt MDP rather than POMDP for the activity planning:
Figure 4.4. Hierarchical Multimodal Framework for Reminder Planning System.

Figure 4.5. Activities for Reminding Tasks.
(i) The uncertainty of multimodal observations is considered in a lower action planning level, instead of the level of activity planning;

(ii) Since every termination state of action planning can be determined, we can distinguish the states in activity planning.

Figure 4.5 is a Task State Navigation (TSN) graph to demonstrate some example activities for the reminder system. A TSN graph contains a set of grids, with each grid represents a state of the task, labeled by the state ID. Neighboring grids with ordinary line indicate there is a transitional relationship among these states. The reminding tasks start from the activity Getup, and end in Sport2 or Rest, whose grids are labeled with a star. For most of the states, it is certain to transmit to the next state, \( T(s,a,s') = 1 \). As discussed above, the transitions from Getup and Medicine to the next states are both according to the transition probabilities. We have, \( T(\text{Getup},a,\text{Sport}) = 0.5 \), \( T(\text{Getup},a,\text{Breakfast}) = 0.5 \), \( T(\text{Medicine},a,\text{Sport}) = 0.5 \) and \( T(\text{Medicine},a,\text{Rest}) = 0.5 \). The reward for state End is 10, and the rewards for other states are all 0.

We have only one action for the transition of different states. This is an abstract action, to indicate the end of an activity, and the start of next activity. In fact, the abstract action \( a \) for a state \( s \) is determined by the action planning subtask, which is related with the activity \( s \). When the action planning subtask reaches the End state, it implies the abstract action is executed.

4.5.2 Action Planning by Multimodal POMDPs

4.5.2.1 Action Planning Subtask

For each activity of the reminding task, the system needs to undertake a subtask, to guide the user to execute the activity. It is an abstract action that is unrelated with the actual prompting speech of the system. The prompts are determined in the subtasks of
each activity. We put the execution of different subtasks to a unifying form. These subtasks accept partial observations from sensor events as well as speech recognition events. It forms two sets of noisy observations, the sensor observations and the dialogue observations. Thus the system structure becomes a multimodal POMDP.

The TSN graph for the multimodal POMDP is presented in Figure 4.6. For each activity, there are six states in the action domain. For the initial state $\text{TimeToActivity}_i$, there are three possible transitions, including a state $\text{Activity}_{1:i-1}$ for previous activities, a state $\text{Activity}_{i+k+1:n}$ for future activities, and a state $\text{Activity}_{i+j}$ for current activity. If the system assumes the user is taking activity $\text{Activity}_{i+j}$, it may accept the observation from previous activities, or future activities. Due to the noises of sensors and speech recognition, these observations may be correct or not. Thus, the transitions from the state $\text{Activity}_{i+j}$ to $\text{TimeToActivity}_{i-1}$ and to $\text{Activity}_{i+k+1:n}$ are both small probabilities. The transitions from the state $\text{Activity}_{i+j}$ to $\text{FinishActivity}_{i+j}$ and to $\text{TimeToActivity}_{i+k}$ have higher probabilities. The state to which it transmits is related with the current observation.

![Figure 4.6. The Action Domain TSN Graph for Every Activity.](image)
Since both $TimeToActivity_{i+k}$ and $FinishActivity_{i+j}$ are termination states in the action domain, when the system reaches them, it will transmit to the next activity in the activity domain MDP. However, in the state $TimeToActivity_{i+k}$, we cannot determine whether or not the activity is finished. Only in $FinishActivity_{i+j}$, will the system record a status of $Activity_{i+j}$.

There are three activity states, \{\textit{unfinished}, \textit{executing}, \textit{finished}\}. We establish a list to record the status of every activity in a day. This will be helpful for the system to find out unfinished activities, for future data analysis, or for reminding the user directly.

4.5.2.2 Multimodal POMDP Framework

Details of different activities are defined in a POMDP framework. Each state is related with two actions, \textit{Prompt} and \textit{Wait}. The \textit{Prompt} indicates the planning system needs to provide prompt to the user. The actual content of a \textit{Prompt} is determined by an action control, which we will introduce in next part. The \textit{Wait} means the system takes an action of waiting.

The number of observation types (denoted as $|\Theta|$) is 2, representing dialogue events and sensor events. There are $|S|$ different observations in observation space, i.e. $|O| = |S|$. The dialogue events and sensor events are mapped into observations of different types. In fact, even if the system takes the action of \textit{Wait}, it still has a transition probability to next states. The states to which the system transmits can be determined by the observations. Normally, the observation probabilities of dialogue events are lower than that of the sensor events, and it will decrease with the increase of age for the elderly.

The rewards are assigned as follows. For the termination states,

$$R(TimeToActivity_{i+k}, \cdot) = 1, \text{ and } R(FinishActivity_{i+j}, \cdot) = 2.$$
In multimodal POMDP, the $\omega(\cdot)$ is a Bayesian statistic for an event belonging to an observation set. We have $\omega(x) = p(x|event)$, where $x$ is an observation set. For other states, $R(\cdot, Wait) = 0$, and $R(\cdot, Prompt) = -0.1$.

4.5.3 Action Control for Reminding Tasks

The action control helps to determine atomic actions of the planning system. Since the reminder system has complex task structure and actions, the atomic actions are not correlated strictly with the actions in multimodal POMDP subtasks. Thus, we can incorporate the benefit of POMDP framework, and constrain the state space to the core part of controlling tasks. We separate the atomic actions into two categories.

The first class atomic actions are related with the actions of multimodal POMDP subtasks. Let the atomic action be $a$, we have $a = f(s_{activity}, s_{action}, a_{action})$, where $f(\cdot, \cdot, \cdot)$ is the combination function, to merge different states and actions into the text of speech. Considering the concrete actions, we have

$$
a = \begin{cases} 
  Wait, & a_{action} = Wait \\
  f(s_{activity}, s_{action}, Prompt), & a_{action} = Prompt 
\end{cases}
$$

Thereafter, the actions in multimodal POMDP are translated to atomic actions in the reminder system, represented as the text of speech. Here is an example of the combination. Suppose $s_{activity} = Medicine$, $s_{action} = TimeToActivity_i$, and $a_{action} = Prompt$, the atomic action will be a prompt like “It is time to take medicine”.

The second class atomic actions are related with the states of multimodal POMDP subtasks. Table 4.1 provides the correlations of the states and the second class atomic actions. These atomic actions are used to update the status types for the activities.
4.6 Experimental Evaluation

The experiments are taken in a simulation environment. Seven activities are used as an example of the daily activities (Figure 4.5). We have discussed other settings in previous sections. We want to find out effects of the reminding tasks.

Figure 4.7 demonstrates learning curve of the average reward in each time step, for the multimodal POMDP. The average reward converges to 1.3.

We made a statistic of the actions in multimodal POMDP subtasks (Figure 4.8). The activity state 1 represents the state TimeToActivity$_i$, and the activity state 4 represents Activity$_{i+j}$. Both states are important for the reminding subtask. The time for executing an activity is often longer than preparing the activity. This effect is reflected in the action assignments of the planning tasks. We have two actions in every state, Prompt and Wait. In the state TimeToActivity$_i$, the actions of Prompt are about 2/3 of all actions, and Wait actions occupy the rest 1/3. This is reversed for the state Activity$_{i+j}$. During the activity, the reminder system will choose Wait about 2/3 of all actions, only 1/3 of them are Prompt. This indicates our multimodal POMDP planning for the reminder system provides reasonable prompts for the user, because the system does not have to prompt many times during an activity.
Figure 4.7. Learning Curve for the Multimodal POMDP.

Figure 4.8. Analysis of the Actions in Multimodal POMDP Subtasks.
Figure 4.9 provides a further statistic of the Promt actions for different activities. For the activity state 1, $TimeToActivity_i$, there is not a single time the system does not prompt for the user. For about 70% of the activities, the system only prompts once. This percent decreases when the number of prompts increases. Only very few occasions the system prompt more than 4 times. This is comparable with the traditional constant of prompting tasks in a reminder system. The multimodal POMDP controls the system to adapt to multi-observation by which the system interacts with the user. The actions of the planning processes are more like a probability distribution, rather than a constant. For the state 4, $Activity_{i+j}$, there exists about 15% activities, in which the system goes to the next activity directly, without Prompt. For about 39% activities, the system prompts once for the user, and about 43% activities twice. When there is no prompt action, the system will perform Wait in every time step.
The distribution of prompts is determined by the observations accepted from the multimodal readings. The user can choose to respond the system by speech or just keep silence. Without speech responses, the user’s action is determined by sensor readings. This is the reason why the number of prompts in the reminder system is not constant. These results indicate the planning system helps us build a flexible mechanism for the reminding tasks, and it is a suitable design for the pervasive interaction based reminder systems.

4.7 Related Work

A plan management technology are used to model an individual’s daily plans in [63, 64]. The authors consider reasoning in execution of the plans, so as to make flexible and adaptive decisions for reminding tasks. A decision-theoretic planning based on POMDP is proposed to assist people with dementia to wash hands [65]. A time-state aggregated POMDP method is proposed for the planning of human-robot interaction [66].

The development of multimodal and human-friendly HCI is a hot topic for assistive technology [67]. In this paper, we further discuss framework of the planning system for pervasive interaction.

Multi-task management is a challenging topic in Markov stochastic domains. It has been considered as a dynamically merging problem for MDPs [17]. Another approach is the hierarchical POMDP [16, 68]. In these works, different actions are organized in the hierarchical structure of POMDP for the interaction. The designers implement the models as hierarchical decomposition of abstract actions, until every action becomes atomic. Our system adopts the idea of hierarchical design. The task domain is modeled as MDP, whereas the activity domain is modeled as POMDP.

Another related work tries to automatically construct HPOMDP, through data-mining techniques on collected data [69]. It assumes that a collection of data may contain many
repetitive patterns. If an algorithm is provided some preliminary about some given patterns, then it can take a data-mining on more data, to discover interesting pattern, such as a permutated of then original pattern. The authors want to make use of a Hidden Markov model to analyze this information, to help to construct the model of HPOMDP. Designing a learning approach to build up a Markov automata belongs to a stand-alone topic. Although the approach is interesting, we have to build up well about the pre-requisite conditions. Generally, researchers often rely on a simple Bayesian analysis to model POMDP.

4.8 Conclusion

Designing an integrated, friendly and loose coupling user interface is important to pervasive environments. The pervasive interaction considers not only dialogue events, but also sensor events. The observations from both of these events are used to build up the belief space of a planning system. The reminder is a typical system for pervasive interaction. It is used to remind people with cognitive impairment, about the activities of their daily livings. We model the reminding tasks in MDPs. We normalize the reminding task of every activity so that it conforms to a multimodal POMDP model. Solving the hierarchical multimodal Markov stochastic domains becomes a solution of the pervasive interaction based reminder system.
CHAPTER 5

PLANNING FOR RISK-SENSITIVE TASKS

5.1 Introduction

In many real-world applications of sequential decision-making, such as medical planning, surgery, therapy, marketing and robot planning, decision under uncertainty is a trade off return against risk [70]. Uncertainty is the unpredictability of a process [71]. Risk relates with the unpredictability of alternative outcomes [72]. More and more research works realize the importance of risk sensitivity for planners [73, 74]. In pervasive assistive environments, service robots may also have to make decisions according to their risk attitudes. For example, when the sensor network reports an event that the elder falls, the robot will face a time-critical task to help the elder directly or trigger a remote doctor to help. How could the robot decide what to do under this situation is determined by its attitude about the risk in different planning options. Another example is the gamble game. Suppose an investor with assets of $10k has an opportunity to invest $5k in a venture, which is equally possible to gain either $15k or nothing. A risky option for the investor is to invest his money, which he may have a chance of 0.5 to gain $15k, and a chance of 0.5 to lose $5. While not to invest is an alternative option that will reward $0 to the investor with certainty.

As a major branch of decision theory, utility theory explains this risk-aware behavior [31, 75]: Every intelligent agent has a monotonically non-decreasing utility function that maps its wealth level of every decision step to the resulting real-valued utility. An agent maximizes the expected utility of its future wealth level. The utility function determines its risk attitude. Linear utility functions imply a risk-neutral risk attitude. An agent is risk-neutral iff it makes decisions that maximize the expected future wealth level. Concave
utility functions imply a risk-averse risk attitude. An agent is risk-averse iff it makes decisions that do not maximize its expected future wealth level provided that the variance of its future wealth level is sufficiently reduced. On the contrary, an agent that is risk-seeking will have more preference to a risky option than a certain one, and it has a convex utility function. Since different agents can have different utility functions and thus different risk attitudes, they can make different decisions. The relationship of wealth, risk attitude and expected utility is depicted in Fig. 5.1.

Risk is often not independent of wealth. When the wealth increases to a certain level, the agent may change the order of preference. In financial decisions, managers may face a decision about the chosen of an optimal option among several investment plans. They have to evaluate the risk according to their wealth conditions. If the managers have more money, they will have stronger toleration of the risk. On the contrary, if they are pertaining less money, generally they will be less tolerable of the risk. The decisions from linear utility functions are independent of the initial wealth level and thus do not change as the wealth level increases. These utility functions are also known as zero-switch utility functions [76]. Comparably, for each pair of alternative decisions, however the initial wealth level and the wealth level of every decision step changes, if the agent only changes its preference once,
the utility function is one-switch [76]. Normally, if the utility function of an agent is one-switch, and it has two options \( p_1, p_2 \) in its current decision step. It may prefer an option \( p_1 \) when the wealth level \( w \) is lower than a threshold. However, if the \( w \) is greater than the threshold, it may change its preference to \( p_2 \), even if all other conditions hold the same. But if the utility function is zero-switch, the agent’s preference will not change according to the \( w \). An \( n \)-switch utility function permits at most \( n \) switches of preference between a pair of alternatives. Bell [76] has proposed that the one-switch utility function is more adaptable to the change of preference of real-world decision-making applications. In the following parts, we will address the most useful one-switch utility functions. In fact, the solving of a zero-switch utility function based problem domain is much easier than that is based on a one-switch utility function.

The measurement of risk falls into two types: cost based analysis and wealth based analysis. Cost, reward and wealth are all related with resource. Cost is the consumption of resource, reward may be consumption or gain, and wealth is the total amount of resource (money, energy, time, and others) an agent holds. In gambles, lotteries, and investments, utility is a function of wealth [77]. Decision tree is a prevalent method for risk-aware planning when wealth analysis is utilized. While the decision-theoretic planning finds optimal policies using value iteration [78] or policy iteration, using backward induction. This process proceeds reasoning backwards, from the end of a problem to determine a sequence of optimal actions. In this way, risk is easier measured by reward. Since cost is a special form of reward, the existing Markov decision processes (MDPs) based risk-sensitive planning approaches address cost analysis as a measurement of risk [72, 79, 80].

On the other hand, it is hard for a planning system to calculate the wealth of every step directly in sequential decision-making. In some simple problems, the expected wealth for every state can be calculated easily. Considering the gamble game we have mention
We can use a decision tree (Fig. 5.2) to compute the expected wealth of the investment,

$$0.5 \times (10k - 5k + 0k) + 0.5 \times (10k - 5k + 15k) = 12.5k.$$  

Here, the 5k is the cost of the venture, and the 15k is the gain. Initially, the wealth of the investor is 10k. If he does not invest the venture, the initial wealth of 10k will be reserved. If he invests, then the wealth will expect to be 12.5k. Since the expected wealth (12.5k) of the investment is greater than the wealth of no investment (10k), the investor will prefer to invest. However, for complex problems that cannot be organized into decision tree, the outcomes will not be so apparent. The block world domain [72] is such an example, which we will introduce in the experiment section.

In this example, we assume a zero-switch utility function \( u(x) = x \), i.e. \( u_{\text{invest}} = u(12.5k) = 12.5k, u_{\text{not invest}} = u(10k) = 10k \). Since 12.5k > 10k, the investor will prefer to invest the venture. If the utility function \( u(x) \) is one-switch, then given a wealth level \( W \), which is determined by the planner’s specific \( u(x) \), when \( x_1 > W \) and \( x_2 > W \), even though \( x_1 > x_2 \), the utility function may change, such that \( u(x_1) < u(x_2) \). However, it is \( u(x_1) > u(x_2) \), when \( x_1 < W \) and \( x_2 < W \). As a result, when using a one-switch utility function to make the decision, the investor may change his preference according to the
computing results according to the level of his wealth. However, in a one-switch utility function, there is only a single change of the preference according to the wealth level.

Although wealth analysis is more reasonable to applications, cost analysis is often easier for the computation and thereafter often favored by researchers [72]. Cost analysis considers the resource that is consumed. It has a hidden presumption: the utility is independent of wealth (the initial wealth is zero). Take the robot planning as an example: If we concern the minimization of the total amount of time interval a robot spends in a planning task, we minimize the sum of the time-cost from every decision step. This will ease the computing of the optimized results. However, concerning risk attitudes and one-switch rules [76], the estimated optimal policy \( \hat{\pi} \) discovered simply by cost will be challenged in real world risk-aware applications. In worst cases, the \( \hat{\pi} \) may even be reverse to the real optimal policy \( \pi \), after the wealth is considered not to be independent of risk. In the robot planning, if we simply consider the summary time-cost, we overlook how this planning is related with the initial wealth - in this case, it is the scheduled total time interval to finish this task, which is important to planning with risk attitudes. For time-critical tasks such as helping a falling senior, rescuing victims in disaster [81], also considering the total energy of an autonomous robot is often certain, to minimize the total time-cost within scheduled time interval will be more reasonable to real applications than simply to concern the time-cost itself. This is also known as planning under time constraints in prior research [82].

This paper further discuss the discrepancy between a cost based planning and a wealth based planning. We introduce a bridge algorithm to connect cost and wealth. Given a utility function \( u(x) \) (either zero-switch or one-switch), and an initial wealth \( w_0 \), a bridge algorithm helps us find the optimal policies \( \pi \), based on the suboptimal policies of cost analysis. With such a bridge between cost and wealth, we can solve any wealth dependent risk planning problems that have been solved previously only by decision tree. Since the
backward induction based MDP is more powerful framework, the bridge algorithm also helps us solve complex problems that decision tree cannot provide a solution.

Although the prior research in [79, 83] also considered to incorporate a wealth level \( w \) in a risk-sensitive planning, it is distinctly different from our work from the definition of question domains to the framework and the algorithm. The initial wealth level \( w_0 \) is constraint to zero in this prior work, and it decreases as the time step \( t \) increases. This is to consider the accumulated cost as the wealth level. Our framework allows the \( w_0 \) to be any real value. The prior work relied on an “augmented” MDP whose states are defined as the pairs \((s, w)\), while our research still inherits the traditional and commonly accepted MDP with the state \( s \). The prior work developed a functional value iteration that maintains a value function for each state of the given MDP. We incorporate the classical Bellman value iteration, with a slight modification to a utility value iteration. We solve the problem domain using a bridge algorithm.

5.2 Decision Theories and Utility Functions

Expected utility (Eu) theory [31] provides a quantification for decision-making under risk and uncertainty. Let \( X = (E_1 : x_1, \ldots, E_k : x_k) \) denote a prospect. The \( E_i(i = 1, \ldots, k) \) denotes the possible events, of which exactly one is true and the others are not true. The \( x_i \) designates the amount of reward when the \( E_i \) is true. In the decision theory, \( X \succeq Y \) if the agent prefers to choose \( X \) from \( \{X, Y\} \). When choosing from multiple prospects, the agent selects one that equally or more than \( \succeq \)-dominates the others. Because we do not know which event is true, we do not know for sure what outcome will result from a prospect. The expected utility can be a decision criterion. Let \( p(E_i) = p_i(i = 1, \ldots, n) \) be the probability
distribution of the events, then $Eu(X) = \sum_{i=1}^{n} p_i u(x_i)$, where $u(x_i)$ is the utility for $E_i$. We have

$$X \succeq Y \iff Eu(X) \geq Eu(Y),$$

i.e.

$$\sum_{i=1}^{n} p_i [u(x_i) - u(y_i)] \geq 0.$$

If an agent always obeys the expected utility decision criterion, it is risk consistent.

Certainty equivalent is a quantification of the wealth under uncertainty. Denote $\tilde{x}$ as the certainty equivalent of the wealth $x$, then $u(\tilde{x}) = u(x)$.

Both the linear and the exponential utility functions are zero-switch. The agent with zero-switch utility functions never changes its decision according to different wealth levels. General Markov decision processes of decision-theoretic planning use linear utility functions, which is risk-neutral [28]. When the utility function takes a linear form $u(x) = x$, the expected utility becomes the expected value ($E$) of wealth. The decision criterion becomes $X \succeq Y$ if and only if $E(X) \geq E(Y)$.

In risk-sensitive MDPs [4, 84], an exponential utility function is in the form

$$u(x) = -\text{sgn}(\tau)e^{-x/\tau} \quad (5.1)$$

with inverse

$$u^{-1}(x) = -\tau \log(-\text{sgn}(\tau)x) \quad (5.2)$$

where $\tau(\tau \neq 0)$ is the risk tolerance coefficient. The greater $\tau$ means the stronger risk tolerance. When $\tau > 0$, the greater $\tau$ results in the less risk-aversion; when $\tau < 0$, the larger $\tau$ results in the greater risk-seeking.

Bell [76] proved that, only the linear-exponential utility functions satisfy the one-switch rule:

$$u(x) = x - ae^{-x/\tau} \quad (5.3)$$
where $a > 0$, $\tau > 0$. Given $u(x) = v$, the $y = u^{-1}(x)$ can be achieved by solving the equation $y - ae^{-y/\tau} - v = 0$. There are varies methods to address the solution of such an equation. We skip this part of contents.

5.3 Risk-Aware MDPs

An MDP models a dynamic system as a set of Markov states, with a pre-knowledge of the transition probabilities. MDP based dynamic systems assume that every state shares the same action space. Moreover, the Markov property enables us to utilize dynamic programming to find out optimal policies. Since an agent’s risk attitude is determined by its utility functions, by adjusting these functions, we can model the Markov decision problems with any risk attitudes using risk-aware MDPs.

A risk-aware MDP is a tuple $\langle S, A, T, R, s_0, G, U \rangle$, where the $S$ is a set of states, the $A$ is a set of actions, the $T(s, a, s')$ is the transition probability from the state $s$ to $s'$ using an action $a$, and the $R(s, a)$ defines the reward when executing an action $a$ in the state $s$. The $s_0(s_0 \in S)$ is the initial state, and the $G(G \subset S)$ is a set of absorbing states. The $U$ is the set of utility functions, $U = \{u(x), u^{-1}(x)\}$. An absorbing state does not have to be a goal. In the general case planning problems, such as an agent plans to invest an amount of money (or energy) for a gamble, the actual goal is to win the gamble. But if the agent wants to avoid the gamble due to its risk attitude, the system also reaches an absorbing state. Thus, the $G$ includes the goals as well as the termination states (for the infinite planning without goal or termination state, we can simply set $G = \text{null}$).

A policy represents the action that an agent wants to undertake in a given state. In the traditional risk-neutral MDP model, the optimal state-action mapping for the $t^{th}$ time step, denoted as $\pi_t$, can be reached by the optimal $(t-1)$-step value function $V_{t-1}$:

$$Q_t(s, a) = R(s, a) + \gamma \sum_{s' \in S} T(s, a, s')V_{t-1}(s')$$  \hspace{1cm} (5.4)
where the $\gamma$ is the discount factor. The optimal policies are calculated using the discounted sum of rewards $E(\sum \gamma^t R(s_t, a_t))$. The optimal policy of a state $s$ in a time step $t$ is obtained by

$$\pi_t(s) = \arg \max_a V_t(s) = \arg \max_a Q_t(s,a)$$

Continue the value iteration until it comes to the convergence condition

$$\max_s |V_t(s) - V_{t-1}(s)| < \epsilon.$$  

Then for each state $s$, we obtain the convergence value $V^*(s)$, the convergence value $Q^*(s,a)$ for each action $a$, and the convergence policy $\pi^*(s)$.

The optimal action selection becomes a problem to find a sequence of actions $a_1, \ldots, a_t$ to maximize the expected sum of rewards $E(\sum \gamma^t R(s_t, a_t))$. In this process, what we concern is the control effect, achieved from the relative relationship of the values. When we use a discount factor $\gamma$, the relative relationship remains unchanged, but the values can converge to a fixed number.

To adapt to the expected utility theory, let $\gamma = 1$, and apply the utility function on the values, we get

$$Q_t(s,a) = u \left[ R(s,a) + u^{-1} \left( \sum_{s' \in S} T(s,a,s')V_{t-1}(s') \right) \right] \quad (5.5)$$

Equation 5.5 puts every value into a utility function, hence, we call it utility value iteration. Specifically, when $u(x) = x$, it becomes the traditional Bellman value iteration of Equation 5.4.

The same with value iteration, utility value iteration can also be solved using backward induction, using dynamic programming. The backward induction determines a sequence of optimal actions from the end of a problem. This process continues backwards.
until one has determined the optimal action for every state. When the value for every state converges, the program terminates.

**Observation 1** After the utility value iteration converges, given the state $s$, we have that,

(i) the $V^*(s)$ is an expected utility;

(ii) the $u^{-1}(Q^*(s,a))$ is a certainty equivalent of action $a$;

(iii) the $u^{-1}(V^*(s))$ is a certainty equivalent of the optimal action.

Utility value iteration guarantees the convergence of linear or exponential functions [4]. Unfortunately, it does not hold for the one-switch linear and exponential functions, which are more useful in real-world risk-aware applications. However, as discussed [76], the one-switch utility functions adapt to the change of risk attitudes of the investors better than zero-switch functions.

Although the traditional work of risk-sensitive MDP [4] only addresses the use of zero-switch functions, an “augmented” MDP solution is proposed to solve the one-switch function based utility value iteration [79, 83]. However, even if such an approach can solve the one-switch utility value iteration, it requires the change of the classical MDP to an “augmented” version, simply because of the risk-attitude. More importantly, such a seemingly tiny modification increases the state space as well as the complexity of the system structure, laying unexpected burden to the planning tasks. In Section 5.5, we will introduce a bridge algorithm to address how to solve the one-switch utility value iteration. It makes use of the classical MDP, rather than an “augmented” or other modified version of MDP for the utility value iteration. By the bridge algorithm, we can achieve the goal of solving the risk-aware MDP, without changing the model of the original planning system. Thus, with the bridge algorithm, Equation 5.5 will be useful either the utility function is zero-switch or one-switch.
5.4 Decision-Making with Cost and Wealth

5.4.1 Decision Processes and Decision Graph

A decision graph \[72\] consists of decision nodes and action edges. We formalize the definition and correlate it with decision theories. When risk and preference is considered in decision processes, each state becomes a risk-aware decision node. The action edges indicate the transitional relationship, as well as the reward or cost. Correlating decision theories with the MDP model, a prospect of a state \( s \) corresponds to an action of \( s \).

A well-defined decision graph has the following properties: Every decision node has one or more paths to absorbing states, and it is reachable from the root decision node. Given a decision node \( s \), its prospect is certain if and only if there is only a single future state \( s' \), \( T(s,a,s') = 1 \). If a decision node has only a single prospect, then the node is certain. Given a path from a decision node to an absorbing state, if every decision node along the path is certain, then the path is certain. On the contrary, a decision node is risky if it has at least two paths to the absorbing states, and one is not certain.

5.4.2 Reward, Cost and Wealth

Reward is used in almost every research work of MDPs. Seldom there is a strict definition of this term. Normally, reward can be benefit \( (R > 0) \), hazard \( (R < 0) \) or even cost \( (R \leq 0) \). Although we inherit the rough definition of reward from prior works, in this paper, we strictly define cost as the quantity of consumption, and wealth as the quantity of resource. Beside these definitions, we also mention a term of prospect. A prospect of risk-aware MDP is a state-action pair \( (s,a) \). Each prospect has a value, which we obtain by Equation 5.5.

**Definition 1** A path \( p \) is a feasible solution from the initial state \( s_0 \), to an absorbing state \( s_g \in G \). It is composed by a set of decision nodes and the corresponding decision edges that connect these decision nodes.
We have multiple paths from the initial state $s_0$ to the goals $G$. Thus, in order to find out the optimal solution of the problem domain, it corresponds to find out the optimal path. Suppose $P$ is a set that includes all of the feasible paths for a risk-aware MDP. Denote $n$ is the total number of paths for the problem domain, we have $P = \{p_1, p_2, \ldots, p_n\}$.

If we choose a decision node from every path, then we obtain at most $m \leq n$ decision nodes. This is because different paths may share common decision nodes.

**Definition 2** Given $m$ decision nodes $s_1, s_2, \ldots, s_m$, each coming from a distinct path, they are equipotential iff, for $\forall i, j \in [1, m]$, the value of every prospect of $s_i$ equals to the value of a corresponding prospect of $s_j$, i.e. $Q^*(s_i, \cdot) \equiv Q^*(s_j, \cdot)$.

Reward is often defined in a flexible way to ease the research and analysis of problems. It can be defined as either positive gain or negative loss, or both of them. For example, the $4 \times 3$ Grid [36] defines reward as benefit, while the Tiger-grid [10] defines reward as hazard. In Hallway navigation domain [10], the cost of every step is a small negative constant, but there is a big positive gain at the destination. In fact, it maps many real-world measurements into a single parameter of reward. In the robot navigation domain, the cost of every step is related with the energy consumption of the robot, whereas the positive gain may represent the object that the robot expects to capture.

In a decision system that is measured simply by reward, one assumes that, by rough estimation, benefit, hazard, or cost can be quantified as real-valued parameters. For a reward based decision process, the absorbing states are not equipotential. The absorbing states with benefit provide positive reward, while the absorbing states with hazard provide negative reward. Since the results are known, by backward induction, an agent can easily find a stochastic path to reach the absorbing state with better reward. Considering a reward based decision process, since the choices of optimal policies are originated from unequipotential decision nodes (the goals normally have better reward than others), we call it unequipotential planning.
Cost is a special type of reward. It indicates the quantity of consumption. Compared to reward, by which we only make a rough estimation of the values, the cost analysis is more precise to reflect the consumption. In fact, both the benefit and the consumption can be quantified as reward. However, the benefit of a process may be totally different from the consumption. For example, we try to write an article, the benefit is fame and/or money. However, the consumption is the time we input to such a process. If we quantify these different metrics into a single metric of reward, the result has to be a rough estimation. If we simple consider cost to analyze the process, it will be more reasonable.

In a cost based decision process, the absorbing states are equipotential. Let \( f(S) \) denote \( \{ f(s), \forall s \in S \} \). The reward array for the cost based decision processes satisfies

\[
R(s, G) = 0 \land R(s, S \setminus G) < 0.
\]

Since the choices of optimal policies are originated from equipotential decision nodes, we call it \textit{equipotential planning}. A hidden presumption for the cost based decision processes is, the wealth for the \( s_0 \) is zero.

Another equipotential planning is the wealth based decision process. Wealth indicates how much resource an agent possesses. In a wealth planning, the value of every decision node is the amount of wealth (time, energy, money, etc.). Wealth planning is based on the following assumption: the prospect of every decision node is related with the agent’s current wealth and the reward of its prospects. In many decision-making applications, like investment and gamble, the policies are not independent of wealth. Therefore, a wealth planning reflects one’s risk attitude precisely. For a simple decision graph, of which the decision nodes can be organized in a tree, i.e., there are only burst nodes (splitting paths), rather than sink nodes (converging paths, or loop), the solution for the wealth planning is a greedy forward searching in the decision tree. In complex decision problems, the deci-
sion graphs may not be organized into trees. Therefore the decision tree approach is not applicable. We will address this problem further in next section.

A comparison of reward, cost and wealth in planning is summarized in Table 5.1.

Table 5.1. Comparison of Reward, Cost and Wealth in Planning

<table>
<thead>
<tr>
<th>Reward</th>
<th>Cost</th>
<th>Wealth</th>
</tr>
</thead>
<tbody>
<tr>
<td>y/n</td>
<td>y</td>
<td>y</td>
</tr>
<tr>
<td>Precision</td>
<td>rough</td>
<td>precise</td>
</tr>
<tr>
<td>Presumption</td>
<td>$w_0 = 0$</td>
<td>$w_0 = 0$</td>
</tr>
<tr>
<td>Outcome</td>
<td>known</td>
<td>unknown</td>
</tr>
<tr>
<td>Model</td>
<td>MDP</td>
<td>r.a. MDP</td>
</tr>
<tr>
<td>Algorithm</td>
<td>b.i.</td>
<td>b.i.</td>
</tr>
</tbody>
</table>

n.a.=not applicable  r.a.=risk-aware  b.i.=backward induction  f.g.=forward greedy

5.5 Bridging Cost and Wealth

5.5.1 Problem Formulation

In risk-aware sequential decision-making that is not independent of wealth, every decision node does not simply consider reward or cost, but it also relates the risk-attitude with wealth. Many existing research works on the risk-sensitive MDP simply relies on reward or cost analysis for the optimal policies of decision nodes [4, 72, 79]. These results do not hold if the one-switch utility functions are used to reflect the planner’s risk-attitude, because the optimal policies that are discovered simply by cost analysis may be different from the optimal policies when the wealth level is considered, and these backward induction approaches cannot utilize wealth analysis directly just like the decision tree approach. However, as we have discussed in previous sections, the one-switch utility functions adapt to the risk-attitudes better than zero-switch utility functions, in real-world risk-aware plan-
ning applications. Also, it is more realistic for real-world applications that risk-attitudes of the planners are not independent wealth. As a result, these traditional approaches about the risk-aware planning will not be able to find out the optimal policies in many real-world applications. For example, two investors $A$ and $B$ want to invest a venture. The investor $A$ has an initial wealth of $10k$, while the investor $B$ has an initial wealth of $1000k$. It is conceivable that the optimal policies for $A$ and $B$ should be different, because they have different amount of initial wealth. If we simply consider the analysis of reward, we may not find out the optimal policies that adapt to the potentially different requirements of $A$ and $B$. Although recent works in [79] provide an “augmented” MDP solution for the one-switch risk-aware MDP, the solution changes the original state space of the MDP. It greatly increases the size of state space, which will result in an unexpected burden to the planning tasks. On the other hand, although decision tree is a prevalent solution for the wealth planning in investment or other financial applications, it works only in relatively simple sequential decision. It cannot solve complex sequential decision problems whose decision graphs are not trees.

The risk-aware MDP utilizes backward induction that is more powerful than the greedy forward search based decision tree. Therefore, it can solve the complex sequential decision problems. Then, how to solve the problems caused by the one-switch rules when wealth is considered not independent to the planners’ risk attitude, it becomes a key-point for such an approach to be used in more general applications. This is because, such a backward induction can only be used to analyze reward, without considering how the initial wealth will be related with the planners’ sequential decision. Thus, if we can find out an approach to solve the one-switch rules based risk-aware planning, and we accept that the planners’ risk-attitudes are not independent with wealth, we will solve the hardest and most meaningful part of the risk-ware planning tasks. It will change the current status of the wealth based planning being mainly solved by decision-tree. It will enable the
solution of more complex planning tasks. Also, we do not want to build up new models for the problem domains, simply because the reason of incorporating the one-switch utility functions. These new models, such as an “augmented” MDP, will change the state space of original domains, which means we use a different framework for the planning tasks.

Under these backgrounds, we want to develop a bridge algorithm, such that we can solve the problems in wealth based analysis using traditional reward or cost analysis based approaches. More importantly, such a bridge algorithm should be a “transparent” operation. That is, we do not have to make any change of the original models to an “augmented” or any other kinds of different models. From the perspective of planners, they still execute the planning as if such an additional computing does not exist. Right after the use of the bridge algorithm, planners will be able to obtain the optimal policies according to their risk-attitudes.

5.5.2 Equipotential Operations

If we simply consider cost, the risk-aware MDP becomes

\[ M_c = \langle S, A, T, R | (R(G, \cdot) = 0), s_0, G, U, w_0 = 0 \rangle. \]

Otherwise, when wealth is considered, the risk-aware MDP becomes

\[ M_w = \langle S, A, T, R, s_0, G, U, w_0, W \rangle, \]

where \( W(s) \) is the certainty equivalent for the state \( s \).

Let the solution of the risk-aware MDP be \( \langle \pi^*(S), V^*(S) \rangle \), indicating the optimal policy and the optimal value for every state. We can solve \( M_c \) using utility value iteration. As for \( M_w \), since the initial state has equipotential prospects, we are unable to use backward induction to transfer the value to other decision nodes. This is the reason why existing research only considers reward and cost. In the following parts, we will introduce a bridge
algorithm, which is a bi-directional value iteration. With this algorithm, we are able to solve the wealth based planning problems that have complex decision graphs, which are not trees.

**Definition 3** Two distinct risk-aware MDPs $M_1$ and $M_2$ are isomorphic iff $M_1 \cap M_2 = \langle S, A, T, R, s_0, G, U \rangle$.

**Definition 4** Two distinct isomorphic risk-aware MDPs $M_1$ and $M_2$ are homeotypic iff $M_1$ and $M_2$ have the same set of equipotential decision nodes.

In order to understand these abstract terms, let us see some specific examples.

- If two risk-aware MDPs $M_1$ and $M_2$ are isomorphic, then they are used in a same domain.
- The equipotential decision nodes for the cost based decision processes $M_c$ are absorbing states. Their values are all zeros.
- There is only a single equipotential decision node for the wealth based decision processes $M_w$, the initial state $s_0$.
- Since $M_c$ and $M_w$ do not have the same set of equipotential decision nodes, they are not homeotypic.
- Since,

$$M_c \cap M_w = \langle S, A, T, R(R(G, \cdot) = 0), s_0, G, U, w_0 = 0 \rangle \cap \langle S, A, T, R, s_0, G, U, w_0, W \rangle$$

$$= \langle S, A, T, R(R(G, \cdot) = 0) \cap R, s_0, G, U, w_0 = 0 \cap w_0(> 0) \rangle$$

$$= \langle S, A, T, R, s_0, G, U \rangle,$$

$M_c$ and $M_w$ are isomorphic.

**Theorem 1** Either two distinct risk-aware MDPs $M_1$ and $M_2$ are isomorphic or homeotypic, they define the same problem domain, with the same risk-attitude.

From the definition of homeotypic, if $M_1$ and $M_2$ are homeotypic, then they are isomorphic. Thus we obtain $M_1 \cap M_2 = \langle S, A, T, R, s_0, G, U \rangle$. This conforms to the definition of an MDP
that has an initial state \(s_0\), as well as a set of goal states \(G\). Also, \(M_1\) and \(M_2\) share the same utility function \(U\). This will lead to a fact that \(M_1\) and \(M_2\) define the same risk-attitude.

**Observation 2** A cost based risk-aware MDP \(M_c\), and a wealth based risk-aware MDP \(M_w\), if they are isomorphic, they define the same problem domain, with the same risk-attitude.

**Observation 3** A cost based risk-aware MDP \(M_c\) has a set of equipotential decision nodes at the absorbing states, a wealth based risk-aware MDP \(M_w\) has a single equipotential decision node at the initial state.

**Observation 4** A cost based risk-aware MDP \(M_c\), and a wealth based risk-aware MDP \(M_w\), given that they are isomorphic, we have

(i) They hold the same optimal policies provided that their risk-attitudes are independent with wealth;

(ii) Otherwise, if their risk-attitudes are not independent with wealth, their optimal policies may be different.

From the above discussions, we are able to solve a risk-aware MDP whose equipotential decision nodes are absorbing states, by transforming the \(M_c\) into its homeotypic model \(M_w\).

Let \(ep(M)\) denote the equipotential decision nodes of \(M\).

**Definition 5** An equipotential transposition of a risk-aware MDP \(M\), denoted as \(ET(M)\), is a transformation from \(M\) to \(M'\), where \(M'\) is not homeotypic with \(M\). It holds the following properties

(i) \(ET(ET(M)) = M\);

(ii) \(V^*(ep(ET(M))) + V^*(ep(M)) = w_0\).

**Observation 5** A transformation from a cost based risk-aware MDP \(M_c\) to a wealth based risk-aware MDP \(M_w\) or vice versa is an equipotential transposition.
For the cost analysis, we have \( w_0(M) = 0 \), by equipotential transposition, we get \( w_0(ET(M)) > 0 \). The \( w_0(ET(M)) \) is the initial wealth that we assume the agent has.

**Definition 6** An equipotential induction of risk-aware MDP \( M \) is a backward induction, from its homeotypic counter-partner’s equipotential decision nodes, to any other nodes in the decision graph.

Let \( EI(M) \) denote the equipotential induction of \( M \). The \( EI(M) \) is executed from the decision nodes \( ep(ET(M)) \), to any other decision nodes. The equipotential induction is used for wealth planning, i.e. \( w_0 > 0 \).

In our computing, we use equipotential induction to transfer a tuple of unequipotential risk-aware MDP into an equipotential tuple of risk-aware MDP. In other words, an equipotential induction helps to turn the measurement from wealth to cost.

**Observation 6** When a planner’s risk-attitude is independent of wealth, equipotential operations will not affect the optimal policies of a decision process, i.e.

\[
\begin{align*}
(i) \quad & \pi^*(ET(M)) = \pi^*(M); \\
(ii) \quad & \pi^*(EI(M)) = \pi^*(M).
\end{align*}
\]

Now that under the assumption that the risk-attitude is independent of wealth, equipotential operations do not affect the optimal policies of a decision process, the equipotential transposition \( ET(\cdot) \) and the equipotential induction \( EI(\cdot) \) serve as important operations we use to construct a bridge between cost and wealth.

### 5.5.3 Bi-Directional Value Iteration

Denote \( uVI(M) \) as the utility value iteration that is taken on a tuple \( M \). For a risk-aware MDP \( M_c \) that is based on cost, and a risk-aware MDP \( M_w \) that is based on wealth, if we can find a bridge between \( M_c \) and \( M_w \), we are able to find a solution for \( M_w \), with the help of \( M_c \). Since the solution requires taking value iteration in two directions of the equipotential decision nodes (the initial state:top, the absorbing states:bottom), the bridge
algorithm is a \textit{bi-directional value iteration}. A bi-directional value iteration process consists of a cost based utility value iteration, a wealth based utility value iteration, and equipotential operations (Fig. 5.3). The algorithm proceeds as follows:

1. In order to analyze a system whose risk attitude is not independent of wealth, first we assume it is independent of wealth.
2. The bi-directional value iteration process starts from the $M_c$.
3. By utility value iteration, we obtain $uVI(M_{c,0})$, with equipotential decision nodes at the bottom (the absorbing states $G$).
4. Since our purpose is to achieve the $M_w$, we have to take an equipotential transposition, $M_{w,t=1} = ET(uVI(M_{c,0}))$, where $t$ is the time-step.
5. The equipotential transposition will not make a change on the optimal policies. Let a matrix $W$ from $M_{w,t}$ be the current certainty equivalent of wealth.
6. Set $R(G) = W(G)$, we get $M_{w,t}'$.
7. Proceed the utility value iteration, we get $uVI(M_{w,t}')$, which is unequipotential.
8. We transform it into cost using equipotential induction, \( M_{c,t} = EI(uVI(M'_{w,t})) \).

9. When we take an equipotential transposition on \( M_{c,t} \), we get \( M_{w} \) for \( t+1 \) time-step, which is \( M_{w,t+1} = ET(M_{c,t}) \).

10. Continue this process until \( M_{w,t} \approx M_{w,t+1} \), i.e. the wealth matrix \( W \) converges.

**Theorem 2** Bi-directional value iteration algorithm guarantees the convergence of utility value iteration with the one-switch linear and exponential functions.

From the execution process of the bi-directional value iteration algorithm, at the beginning of every external loop, we let \( R(G) = W(G) \), by which we appoint the reward of every absorbing node as its current certainty equivalent of wealth. Although when \( t = 1 \), this value cannot reflect the exact value of certainty equivalent, it will proceed to come closer to the exact certainty equivalent after we iterate the external loop multiple times. The reason is, after \( R(G) \) is assigned, we obtain \( M'_{w,t} \). The utility value iteration from the current estimation of \( R(G) \) will estimate again the values of other decision nodes, making them more reasonable. Then we use an equipotential induction \( EI(\cdot) \) on the result, which will reserve the difference between the decision nodes. Finally we apply an equipotential transposition \( ET(\cdot) \) to change the cost based result into a wealth based result \( M'_{w,t+1} \) of next step. Every time we do the external loop, the estimated \( W(G) \) will come closer to the exact certainty equivalent, and \( M_{w,t} \) will also be closer to \( M_{w,t+1} \). Thus, the algorithm guarantees \( M_{w,t} \) to converge, even if we use the the one-switch linear and exponential functions in utility value iteration.

**Theorem 3** For a risk-aware MDP whose risk-attitude is not independent of wealth, the bi-directional value iteration algorithm helps to find out the optimal policies when its iteration converges.

The difference between the \( M_{w,t} \) and the \( M_{w,t+1} \) is only reflected in the reward matrix \( R \). In fact, the entire iteration of \( M_{w,t} \) is a learning process for modeling a perfect \( M^*_w \), such that
we can find the most suitable certainty equivalent wealth for every state. Since we cannot obtain the optimal result \(\langle \pi^*, V^* \rangle\) from \(M_w\) directly, if we compute it from \(M_c\), we will obtain an approximate result \(\langle \hat{\pi}^*, \hat{V}^* \rangle\). With a perfect model \(M_w^*\), every state has the wealth, therefore, we are able to compute \(\langle \pi^*, V^* \rangle\). Now that when the algorithm converges, the wealth of every state is already reflected in \(M_w^*\). The current certainty equivalent matrix of the wealth \(W_t\) is already approximately the same with the matrix of the next step \(W_{t+1}\), when the iteration converges. Therefore, the current policies are exactly the optimal policies that we want to obtain, even if we have an assumption that the risk-attitude is independent of wealth.

The above descriptions of the bi-directional value iteration algorithm are entirely based on abstract tuple operations. We will display more concrete contents using the example in next section. For equipotential operations, the equipotential transposition (Algorithm 5) is a forward iteration algorithm, and the equipotential induction (Algorithm 6) belongs to the backward induction.

This algorithm is an anytime algorithm [85]. The expected total utility of no state can decrease from one iteration step to the next, but the expected total utility of at least one state strictly increases, until the optimal state-action mapping is found in finite time. Time complexity of the bi-directional value iteration is determined by \(uVI(\cdot)\) operation, whose time complexity is \(O(|A||S|^2O(u^{-1}))\). The learning loop iterates \(k\) times, which is determined by \(\tau\). When \(\tau\) increases, \(k\) decreases to a small number. Thus, the time complexity is \(O(k|A||S|^2O(u^{-1})) = O(|A||S|^2)\).

5.6 Example

We use the block world problem [72] as a concrete example to interpret the bi-directional value iteration algorithm. The decision graph for the block world problem
\[ CE(S,A) = u^{-1}(Q(S,A)) \]
\[ W(s_0, \cdot) = w_0 \]

repeat

for \( \forall T(s,a,s') > 0 \) do

for \( a' \in A \) do

if \( CE(s',a') \neq \min(CE) \) then

\[ W(s',a') = W(s,a) + CE(s,a) - CE(s',a') \]

else if \( a' = \pi \) then

\[ W(s',a') = W(s,a) + CE(s,a) \]

else

\[ W(s',a') = 0 \]

end if

end for

end for

until \( W(G) = 0 \)

Algorithm 5: Equipotential Transposition

is depicted in Figure 5.4. From the initial decision node 1, the robot has two actions, \textit{Paint} and \textit{Move}, with an action cost \(-3\) minutes and \(-1\) minutes respectively. A Paint action changes a block from black to white, or vice versa. In the decision graph, the path \(1 \rightarrow 2 \rightarrow 3\) contains only the actions of Paint. For the action of Move, it has only a probability 0.4 to successfully move a block on another. If it fails, the block falls on the table. As shown in the decision graph, there are 10 decision nodes, each for a state. Every edge denotes an action. If an edge splits into two edges, it implies in this prospect, there are two future states, representing success and fail. We add a logical action 3 to the state 6, because it has two Move actions (\( Move_1 : 6 \rightarrow 4, Move_2 : 6 \rightarrow 7 \)). Other states also need
\begin{align*}
CE(S) &= u^{-1}(V(S)) \\
CE(S,A) &= u^{-1}(Q(S,A)) \\
C(S,A) &= 0 \\
C(G,A) &= CE(G,A)
\end{align*}

\textbf{repeat}
\begin{align*}
\text{for } \forall T(s,a,s') > 0 \text{ do} \\
\text{for } s' \in S \text{ do} \\
\quad \text{if } s' \in G \text{ then} \\
\quad \quad C(s,a) &= CE(s,a) - CE(s') \\
\quad \text{else} \\
\quad \quad C(s,a) &= \max(C(s',\cdot)) + CE(s,a) - CE(s') \\
\quad \text{end if} \\
\text{end for} \\
\text{end for} \\
\text{until } C(s_0,\cdot) > 0
\end{align*}

\begin{align*}
CE &= C \\
CE(S) &= \max(CE(\cdot,S))
\end{align*}

\textbf{Algorithm 6:} Equipotential Induction

to add an action, in order to keep the Markov property of the unified action space for every state. As a result, we use an action space of $|A| = 3$. Also, we need to add a virtual state $11$ to indicate a termination for invalid actions. For example, in the state $2$, there is only one action, the \textit{Paint}. If the agent takes other actions, such as \textit{Move$_1$} or \textit{Move$_2$}, then $T(2,\text{Move$_1$},11) = 1, R(2,\text{Move$_1$}) = -\infty$. In this decision graph, only the states of $1, 6$ are risky decision nodes.
If there is no time-constraint, i.e. the risk-attitude is independent of $w_0$, then the outcomes we obtain from a risk-aware MDP become the final result. Otherwise, if there exists a time-constraint, suppose it be $w_0 = 20$ minutes. Provided the utility functions are linear or exponential, the optimal actions should be the same, with or without the $w_0$. However, if we choose the one-switch utility functions, the optimal actions may change after the $w_0$ is taken into consideration. For Equation 5.1 and Equation 5.3, let $a = 0.5, \tau = 2$, we get the exponential functions and the one-switch utility functions. Altogether, there are four optional plans for the block world problem. Every plan contains a sequence of policies the agent undertakes in all of 10 states (Table 5.2).

Table 5.2. Four Optional Plans for the Block-World Problem

<table>
<thead>
<tr>
<th>Plan</th>
<th>Policy Sequence</th>
</tr>
</thead>
<tbody>
<tr>
<td>$P_1$</td>
<td>1,1,1,1,1,2,2,1,2</td>
</tr>
<tr>
<td>$P_2$</td>
<td>2,1,1,1,1,3,2,2,1,2</td>
</tr>
<tr>
<td>$P_3$</td>
<td>1,1,1,1,1,3,2,2,1,2</td>
</tr>
<tr>
<td>$P_4$</td>
<td>2,1,1,1,1,2,2,2,1,2</td>
</tr>
</tbody>
</table>

Table 5.3 displays part of the output data of the bi-directional value iteration. The outcome of every step has the data for each state. For the case of exponential utility func-
tion, the plans keep to be \( P_1 \). This is in conformance with the fact that the exponential utility functions meet the zero-switch rule. No matter what level of wealth is taken into consideration, the plan should not change. For the one-switch utility function, the plan keeps to be \( P_3 \) until it converges in \( M_{w,n} \). This is coherent with the one-switch rule.

<table>
<thead>
<tr>
<th>Process</th>
<th>Outcomes</th>
<th>Plan</th>
</tr>
</thead>
<tbody>
<tr>
<td>Exponential ( \left( u(x) = -e^{-x/2} \right) )</td>
<td>( uVI(M_{c,0}) )</td>
<td>(-6, -3, 0, -3, 0, -11.23, -8.23, -16.46, 0, -8.23 )</td>
</tr>
<tr>
<td>( \left( M_{w,1} \right) )</td>
<td>( 20, 17, 14, 11.77, 8.77, 20, 11.77, 20, 3.54, 11.77 )</td>
<td></td>
</tr>
<tr>
<td>( uVI(M'_{w,1}) )</td>
<td>( 8, 11, 14, 5.77, 8.77, -2.46, -4.7, -12.9, 3.54, -4.7 )</td>
<td></td>
</tr>
<tr>
<td>( M_{c,1} )</td>
<td>(-6, -3, 0, -3, 0, -11.23, -8.23, -16.46, 0, -8.23 )</td>
<td></td>
</tr>
<tr>
<td>( M_{w,2} )</td>
<td>( 20, 17, 14, 11.77, 8.77, 20, 11.77, 20, 3.54, 11.77 )</td>
<td></td>
</tr>
<tr>
<td>( M_{w,n} )</td>
<td>( 20, 17, 14, 11.77, 8.77, 20, 11.77, 20, 3.54, 11.77 )</td>
<td></td>
</tr>
<tr>
<td>One-Switch ( \left( u(x) = x - 0.5e^{-x/2} \right) )</td>
<td>( uVI(M_{c,0}) )</td>
<td>(-6, -3, 0, -3, 0, -7.34, -2.96, -7.34, 0, -2.96 )</td>
</tr>
<tr>
<td>( \left( M_{w,1} \right) )</td>
<td>( 20, 17, 14, 15.7, 12.7, 20, 15.6, 20, 12.7, 15.6 )</td>
<td></td>
</tr>
<tr>
<td>( uVI(M'_{w,1}) )</td>
<td>( 8, 11, 14, 9.7, 12.7, 7.65, 10.15, 7.65, 12.65, 10.2 )</td>
<td></td>
</tr>
<tr>
<td>( M_{c,1} )</td>
<td>(-5.2, -3, 0, -3, 0, -5, -2.5, -5.0, -2.5 )</td>
<td></td>
</tr>
<tr>
<td>( M_{w,2} )</td>
<td>( 20, 17, 14, 17.97, 14.797, 19.801, 17.298, 19.801, 14.797, 17.298 )</td>
<td></td>
</tr>
<tr>
<td>( M_{w,n} )</td>
<td>( 20, 17, 14, 17.999, 14.799, 19.8, 17.299, 19.8, 14.799, 17.299 )</td>
<td></td>
</tr>
</tbody>
</table>

Table 5.3. Example Data from the Bi-directional Value Iteration Process

More results are shown in Figure 5.5. We vary the \( \tau \) from 1 to 20, and record every result. The initial plans only consider the cost \( (w_0 = 0) \), and the optimal plans consider the wealth \( (w_0 = 20) \). The \( x \)-axis is the risk-tolerance coefficient \( \tau \), and the \( y \)-axis is the index of the corresponding plan. For the exponential utility function, a cost based initial plan is the same with a wealth based optimal plan. However, the plan changes when \( \tau = 2 \) for the decision process with one-switch utility function. This result demonstrates that, with one-switch utility functions, the optimal plan for the cost based analysis and the wealth based analysis may be different in an application system.
Figure 5.5. Comparing the Initial Plan ($W_0$) and the Optimal Plan ($W_0 = 20$): x-axis be $\tau$, y-axis be the index of plan.

5.7 Conclusion

The profound influence of the bridge algorithm between cost and wealth relies on the followings: (i) This approach enables us to relate risk attitudes of a planning with the actual wealth, instead of simply considering cost or reward; (ii) The bridge algorithm provides a powerful alternative for the wealth based decision problems, which are previously solved by decision tree.
6.1 Summary

Pervasive environments provide a challenge to the robot planning. We propose an episodic task planning and learning approach to guide robots to achieve the objective to serve the elderly and the disabled.

We first provide an introduction of MDPs, POMDPs and an MHVI algorithm to solve the POMDPs, by which we solve the following problems. In the episodic task planning and learning (ETL) approach, we propose a task-oriented design. This is a computational framework that models the tasks to serve people as MDPs and POMDPs. The tasks are further abstracted into episodes, a planner learns the experiences and then extract useful knowledge about these experiences for future planning. We made an evaluation and the ETL approach has better performance than the existing approaches of MAXQ, HEXQ and plain MDPs. More importantly, our approach aims to discover a cognitive structure and the problem domains. The planner is able to find out a clear chart to guide every step of the planning, rather than simply to decompose the abstract actions such as MAXQ. Thus, the ETL approach serves as a computational framework of episodic memory, which is more close to the thinking of humans.

We further provide an example of the tasks in assistive environments, the reminder system. In this work, we introduce a hierarchical multimodal framework for the pervasive interaction. Then, we answer another question about how to deal with risk-aware planning for an intelligent agent. For example, if the time is limited in an assistive task, how could
a robot make an optimal server for people. We provide a bi-directional value iteration algorithm for the solution.

In sum, we answer a question that, how a robot organizes its experiences to finish the tasks to assist people.

6.2 Future Work

A difference of the ETL approach with the episodic memory is that, the experiences in ETL are obtained from learning and optimization of global data, while episodic memory records episodes simply according in their emerging times. However, both of ETL and episodic memory require the creation of abstract state or snapshot of a scenario, with the experiences corrected to the abstractions and snapshots. Further research how to utilize ETL and episodic memory for robot planning involves a cross-sectional topic that how to correlate AI, cognitive science as well as HRI to optimize the actions of robots. One thing is determined, that the further step this research is taken, the closer the intelligence of robots is closer to humans.

In fact, even in human society, difference persons may have different performance in the processes of task handling. Generally, a boss may prefer a more efficient clerk than a slower one. In this sense, the research of how robots undertake tasks efficiently has both theoretical and realistic meanings.

6.3 Closing Remarks

In this dissertation, we introduce the approaches for robot planning to serve people in assistive pervasive environments, with the episodic task planning and learning as the core part. This research provides a human-like thinking for the robot to finish the designated
tasks. Such a computation framework will also be helpful for the design of cognitive robot, and be a promising part of future research of AI.
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