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ABSTRACT

A COMPARISON AND EVALUATION OF MOTION INDEXING TECHNIQUES

HARNISH BHATIA, M.S.

The University of Texas at Arlington, 2010

Supervising Professor: Gutemberg Guerra Filho

Motion capture (mocap) is a way to digitally represent the spatio-temporal

structure of human movement. Human motion is generally captured in long sequences

to record the natural and complex aspects of human actions, its sequential transitions,

and simultaneous combinations. As the amount of mocap data increases, it becomes

important to index the data in order to improve the performance of information

access. The motion indexing problem involves several challenging issues due to the

data being high dimensional, continuous, and time-variant. Indexing provides the

means to search for similar motion in a mocap database, to recognize a query action

as one among several motion classes, and fosters the reusability of motion data to

generate animation automatically.

The topic of my research is the design, implementation, and evaluation of sev-

eral approaches to the motion indexing problem. We consider three different existing

types of whole-body motion indexing algorithms: dimensionality reduction based

techniques, feature function based techniques, and dynamic time warping based tech-

niques. The advantages and disadvantages of these techniques are explored. We

evaluate the performance of each technique using a subset of the CMU Motion Cap-

v



ture Database and its corresponding annotation. These experimental results will

allow for an objective comparison between the different indexing techniques and for

assessing the deficiencies of whole-body indexing techniques.
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CHAPTER 1

INTRODUCTION

Animation is a way to produce the notion of motion using a sequence of still

forms. In general, digital animation is performed by rapidly displaying a sequence of

images of 2-D or 3-D artwork or model positions, with a small change in them, which

creates an optical illusion of motion. The computer animation can be categorized into

2-D and 3-D animation. 3-D computer animation can be of two types: Keyframing

and Motion-based animation. Motion indexing is related to the reuse of motion

capture data in the motion-based animation domain. A brief survey on animation

can be found in Appendix A.

A ’White Paper’ on motion Capture by Scott Dyer, Jeff Martin, and John Zu-

lauf [1] explains that motion capture ”involves measuring an object’s position and

orientation in physical space, then recording that information in a computer-usable

form. Objects of interest include human and non-human bodies, facial expressions,

camera or light positions, and other elements in a scene.” Motion capture (mocap)

is a way of digitizing the motion which can be useful in the fields of music, fine

art dance/performance, sign language, gesture recognition, rehabilitation/medicine,

biomechanics, special effects for live-action films, and computer animation of all types,

as well as in defense and athletic analysis training. Motion based animation is pro-

duced by mapping this captured motion into the animated character’s motion. The

brief history, procedure of motion-based animation, and different motion capture

technologies are explained in Appendix B.
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Motion data indexing can be defined as an efficient way of identifying and

retrieving similar motions from a large set of motions. Indexing can be performed

based on the semantic and symbolic information linked to the data or solely based

on the motion content. We describe five different techniques to index the available

dataset which use either numerical information or contextual information related to

the motion content. The performance time and indexing accuracy are measured for

all of these techniques and a comparison is provided for them.

Indexing is a way to make information easy to access. In motion capture data,

indexing also aims to perform the data retrieval. The motion data is retrieved on

the basis of context and content. Indexing of motion capture data is a challenging

problem beacuse of its high-dimensionality and its relation to several other problems

in motion-based animation. These problems are explained below:

• Retargeting: Retargeting can be stated as a method to adapt the motion cap-

tured from a subject into an animated character. For example, the motion of

a tall person carrying a heavy box can be retargeted into a short character

carrying a similar heavy box. The reuse of motion should be independent of

the method used to capture the motion. Retargeting attempts to preserve as

many as desirable properties of the original motion as possible. For the above

example, retargeting should result the position of character’s hands at a proper

place to hold the heavy box. A retargeting technique performs well if it is able

to preserve the important aspects of a motion by altering only less important

aspects. Limitations to define high level qualities of motion mathematically

make the adaptation of one motion into another difficult and less efficient. Also

complex metrics of motion requires great amount of work even to identify the

properties of motion. These issues make retargeting little trickier in pragmatic

situations[2].
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• Segmentation: The motion capture is usually performed such that several ac-

tions are collected in a single motion sequence. However, the motion data

should be stored in small clips containing a single activity. These small clips

are derived by segmenting a long sequence of motion on the basis of different

behaviors [3]. The problem of segmenting the motion data into small segments

with each segment representing a different action is known as segmentation. For

example, a motion clip can have climb, walk, run and jump actions. The goal

of segmentation is to segment the long sequence into small clips with climb,

walk, jump, and run, respectively. This task can be done manually, but for

very long sequences and large numbers of such examples, the job is tedious.

Consequently, we need to automate the segmentation process.

• Generalization: Controlled human figure animation is done in three ways: pro-

cedural, simulated, and interpolated. Procedural animation derives the degrees

of freedom using code fragments. Dynamically simulated figure animation uses

controllers together with a simulated human to generate motion. Interpolated

animation uses sets of example motion with an interpolation scheme to con-

struct new motions [4]. Given a set of example motions, the motion general-

ization interpolates style, emotions, speed, or variability by smoothly blending

multiple motions with kernel functions to produce a new motion. Most tech-

niques parameterizes motion samples to a have control on kinematical, physical,

or emotional attributes. The primary issues related to motion generalization

are to provide a set of meaningful, high-level parameters, to maintain the aes-

thetic of the source motions in the interpolated motions, and to extrapolate

motion. The generation of a composite motion with these methods often lose

the feature of original data. These methods tend to generate a new motion
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by blending plural motions on arbitrary parameters which can produce unreal

motion.

• Splicing: Splicing [5] is another method to generate new motion by splicing

together different body parts of two motions. Splicing the motion of the upper

body and that of the lower body can generate a new motion without losing the

realism of the original data. However, to splice the motion of the upper body

and that of the lower body is possible under a condition that the motion of the

lower body of the two actions are similar. One of the examples of splicing is to

synthesize motion of a person carrying a heavy box while walking on a curved

path. This is accomplished by splicing the upper body of a person carrying a

heavy box with the lower body of a person walking along a curved path.

• Transitioning: Transitioning [6] is a technique in which a segment of motion, also

known as transition, is used to seamlessly attach two motions to form a single

and longer motion. Existing 3-D animation tools support for linear stream

of animation of data. To create more interactive and user-driven animation,

transitioning can be used. A set of high quality basic motions like walk, jump,

kick can be considered and transitions can be created between them to generate

animations of varying lengths. It is relatively easy to make high quality basic

motions, but generating high quality transitions is relatively tough. Automatic

motion transition generation uses a combination of spacetime constraints and

inverse kinematic constraints to generate transitions between two motions.

The segmentation technique produces thousands and thousands of motion clips

in the motion database. Long sequences of motion are segmented into small motion

clips. Segmentation allows the reuse of certain actions of a long motion sequence into

a new motion sequence. Reusability avoids the motion capture of actions each time

we need those actions in a slightly different manner.
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In several applications, like a modern sports game engine, these segmented

sequences (thousands in number) are stored in a library called motion library. The

access of motion clips through a brute force method is a time consuming and inefficient

way. To solve this problem more efficiently, indexing or annotation of motion clips in

the motion database is required. Indexing aids in the manipulation of storage of the

motion clips such that finding instances of a given motion segment in the complete

repository becomes quick. Indexing should reject most of the irrelevant motions in

a large motion database for a motion query in real time while providing quick and

efficient retrieval of all or almost all similar ones.

Industry standard for computer games, animated movies, and special effects is

undoubtedly the data driven animation. Segmentation and indexing helps in use and

reuse of huge collections of motion data. On the other hand, recognizing human ac-

tions in survelliance applications is used for various purposes like monitoring crowded

urban environments and protecting critical assets. In the motion capture domain,

motion indexing corresponds to action recognition.

The problem of classification of human activities can be referred as action recog-

nition. Given a number of actions, action recognition consists of classifying a new

action as one of these actions. The human tracking problem is addressed as the prob-

lem of whole body tracking. In 3D motion data tracking, motion recognition uses the

recovered parameters such as joint coordinates and joint angles. Once motion capture

is obtained, mathematical models can be constructed based on these parameters and

classification of actions is performed [7].

1.1 Motion Representation

Motion is generally described mathematically without considering the physical

forces underlying it. This is also known as Kinematics and provides descriptions of
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position, velocity, acceleration, and their rotational counterparts: orientation, angular

velocity, and angular acceleration.

Two useful kinematic analysis tools are forward kinematics and inverse kine-

matics. Forward kinematics is a process of computing world coordinates of joints

based on specified DOF values. The position and orientation of the subject are calcu-

lated from information of joints at a specified time . Inverse kinematics is a process of

computing a set of DOF values from the position of a joint at a desired world space.

The representation for joints (position and orientation) plays an important role in

these kinematics [8].

A skeleton can be described as a framework of bones connected by articulated

joints. The relative movement within the skeleton is provided by these joints which are

represented mathematically by 4x4 linear transformation matrices. Different varieties

of joints are constructed by combining rotations, translations, scales, and shears with

these matrices. Most joints in the skeleton are associated with rotational data. There

are a number of ways of representing rotations: matrices, quaternions, and Euler

angles.

Matrices are the most accurate and least limited way of representing rotations.

Mathematically, a matrix is a grid of numbers. When these numbers are applied to

another matrix, or number, or a point, in the correct order, they can modify the

values of what they are being applied to. For example, a rotation matrix can place a

point in a new position by multiplying the point with itself which yields rotation of

that point.

Euler angles represent the spatial orientation of any coordinate system as a

composition of rotations from a reference coordinate system. An Euler angle is one

of the three parameters required to describe such an orientation. In other words,

any orientation can be achieved by combining three elemental rotations. Euler angles
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provide fast interpolation but do not follow the great arc between the rotations and

may result in wild swings about the canonical axes. The order of rotation is important

when we combine rotations. Hence, there are many types of Euler angles depending

on the order of rotations applied. Euler angles suffer from the problem of Gimbal

lock. A Gimbal lock is the phenomenon of two rotational axis of an object pointing

in the same direction which causes loss of one degree of freedom.

Rotational joints can also be implemented with quaternions. In the field of

mathematics, quaternions are a number system that extends the complex num-

bers. They were described by an Irish Mathematician, Sir William Rowan Hamilton.

Quaternions are used in theoretical and applied mathematics. A quaternion is a vec-

tor in 4D space that can be used to define a 3D rigid body orientation [9]. One of the

notable characteristics about quaternions is that the product of two quaternions in

not commutative. In other words, the product of two quaternions depends on what

factors are present to the right and left of the multiplication sign. Hamilton defines a

quaternion to be the quotient of two directed lines in a 3-D space or as the quotient of

two vectors. In fact, they are the first noncommutative division algebra to be discov-

ered. Some advantages of quaternions are: concatenating rotations is faster and more

stable, extracting the angle and axis of rotation is simpler, and motion interpolation

is easier.

Cartesian Coordinates are used to represent each point in a plane uniquely

using a pair of numerical coordinates. These coordinates are the signed distances

from the point to coordinate axes. Same principle can be used to specify any point

in 3-D space by three Cartesian coordinates and signed distances to three mutually

perpendicular planes. In general, same principle can be applied to represent a point in

n-dimensional space, with n mutually perpendicular hyperplanes. They provide a link

between Euclidean geometry and algebra. All geometric shapes can be represented
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using Cartesian equations.

Cartesian coordinates are useful in most of the disciplines involving geometry. It is

the most common coordinate system used in the field of Computer Graphics. The

Cartesian coordinates of a point are represented in parentheses and separated by

commas. 3D Cartesian coordinates specify a precise location by using three coordinate

values: x, y, z. In general, z -axis is vertical and pointing up, so that the x and y

axes lie on an horizontal plane. They are useful in specifying the location of a joint

in space.

1.2 Mocap file formats

These algorithms described in this thesis work on mocap data and hence an

overview about Mocap data is provided. More specifically, the ASF/AMC file formats

are used in our experiments. The details about ASF/AMC file format is also provided.

Before listing the various file formats for Mocap data, we introduce, the common

terminologies used (Meredith and Maddock, 2001) [?] in the Mocap field:

• Skeleton: The representation of the internal bone structure of the motion cap-

ture subject.

• Bones: The skeleton is composed of bones. To create the characters appearance,

vertices of a mesh are attached to these bones. Individual translation and

orientation changes on bones are applied during the animation.

• Channel or Degree of freedom: During the course of motion, each bone of a

skeleton can have position, orientation and scale changes. The attributes that

describe theses changes are known as channels. Animation can be obtained by

changing the values in each channel over time.

• Animation Stream: The channels can be combined to form an animation stream.

For the whole body, the number of channels varies in a stream.
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• Frame: Each slice of time of a motion is known as a frame and depicts the body

pose as the skeleton moves. A mocap data can have frame rates as high as 240

frames/sec and as low as 30 frames per second [10].

Table 1.1: List of existing file formats for Mocap data.

File Format Brief Description
ASC Introduced by Ascension.
AOA ASCII file format created by Adaptative Optics.
ASK/SDL Variant of BVH file format developed by Biovision.
ASF/AMC Developed by Acclaim, a video game company. It has two files to

describe motion: ASF for skeleton and AMC for motion.
BVA and BVH Biovision Hierarchical Data or BVH was developed by a motion

capture company called Biovision.
BRD The format is uniquely used by the motion capture system Ascen-

sion Technology Flock of Birds developed by LambSoft.
C3D Developed by The National Institutes of Health and mainly used

in Biomechanics research projects.
CSM An optical tracking format used by Character Studio for importing

marker data.
DAT Developed by Polhemous.
GMS It is a low-level, binary, minimal, but generic, format for storing

Gesture and Motion Signals in a flexible, organized, optimized way.
HTR and GTR Developed by Motion Analysis, HTR stands for Hierarchical Trans-

lation Rotation and is used for skeleton. GTR (Global Translation
Rotation) is a variant of HTR.

MNM This format is used to rename the segments of BVH and markers
of CSM to Autodesk 3D Studio Maxs convention.

TRC Developed by Motion Analysis and used to store raw as well as
output data.

V/VSK V is a binary motion data format developed by Vicon Motion Sys-
tems and is used with VSK file. VSK has skeleton hierarchy.

A list of existing file formats for Mocap data are described in the Table 1.1. We

concentrate on the description of the ASF/AMC file format. The Acclaim Format

file is made of two files. The ASF file contains the information about the bones and

the skeleton hierarchy. The AMC file contains the motion related information. Two
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separate files to describe motion is beneficial in a way that we can have multiple AMC

files for a single ASF file in a single motion capture session.

The Acclaim Skeleton Format (ASF) has an extension of .asf and describes

the joints and the skeleton hierarchy. In this file format, lines beginning with a

hash sign (#) are comments. The .asf file is divided into sections and each section

starts with a keyword. All keywords in the file start with a colon character ”:”.

The “:version” keyword describes the version of the skeleton definition. The “:name”

keyword denotes the name of the skeleton to be used. The “:units” keyword describes

a definition for all values and units of measure used. The “:documentation” section

has documentation information which remains from one file creation to the next. The

“:root” section describes the parent of the hierarchy. The “:bonedata” keyword starts

a block that describes all of the remaining bones in the hierarchy.

Each bone is enclosed within a “begin” and “end” pair of keywords and has the

following information:

• ”id”: A unique ID number for each segment.

• ”name”: The unique name to each segment. Figure 1.1 shows the bone names

and ids for a skeleton.

• ”direction”: The direction of the bone which explains how to draw the segment

with respect to the parent segment.

• ”length”: The length of the bone which, combined with direction, gives the

offset of the bone.

• ”axis”: The global orientation of an axis vector. The token letters “xyz” de-

scribe the order of rotations.

• ”dof”: The possible degrees of freedom in the bone. The possible values are

tx, ty, tz, rx, ry, rz, and l. Each of these tokens are channels appearing in the
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Figure 1.1: Skeleton with bone names and id.

AMC file. The order in which tokens are specified determines the order of the

channels.

• ”limits”: The limits of the degrees of freedom by providing the minimum and

maximum allowed value for that channel [11].

The “:hierarchy” section is the next section and describes the hierarchy of the bones

declared in the “:bonedata” section. Figure 1.2 shows the hierarchy in an ASF file.

The “:hierarchy” section is also enclosed within a “begin” and “end” pair of keywords

in which each line contains the parent bone followed by its children. This information

helps in connecting the bones together in the proper hierarchy. A snapshot of a small

portion of ASF file is in Figure 1.3.

The Acclaim Motion Capture Format (AMC) file contains the motion data for a

skeleton defined by .asf file. The motion data is given one sample at a time. This file
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Figure 1.2: Hierarchy in a sample ASF File.

Figure 1.3: Part of a sample ASF File.



13

Figure 1.4: Snapshot of a sample AMC File.

has an extension of an .amc and defines the actual channels of the animation. Each

frame starts with a line declaring the frame number. The next line contains the data

for the bone animation comprised of the bone name and the data for each channel

(defined in the .asf file) of that bone. The frame sections in the file continue until the

end of the file[11]. A snapshot of a small portion of AMC file is in Figure 1.4.

This thesis concentrates on indexing of motion data which is one of the issues

related to motion-based animation. The chapter 1 of this thesis describes motion in-

dexing, motion representation, and motion file formats. The chapter 2 describes the

two different PCA-based techniques for motion indexing and also explains them from

an implementation point of view. The chapter 3 describes the idea and implementa-

tion details of a geometric feature-based motion indexing technique. Dynamic time

warping based indexing techniques are described in the chapter 4. The chapter 5 of

the thesis describes the two types of performance evaluation: Time performance and
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indexing accuracy of these five techniques. Conculsions and future work are discussed

in chapter 6.



CHAPTER 2

PCA-BASED TECHNIQUES

In this section, the overview of motion segmentation and PCA is provided and

then the two techniques are described which use SVD as a tool to analyze the data and

segment it. These two techniques are refered using the research paper, Segmenting

motion capture data into distinct behaviors[3]. Both of these techniques traverse the

data creating segments of data. The motion is considered as a sequence of poses.

This sequence is segmented if there is a change in the distribution of data locally.

Ideally, high level behaviors, which are different verbs, are segmented out like walk,

climb and, jump. The first method uses Principal Component Analysis (PCA) to

segment the motion on the basis of the dimensionality change in local motion. The

second technique uses Probabilistic PCA to create a probabilistic distribution model

of a motion and segments the data based on this model. We also propose a novel

technique to perform indexing on the segmented data.

Motion Segmentation is a way of decomposing a long sequence of motion into

smaller subsequences based on different behaviors. The collection of long sequences

during motion capture and the posterior segmentation is an efficient way to capture

natural and realistic actions. Segmentation of motion data can be performed during

the capture or manually after the data is captured. As captured sequences become

longer in one session, the manual segmentation becomes time consuming. On the

other hand, automatic segmentation takes into account statistical properties of the

data to segment the motion automatically. Usually, a segmentation method builds a

mathematical model to analyze these statistical properties.

15
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Segmentation of motion data is followed by indexing of data, query retrieval,

and other processing. The indexing and retrieval of motion data can be described as

a process of identification and extraction of given motion clips. In general, indexing

is based on user semantics and content of the data. Indexing and segmentation based

on data content is an important problem. Different techniques and mathematical

models like motion graphs, Hidden Markov Models, Support Vector Machines were

used for recognition and processing of time series data. Among these techniques, we

have chosen three different techniques for motion data indexing which are described

below

The Principal Component Analysis (PCA) and other dimensionality reduction

techniques are used in modeling and other processing of high dimensional data by

researchers in the field of computer graphics, robotics, computer vision, machine

learning, and biomechanics. As stated in the book “Principal Component Analysis”

by I.T.Jollife, “The central idea of PCA analysis is to reduce the dimensionality of a

data set consisting of large number of interrelated variable, while retaining as much

as possible of the variation present in the data”[12]. The PCA technique transforms

the existing datasets into a new set of variables which are also known as principal

components. These components are uncorrelated and ordered such that the first few

components contain most of the variation of the original data set. If x is a vector in a p

dimensional space and if p is small or correlations between these p variables are highly

related, then x does not need to be described by all the p variables. Fewer derived

variables (<< p) are enough to preserve most of the variance of the information.
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The first step in a PCA analysis is to have a linear function α′1x of the elements

of x having maximum variance where α′1 is a vector with p components:

α′1x = α11x1 + α12x2 + . . . . . .+ α1pxp =

p∑
j=1

α1jxj (2.1)

Next stage involves finding α′2x with maximum variance and uncorrelated with α′1x.

So after kth stage there will be α′1x, α′kx variables with maximum variance and no

correlation between them. Thus, the dimensionality of the original vector is reduced

to k (k << p)while preserving most of the information[13]. Segmentation based on

PCA reduces the number of dimensions in the working data. PCA uses Singular

Value Decomposition of the data.

PCA-model based segmentation has also been widely used for recognition, track-

ing, and segmentation of high-level behaviors. However, some of the methods like the

one proposed by Arikan, Forsyth, and O’Brien[14], depends on the training data as

well. The PCA based segmentation uses higher level actions as a basis to segment

data whereas most of the techniques available for segmenting time series data like a

video or audio perform segmentation on the basis numerical information.

2.1 Implementation

We implement two techniques based on PCA for motion indexing. The first

technique is based solely on SVD and the second technique uses a variation of PCA

called Probabilistic PCA (PPCA) to estimate the distribution of the motion data.

PPCA is an extension of the traditional PCA. PPCA performs dimensionality re-

duction and also can be utilized as a general Gaussian density model. In PPCA,

maximum-likelihood estimates for similar frames associated with the covariance ma-

trix can be efficiently computed from the principal components. The PCA method
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discards the singular values which contains less information, whereas in PPCA the

singular values are modeled with noise.

The segmentation problem can be mathematically described as: Given a long se-

quence of motionM , segment the motionM into distinct behaviorsM1,M2, · · · · · · ,Ms.

The temporal boundaries of the behaviors and the number s of behaviors are deter-

mined as a part of the segmentataion of M . A motion sequence can have segments

with same behavior repeated at different times. For example, a motion M can have

walk, climb, run and then walk again. In this case, a segmentation technique should

result in four segments {M1 = walk,M2 = climb,M3 = run,M4 = walk}.

A motion is represented with sequences of frames and frame rate can be 60

frames/sec, 120 frames/sec or 240 frames/sec. A frame is described by rotations of

all the joints in the skeleton at a particular time. Absolute body position and body

orientation is not considered in both PCA-based techniques. Quaternions are used to

represent rotations of the joints.

The whole motion forms a trajectory in D = J × 4 dimensional space, where

J is the number of joints in a body and each joint requires one quaternion for its

representation. A quaternion is treated as a vector of length 4. Each frame xi

(i = 1, 2, · · · , n) is represented as a point in D dimensional space, where n is the total

number of frames in the motion.

The center of the motion trajectory is given by the mean of the motion sequence:

x̄ =
1

n
·

n∑
i=0

xi. (2.2)

Simple motions have frames which are clustered around the mean and, after PCA, re-

quire very few dimensions for their representation. This happens because correlations

exist between similar motions. So, more similar the motion is, less are the number
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of dimensions needed to represent the motion. This fact forms the basis to use the

PCA method for the analysis of data.

2.1.1 SVD Analysis

Motion data for a simple motion can be modeled around the center of motion

using r dimensions as xi
′ = x̄ + αi1v1 + αi2v2 + . . . . . . + αirvr, where the vectors

v1, v2 . . . . . . , vr form the axes of a hyperplane and αi1, αi2 . . . . . . , αir are the coefficients

specific to that particular frame. Basically, when we project a frame of dimension D

to a hyperplane of dimension r, we keep only r dimensions of that frame and discard

the other D − r dimensions.

In order to obtain this dimensionality reduction, PCA is performed on the

whole motion to find the reduced number of dimensions, r. The PCA is done using

Singular Value Decomposition of the motion data. Before performing the SVD on

the data, the center of motion (mean) is subtracted from the data. These frames

are arranged in a matrix Q of size n × D containing quaternion values, where n is

the total number of frames and D is the number of dimensions as described above.

After applying SVD on this matrix, three separate matrices U, V and Σ are obtained

such that Q = UΣV T , where the U and V matrices have orthogonal unit vectors as

columns and the matrix Σ is a diagonal square matrix with its diagonal values σi

being decreasing, non-negative, and singular. The first r columns of V are the basis

v1, v2 . . . . . . , vr of the optimal hyperplane of dimension r. These r values become the

principal components of the motion and the motion dimension changes from D to

r. When the dimensionality of a motion is reduced, there is some projection error

introduced in the reduced motion which is given as:

e =
n∑
i=1

‖xi − xi′‖2. (2.3)
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2.1.2 Calculation of the Reduced Dimension

It is important to determine the lowest number of dimensions, r, needed to

represent each frame of motion. This number plays an important role in determining

the amount of information that needs to be preserved. If r is chosen small, more

information is lost and error of projection is increased. If r is chosen big, the motion

will have some unnecessary dimensions and computation of data becomes expensive.

The preserved information ratio, Er is given by:

Er =

∑r
j=1 σ

2
j∑D

j=1 σ
2
j

(2.4)

The ratio Er defines the amount of information which is preserved if r dimensions

are preserved and the rest D− r dimensions are discarded. The method to determine

r starts by assuming the smallest value of r, say 1. The method increments the

value of r until Er is greater than some threshold τ , where τ is less than 1. Once

the value of the Er exceeds the threshold, we stop iterating through r. Therefore,

given an appropriate threshold τ , the chosen value of r should be able to preserve

the features necessary for a human to tell one motion apart from other motion and

should introduce very little change to the appearance of the motion.

2.1.3 PCA-SVD Technique

This technique finds the segments in the motion sequence on the basis of the

change in the intrinsic dimensionality of the motion. As the transition from one

action to another occur in a motion sequence, the number of dimensions required to

preserve the information with small projection error increases. This can be stated in

a different way as: When there is a change from one behavior to another in a motion

and if the number of dimensions is fixed, the projection error increases.
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The PCA-SVD algorithm finds the value of r. To determine the initial r, only

the first k frames of motion are used (k = 240). The value of r should be such that

it sufficiently represents these fixed k frames and the ratio of preserved information

Er is greater than the threshold τ . The threshold τ is set to 0.9 for this technique.

Once the value of r is determined, the next step is to calculate the total pro-

jection error e for the k frames given by the equation (2.3). After the initialization

is performed for the first k frames, the algorithm computes the SVD of the first i

frames (i ≥ k), where i is steadly increasing by one at each iteration. The total pro-

jection error ei is obtained at each iteration using a fixed reduced dimension r. For a

simple motion the error ei rises at a constant slope. This is because the hyperplane

remains the same for a single simple motion and new frames for the same motion

introduce almost the same projection error. However, when frames corresponding to

a new behavior appear, the error ei starts to rise quickly. Hence to detect the change

in motion, the error derivative is calculated di = ei − ei−l, where the parameter l

is introduced such that there is enough gap between frames to avoid noise artifacts.

The value of the parameter l is chosen as 60. The initial value for i is equal to k.

To avoid the initial oscillation of the average due to a small number of frames, the

calculation of error derivative, di is done only after i becomes larger than a specified

parameter i0 (i0 is defined as i0 = k + l = 300).

The derivative di remains more or less constant for the same motion with little

oscillations due to noise. However, when a new motion is introduced, the derivative

di rises sharply above the previous constant value. Hence, at any point, a possible

segment boundary can be checked by computing the average and standard deviation

of all error derivatives for the previous data points dj, where j is less than i. If the

current error derivative di is more than kσ times the standard deviation from the

average (kσ = 3), a segment boundary is created at that frame.
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Once the boundary is found, the algorithm is restarted with motion containing

only the frames starting at the boundary frame till the end. Again, all the steps

starting from the calculation of r are followed. The algorithm finds all the possible

boundaries in the motion starting from the first frame to the last frame and outputs

the boundaries of the segments in terms of frame numbers.

2.1.4 PPCA Technique

This algorithm starts with defining the mean x̄ and the covariance C for the

Gaussian distribution model using the first k frames of the motion. The intrinsic

dimensionality calculation is done for these k frames and the value of r is calculated

as in the SVD-PCA technique. For the PPCA technique, the value of τ is 0.95. This

approach provides an accurate model of a particular behavior because it captures the

correlation in the motion of different joint angles as well as the variance of all joint

angles. The SVD calculation for the first k frames is done with the value of k set to

150 yielding matrices U , V and Σ.

The mean x̄ of the distribution is equal to the center of motion, which is defined

in equation (2.2) for the SVD calculation. The covariance C is based on the estimated

intrinsic dimensionality of the motion. To determine C, first the averaged square of

discarded singular values σ is calculated:

σ2 =
1

D − r
·

D∑
i=r+1

σ2
i , (2.5)

where D = 4J and J is the number of joints in the body.

The covariance matrix C is calculated by the following equations:

W = Vr ·
(
Σr

2 − σ2I
) 1

2 (2.6)

and

C =
1

n− 1
·
(
WW T + σ2I

)
=

1

n− 1
· V Σ̃2V T , (2.7)



23

where Vr is a matrix with the first r columns of matrix V and Σr is the upper left

r × r block of matrix Σ. The matrix Σ̃ is a D ×D diagonal matrix, obtained fromΣ

with replacing all discarded singular values with σ. I is the identity matrix and n is

total number of frames.

Once the value of mean x̄ and covariance C are calculated, we estimate the

likelihood of the frames k+ 1 through k+T having the Gaussian distribution defined

by the mean and covariance, where The value of T and K are set same and is equal

to 150 frames. This estimation is done by computing the Mahalonobis distance H for

frames k + 1 through k + T using the equation below :

H =
1

T
·
k+T∑
i=k+1

(xi − x̄i)T C−1 (xi − x̄i) . (2.8)

The Mahalanobis measurement is independent of data because distances are calcu-

lated in units of standard deviation from the mean and are therefore good to discrim-

inate frames. A reasonable estimate of T is half of the anticipated number of frames

in the smallest behavior in the database.

The average Mahalanobis distance, H, is then computed iteratively by increasing k

by a small number of frames, 4, and repeating the estimation of distribution for the

first k frames. This time the value of k is increased by 4 and H also corresponds to

a new distribution. The value of 4 is set to 10 frames.

The Mahalanobis distance, H, has some characterstic patterns. When the mo-

tion frames corresponding to a similar action appear, the Mahalanobis distance de-

creases gradually and reaches a valley point (local minima). However, when the

frames of a different behavior appear, there is an increase in the value of H. The

subsequent decrease in H begins when the frames of the new behavior start appearing

and as a result, the distribution begins to accommodate the new behavior. Thus the

segmentation takes place when H forms a peak. The algorithm declares a segment



24

boundary when a valley in H is followed by a peak. We also take into account the

difference between the valley and the peak to avoid false segments. This difference

should be greater than some threshold R. The value of the threshold is chosen by the

following equation (2.9):

R =
Hmax −Hmin

10
, (2.9)

where Hmax and Hmin are the maximum and minimum possible values of H. If the

value of R is increased, it results in fewer segments that correspond to more distinct

behaviors. Whereas if R is decreased, finer segmentation happens.

To find the next boundary, the whole algorithm is restarted on the rest of the

motion. The output of this technique is the same as the first one: The segment

boundaries in terms of their frame numbers.

2.1.5 Indexing of Segments

Segments are obtained as a result of the above segmentation techniques for a

motion sequence. The indexing of two motion sequences involves the indexing of

their respective segments. Therefore, indexing uses the information retrieved during

the PCA analysis step of segmentation. When all segments are derived, we store the

dimension r, the start frame, and the end frame for each segment. Our algorithm for

indexing can be described as:

1. Combine two segments from different motions by concatenating the second seg-

ment to the first segment. Suppose the first segment is a m×D matrix and the

second segment is a n×D matrix, the combined segment becomes a (m+n)×D

matrix. Then use the r1 from the first segment to calculate the preserved infor-

mation , Er1 , for the combined segment.
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2. Similarly combine the two segments by concatenating the first segment to the

end of second segment. Then use the r2 from second segment to calculate the

preserved information, Er2 , for the combined segment.

3. If Er1 is equal to Er2 and both Er1 and Er2 are greater than the threshold τ ,

then it is a match, otherwise, it is not a match.



CHAPTER 3

FEATURE-BASED TECHNIQUE

This chapter describes the overview and implementation of feature function

based indexing technique. This method has been mentioned in the reserach paper,

Efficient content-based retrieval of motion capture data[15] and the book, Information

Retrieval for Music and Motion[16].

Although there is a massive increase in the use of motion capture data, there

still is no efficient motion retrieval systems that allow identifying and extracting

user-specified motions. Large databases containing time series data require efficient

indexing and retrieval methods. Previously, retrieval systems were based on manually

generated textual annotations, which roughly describe the motions in words. For large

datasets, the manual generation of reliable and descriptive labels becomes infeasible.

When the motion is identified and extracted on the basis of semantic description of

the motion, it is known as content-based motion retrieval. However, the different

motions are logically related and distributed randomly in the dataset. The motion

specification can be done in query mode in which a user provides the description of

the motion in the form of a small motion example. The important aspect in motion

retrieval is the notion of similarity used to compare the query with the motions in

the database. Two motions may be regarded as similar if they represent variations of

the same action or sequence of actions. These variations may concern the spatial as

well as the temporal domain.

In general, similar motions need not be numerically similar. Motion capture

data has a richer semantic content because the position and the orientation of all

26
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joints are known for every pose. Hence, the feature-based technique uses various

kinds of qualitative features describing geometric relations between specified body

points for each pose. However, the use of combinatorial, relational or qualitative

attributes in place of quantitative or metrical attributes has been done before in

other domains such as visual object recognition in 2-D and 3-D, action recognition

and tracking [17].

Indexing techniques based on relational features have logical similarity and

hence are well suited for indexing. A feature-based technique allows flexible and

efficient content-based retrieval and browsing in large motion capture databases.

3.1 Implementation

In this technique, we introduce relational features that describe geometric re-

lations between specified joints of the body or short sequences of poses. The several

relational features are Boolean in nature and encode spatial, velocity-based, as well

as directional information. This binary sequence is invariant under spatial as well

as temporal deformations and hence good to perform motion comparisons during

retrieval.

Geometric boolean relational feature functions are defined which express geo-

metric relations between certain body joints. A subset or all of these features can be

applied to a motion sequence depending on the users requirement. A set of feature

functions, when applied to the motion sequence, produce a binary version of the mo-

tion. This binary sequence is inherently segmented on the basis of zeros and ones.

The segments inherit the semantic qualities of the underlying features and are also

robust to the local time variations. This type of segmentation becomes adaptive by

having different combinations of feature functions as required. To perform similarity

check on this binary motion stream, the standard information retrieval techniques
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based on indexing with inverted lists are used. The feature vectors are used as index

words and indexing is carried out at the segment level rather than at the frame level.

This approach provides fast content-based and fault tolerant retrieval.

3.1.1 Notation for feature-based method

Intially, lets introduce some notations which are used in the feature-based al-

gorithm:

1. Data Stream: A data stream is a sequence of frames and each frame specifies the

3D coordinates of the joints at a certain point in time. Hence, a motion sequence

is represented by a 3-dimensional matrix where the dimensions represent time

(frames), joints in the body, and the axes (x, y, z ) for the joint position.

2. Pose: In a geometric context, a frame correspond to a pose. Mathematically, a

pose can be described as P ∈ <3J , where J is the number of joints in the body.

The j-th column of P , denoted by Pj, corresponds to the 3-D coordinates of

joint j.

3. Document: A motion capture data stream can be expressed as a function Γ :

[1 : T ] → <3J , where T denotes the number of poses. The document function

Γ maps from the time domain to the set of poses.

4. Motion clip: A subsequence of consecutive frames.

5. Trajectory: The curve described by the 3D coordinates of a single body point.

3.1.2 Feature Functions

A Boolean feature which describes geometric relations can be described as a

function. Mathematically, it is equivalent to a function F : <3J → {0, 1}, mapping

the set of poses into {0, 1}. The Figure 3.1 shows the output of a boolean feature

function which checks whether the right leg is ahead of the whole body for a walk
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Figure 3.1: Result of boolean feature function.

motion.

Boolean functions for every pose can be combined to form any boolean expression

which itself is boolean in nature. For example, the conjunction and the disjunction

of boolean functions F1 and F2 are boolean expressions. Using f boolean functions

for some f ≥ 1, a combined function F : ℘→ {0, 1}f is obtained. This F is called a

feature function and the vector F (P ) is known as a feature vector or simply a feature

of the pose P ∈ <3J . The composition F ◦Γ is a combination of feature functions for

the motion data stream Γ.

Feature functions, which are defined by joint coordinates, are invariant under global

transforms such as Euclidean transformations and scalings. These features are very

coarse because they express only a single geometric aspect and mask all other aspects

for a pose of a motion. This makes such features robust to variations in the motion

capture data stream that are not correlated with the aspect of interest. This property
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of feature functions is helpful on focusing on certain aspects of motion which are

required by the application.

A generic relational feature is constructed such that it encodes certain joint

constellations in 3-D space and time. This generic feature depends on a set of joint

variables, denoted by j1, j2, · · · , js as well as on a variable θ for a threshold value

or a threshold range, where s is the number of joints used in the feature. Feature

functions are classified as follows:

1. Feature functions describing a plane.

This category of generic functions are plane-based. The equation of the plane

is defined by the 3-D coordinates of the joints j1, j2, · · · , js. A plane function

uses four joints to calculate its boolean value Fplane = Fθ,plane (j1, j2, j3; j4). The

three plane-based generic functions which are used in the algorithm are defined

as follows:

• The plane is defined such that it passes through the joints j1, j2, j3 and the

function checks if the joint j4 is on or infront of the oriented plane. It has

value 1 if the joint j4 is lying on the plane or infront of the plane and its

value is 0 when joint j4 is behind the plane.

• The plane is defined such that it passes through the joints j1, j2, j3 and

the function checks if the joint j4 has a signed distance greater than θ ∈ <

from the oriented plane. It has value 1 if the signed distance is greter than

θ, else its value is 0.

• The plane is defined in terms of a normal vector given by joints j1 and j2

and is fixed at joint j3. The function takes the value 1 if joint j4 has a

signed distance greater than θ ∈ < from the oriented plane, else takes the

value 0.
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2. Feature functions describing an angle.

A segment is defined by two joints of the body and an angle is defined between

two segments. Angle functions use four joints to calculate its boolean value

Fangle = Fθ,angle (j1, j2; j3, j4). The algorithm uses only one angle-based function,

two directed segments are defined between the two pair of joints (j1, j2) and

(j3, j4). An angle is determined between these two segments. The function

assumes the value 1 if this angle is within the threshold range θ ⊂ <, else it has

value 0.

3. Feature functions describing velocity

These feature functions operate on velocity data that is approximated from the

3-D joint trajectories of the input motion. The velocity based functions calculate

the velocity of a joint. The velocity of a joint is calcluated for each frame by

taking a few previous frames and a few subsequent frames. Thus a window is

created for the frames with the current frame as the center. The velocity is

calculated by taking the difference of corresponding frames: one from left of the

center frame and other from the right of the center frame. The function takes

the value 1 if the magnitude of this velocity is greater than the threshold, else

it is 0.

The feature-based algorithm uses two velocity functions, this generic velocity

feature function, Ffast = Fθ,fast (j1) is defined for one joint j1 and calculates

the velocity of that joint. The function assumes the value 1 if joint j1 has an

absolute velocity above θ, else it has value 0. Another velocity-based function

Fmove = Fθ,move (j1, j2, j3; j4), calculates the velocity of joint j3 relative to joint

j1. The velocity is projected in the direction given by the normal vector of the

oriented plane spanned by joints j1, j2, and j3. The function takes the value 1

if this velocity is greater than the threshold θ, and the value 0 otherwise.
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Basically, all of the relational features defined above assume the feature value zero

corresponds to a neutral, standing pose.

3.1.3 Threshold Selection

When the relational features are designed, it becomes very important to have

an appropriate threshold parameter θ for each feature function which is semantically

meaningful. The specific choice of a threshold has a strong influence on the semantics

of the resulting relational feature. If the threshold is increased, the feature functions

will not be able to detect subtle movements. The threshold selection is purely depen-

dent on the application in use. To make the relational features invariant under global

scaling, the threshold parameter θ is specified relative to the respective skeleton size.

Thresholds of most of the feature functions in the algorithm are expressed in terms

of humerus length, and some in terms of hip width or shoulder width. By doing this,

the threshold becomes independent of the skeleton size. Difference in the sizes of

skeletons due to different actors can be handled by this approach.

3.1.4 Formation of Document

A set of 19 geometric feature functions are selected to create a structure, doc-

ument. The description of these features is given in Table 3.1:

3.1.5 Adaptive Segmentation

A fixed combination of 19 geometric feature functions are applied to obtain the

document Γ for each motion sequence. The document is a matrix of zeros and ones for

all frames. Some of the consecutive frames in the motion sequence can yield the same

feature vectors which are known as runs. This can be mathematically explained as:

Given the fixed feature function F : <3J → {0, 1}f , then two poses P1, P2 ∈ <3J are
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F -equivalent if the corresponding feature vectors F (P1) and F (P2) are the same. An

F -run of Γ is defined to be a subsequence of Γ consisting of consecutive F -equivalent

poses, whereas F -segments of Γ are defined to be the maximal F -runs.

The segments of a given motion stream are runs of maximal length. Each

of these segments corresponds to a unique feature vector. A document has many

segments and becomes a sequence of feature vectors. This sequence is referred as the

F -feature sequence of document Γ and denoted by F [Γ].

For example, consider the segmentation of the motion consisting of a right foot

kick followed by a left hand punch. The first step is to create a feature function which

is a combination of any number of available boolean generic functions. To describe

this motion we use, a feature function F 4 : <3J → {0, 1}4 consisting of the following

four boolean functions:

1. Angle-based function which checks whether the right knee is bent or stretched.

2. Angle-based function which checks whether the left elbow is bent or stretched.

3. Plane-based function to check whether the right foot is raised or not.

4. Plane-based function to check whether the left hand is reaching out to the front

of the body or not.

The total number of different feature vectors possible for a feature function is equal

to 2f , where f is the number of boolean functions in the feature function. Hence,

for the above feature function F 4 there are 16 different feature combinations possible

and hence 16 feature vectors possible.

This type of feature-dependent segmentation provides for temporal invariance

because the motion capture data streams are compared at the segment level rather

than at the frame level. So the time factor denoted by frames is not considered. Math-

ematically stated: The sequence of F -segments of a motion stream Γ is segmented

and each segment corresponds to a unique feature vector. These feature vectors are
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known as the F -feature sequence of Γ and denote by F [Γ]. If M + 1 is the number

of F -segments of Γ and if Γ (tm) for tm ∈ [1 : T ], where 0 ≤ m ≥M , then Γ (tm) is a

pose of the m-th segment and F [Γ] = (F (Γ(t0)), F (Γ(t1)), ..., F (Γ(tM))).

In the feature based segmentation, two motions that differ by some deformation

of the time axis will yield the same F -feature sequences. This method is adaptive in a

sense that the number of segments will be based on the selection of feature functions.

Fine feature functions which consists of many components result segmentations with

many short segments, whereas coarse features functions lead to a smaller number of

long segments.

3.1.6 Indexing and Querying of Database

A database Γ consists of motion capture data streams. Indexing can be de-

fined as the retrieval task which can identify motion clips contained in a specified

query. It can be stated more precisely as: The database consists of a collection Γ

= (Γ1,Γ2, · · · · · · ,ΓI) of motion capture data streams Γi, i ∈ [1 : I], where I is the

number of documents. To simplify things, it can be assumed that Γ consists of one

large document by concatenating the documents Γ1,Γ2, · · · · · · ,ΓI , keeping track of

document boundaries in a supplemental data structure. The query Q consists of

an example motion clip. A feature function F : <3J → {0, 1}f can be replaced by

specifying the feature vectors obtained during segmentation and use the notation

F [Γ] = w = (w0, w1, · · · · · · , wM) and F [Q] = v = (υ0, υ1, · · · · · · , υN) to denote the

resulting F -feature sequences of Γ and Q, respectively, where M and N denotes the

number of segment numbers for the respective two feature sequences.
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3.1.6.1 Inverted File Index

Inverted file index is a type of indexing used in text-based retrieval systems.

It is an index data structure storing a mapping from content to its locations in

a database file, or in a document, or in a set of documents. It is also known as

postings file or an inverted file. The database Γ is indexed with respect to F and

inverted indices are used. For each feature vector υ ∈ {0, 1}f , an inverted file index

or inverted file, L (υ), is created. This file consists of all indices m ∈ [0,M ] of the

sequence w = (w0, w1, · · · , wM) with v = wm. Hence, L (υ) gives information about

the F -segments of Γ which exhibit the feature vector υ. Figure 3.2 shows the flow of

inverted list creation.

Inverted lists are sets represented as sorted, repetition-free sequences. The

number of inverted lists for the feature vector depends on the number of boolean

functions it is composed of. The vector υ ∈ {0, 1}f has f boolean functions and has

2f inverted lists associated with it. An inverted file index of the database Γ consists

of these 2f inverted lists L(υ) for vector υ and is denoted by IΓ
F .

The inverted lists contain the position of the segments and the segment lengths of

the motion file. Each segment position appears in exactly one inverted list, the size

of the inverted file index is proportional to the number M of segments of Γ.

3.1.6.2 Algorithm for Feature-based Indexing

The indexing or matching of the similar motion clips depends on the definition

of similarity. There can be different notions for declaring two motion clips as similar.

Searching a similar motion can be as restrictive as finding motion clips which are

exactly the same or it can be little less restrictive as fuzzy search which only checks
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Figure 3.2: Process of Indexing Document.

for similarity between some parts of a motion clip. Figure 3.3 shows the process of

finding exact hits.

The technique described here is based on an exact hit and tries to find the exact

match of a motion. The two motion clips are considered similar with respect to the

selected feature function if they exhibit the same feature sequence. Mathematically,

if w = (w0, w1, · · · , wM) and v = (v0, v1, · · · , vN) are the feature sequences of the

database and the query, respectively, then an exact hit is an element k ∈ [0,M ] such

that v is a subsequence of consecutive feature vectors in w starting from index k. This

is denoted with the expression vkw. The set of all exact hits in the database Γ is

defined as: HΓ(v) := {k ∈ [0,M ] |vkw}. In terms of inverted lists, which are shifted

and intersected, the set of all exact hits can be expressed as:

HΓ(v) =
⋂

n∈[0:N ]

(L(vn)− n) . (3.1)

The input lists L(vn) are additively adjusted by −n. The more efficient way is to

adjust the lists appearing as intermediate results by +1 prior to each intersection

step. After the final iteration, an adjustment of the resulting set by −(N + 1) yields
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Figure 3.3: Process of computing Exact Hits.

the same set of exact hits.

The iterative algorithm to compute exact hits has the following inputs: an admissible

fuzzy query, v, and an inverted file index IΓ
F for 2f inverted lists L (υ) , υ ∈ {0, 1}f .

The output of the algorithm is a list of exact hits which is denoted by HΓ(v).

The algorithm starts by incrementing the first inverted list denoted by L(v0) and

assign it to L0 := L(v0) + 1. After that, for all n = 0, · · · , N − 1, Ln+1 is computed

iteratively by intersecting Ln and L(vn+1) and then incrementing it by 1: Ln+1 :=

(Ln ∩ L(vn + 1)) + 1, where n = 0, · · · , N − 1. Once LN is computed, N + 1 is

decremented to adjust the inverted lists and this adjusted lists are the exact hits:

HΓ(v) = LN − (N + 1).



38

Table 3.1: List of Feature Functions used to create Document.

Function joint1 joint2 joint3 joint4 threshold

Right leg ahead root ltibia lhipjoint rtoes NA
Left leg ahead root rtibia rhipjoint ltoes NA
Right leg sideways lhipjoint rhipjoint rhipjoint rtibia 1.2*hip width
Left leg sideways rhipjoint lhipjoint lhipjoint ltibia 1.2*hip width
Right knee bent rfemur rhipjoint rfemur rtibia 110
Left knee bent lfemur lhipjoint lfemur lrtibia 110
Right foot raised [0,0,0] [0,1,0] [0,Ymin,0] rtibia 1.2*right

humerus
length

Left foot raised [0,0,0] [0,1,0] [0,Ymin,0] ltibia 1.2*left
humerus
length

Right hand reach-
ing out to the front

root lclavicle rclavicle rwrist right humerus
length

Left hand reaching
out to the front

root rclavicle lclavicle lwrist left humerus
length

Right hand above
neck

thorax lowerneck lowerneck rwrist 0.2*right
humerus
length

Left hand above
neck

thorax lowerneck lowerneck lwrist 0.2*left
humerus
length

Right elbow bent rhumerus rclavicle rhumerus rwrist 110
Left elbow bent lhumerus lclavicle lhumerus lwrist 110
Hands far apart
sideways

lclavicle rclavicle lwrist rwrist 2.5*shoulder
width

Right hand lowered [0,0,0] [0,-1,0] [0,Ymin,0] rwrist -1.2*right
humerus
length

Left hand lowered [0,0,0] [0,-1,0] [0,Ymin,0] lwrist -1.2*left
humerus
length

Root behind frontal
plane

rtibia upperneck ltibia root 0.5*right
humerus
length

Spine horizontal upperneck root [0,0,0] [0,1,0] 110



CHAPTER 4

DYNAMIC TIME WARPING TECHNIQUES

This chapter provides a brief overview of Dynamic Time Warping (DTW) and

the process of threshold selection. The threshold plays an important role in determin-

ing the matches in the algorithm. The latter part of chapter describes two techniques

to index motion data using Dynamic Time Warping. Both these techniques have been

refered from the book, Information retrieval for music and motion [16].

The Dynamic Time Warping algorithm can be explained as an algorithm that

calculates an optimal warping path to correspond two time series. The algorithm

calculates both warping path values between the two series and the distance be-

tween them using dynamic programming. Formally, consider two numerical sequences

(a1, a2, · · · , an) and (b1, b2, · · · , bm) which are of different length (n 6= m). The algo-

rithm starts with the calculation of local distances between the elements of the two

sequences. These distances can be of different types depending on the data and appli-

cation. Euclidian distance is the most commonly used distance. The local distances

are stored in a distance matrix D which has n rows and m columns. Each element

of the matrix Dis given by:

dij =| ai − bj |, i = {1, n} , j = {1,m} .

For i = 1, · · · · · · , n and j = 1, · · · · · · ,m, where all denotes a local distance. The

next step in the DTW algorithm is to determine the matching cost matrix C. This is

performed using the local distances matrix D and by computing the minimal distance
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between the two sequences using a dynamic programming algorithm and the following

optimization criterion:

cij = dij +min (ci−1,j−1, ci,j−1, ci−1,j) ,

where cij is the minimal cost between the subsequences (a1, a2, · · · , ai) and (b1, b2, · · · , bj).

A warping path is a path through the matching cost matrix from the element c11 to

element cnm consisting of those cij elements that have contributed to the distance in

cnm.

The global warp cost, GC(a, b), of the two sequences is defined as shown below:

GC(a, b) = 1/p

p∑
i=1

wi,

where wi are the elements belonging to the warping path and p is the number of

elements in the path. The warping path is typically subject to several constraints:

1. Boundary conditions: The path starts in the left bottom corner and ends in the

right top corner. This means that the warping path starts and finishes inthe

diagonally opposite corner cells of the cost matrix.

2. Continuity: The path advances gradually, step by step. The indices i and j

increase by a maximum of 1 unit at each step. This restricts the possible steps

in the warping path to adjacent cells including diagonally adjacent cells. Given

wk = (i, j), then wk−1 = (i′, j′), where (i− i′) ≤ 1 and (j − j′) ≤ 1

3. Monotonicity: Both indices i and j used for traversing through sequences never

decrease. This forces the points in the path W to be monotonically spaced in

time. Given wk = (i, j), then wk−1 = (i′, j′), where i− i′ 0 and j − j′ 0.

Dynamic Time Warping (DTW) finds the best global match or alignment between

the two sequences by time warping them optimally. The Figure 4.1 shows the result

of DTW on two sequences of a pick box from floor action.
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Figure 4.1: Result of DTW technique on 2 similar pick queries.

DTW is very flexible in the presence of nonlinear time deformations. It is used in

many areas for pattern matching. Last et al. and Keogh[18] use DTW to solve

distortions of the time axis and compare time series data. Cardle et al. sketch how

to use DTW-based indexing techniques to accomplish the retrieval task of motion

files. Kovar and Gleicher[19] identify numerically similar motions by means of a

DTW-based index structure termed match web.

We used two different local distance measures for matching motion data using

DTW. The first distance function uses joint rotations represented as quaternion and

the second distance function takes into account a cartesian 3-D point cloud to calcu-

late distance. DTW is a very powerful tool but it uses the whole sequences and can

be very demanding in terms of processing and space required.
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4.1 Scaling and Thresholding the DTW Score

Dynamic time warping tries to find the best matching occurrence of the query

in a given sequence. If both the query sequence and the sequence to be searched are

synchronized, there is a frame by frame match. However, if the given sequence is

performed faster or slower than the query, the query is shrunk or enlarged to match

the other sequence. This is very common in motion sequencing as humans rarely have

movements at a uniform pace. Hence, a minor warp is always expected.

In cases where the actions being compared differ greatly, the cost of matching

future consecutive frames in the sequences may be very high, compared to keeping

one sequence frozen and warping large lengths along the other. This results in long

horizontal or vertical paths in the matching cost matrix. To ensure these matches are

rejected, we can associate a penalty for following non-diagonal steps.

In our implementation, we keep count of the number of non-diagonal steps made

in the matching path. We later increase the cost obtained by an amount proportional

to these counts. These also depend on the actual length of the match. We use

regression to determine the proportionality constants and dependence on length. We

obtain these values for all the motion files in the database, and store them in a matrix

A = [C1 | C2 | C3 | C4 | C5], where C1 is a column with DTW score, C2 is a column

with warp along sequence 1, C3 is a column with warp along sequence 2, C4 is a

column with length of DTW match, and C5 is a column with a constant 1.

For a correct DTW match, we expect the score to be around a value Y +, and

for an incorrect match, we expect it to be around a value Y −. We create a column

vector B, where ith row is Y + if the query matches the ith sequence, else ith row is

Y −. In our case, we chose Y + = 0 and Y − = 100. We use MATLAB’s regression
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operator \ to determine the relationship between A and B as x = A \ B. We then

compute the corrected DTW score as:

CorrectedDTWscore = x1 ∗ c1 + x2 ∗ c2 + x3 ∗ c3 + x4 ∗ c4 + x5

The corrected DTW score is thresholded to give a binary yes or no decision for

a match. Ideally, a threshold of (Y ++Y −)
2

should perform well. However, for a better

estimate, we iteratively determine the best threshold between Y + and Y −, which

gives the maximum number of correct decisions for a particular query.

4.2 Implementation

Dynamic time warping is used to compare two motion series in the presence of

nonlinear time deformations. The choice of measure for local cost or distance plays

an important role. The two techniques differ in the local distance measures. One

uses joint angle parameters (quaternions) and the other uses 3-D coordinates for all

joints.

4.2.1 3-D Point Cloud based Distance:

A motion data stream encodes the joint configurations over time. It represents

this configuration as a series of frames and each frame has an absolute position of

root and the offset of each of the joints with respect to the root. Each frame can be

thought of as a cloud of 3-D points where each 3-D point corresponds to one joint.

A local distance measure is based on a comparison of pose-driven 3-D point clouds is

used. Before the actual comparision between the two poses is performed, the following

steps are performed:

• A time window around both frames is incorporated to provide the notion of

smoothness.



44

• Then the two short pose sequences are converted to 3-D point clouds based on

the joints of the underlying kinematic chain.

• Finally, an optimal alignment of the two point clouds is computed with respect

to a suitable transformation group to achieve invariance under certain global

translations and rotations.

After this pre-processing, the total distance between corresponding points of two

poses is calculated which constitutes the 3-D point cloud distance between the two

original poses. The distance is expressed mathematically as:

C3D (Γ (n) ,Γ (m)) = minθ,x,z

(
k∑
i=1

wi ‖ pi − Tθ,x,z (p′i) ‖

)
, (4.1)

where Γ(n) ∈ <3J and Γ(m) ∈ <3J are the two poses contained within the same mocap

data stream Γ : [1 : T ]→ <3J , andn,m ∈ [1, T ]. The pose Γ(n) has ρ preceding frames

and ρ subsequent frames, yielding the 2ρ + 1 frame [n− ρ, n+ ρ]. A point cloud P

containing k = |J |(2ρ + 1) points pi = (xi, yi, zi)
T is formed with 3-D points of all

joints. The comparison between the poses Γ(n) and Γ(m) is performed on the basis

of the corresponding point clouds. Tθ,x,z is the transformation that simultaneously

rotates all 3-D points of a point cloud about the y axis by an angle θ ∈ [0, 2π) and

then shifts the resulting points in the xz plane by an offset vector (x, 0, z)T ∈ <3.

These transformations provide invariance under certain global transformations. The

weights wi are assigned to 3-D points based on their impact on the motion. The

minimization of θ, x, z is performed for the 3-D point cloud distance computation.

This step is the same as the ”Procrustes problem” for solving optimal solutions of the

parameters [20]. The minimization of θ, x, z is done by solving the equations below:

θmin = arctan

(∑K
i=1wi (xi · zi′ − zi · xi′)− (x̄ · z̄′ − z̄ · x̄′)∑K
i=1wi (xi · xi′ − zi · zi′)− (x̄ · x̄′ − z̄ · z̄′)

)
, (4.2)

xmin = x̄− x̄′ · cos(θmin)− z̄′ · sin(θmin), (4.3)
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zmin = z̄ + x̄′ · sin(θmin)− z̄′ · cos(θmin), (4.4)

where x̄ =
∑

iwixi, z̄ =
∑

iwizi, x̄
′ =
∑

iwix
′
i and z̄′ =

∑
iwiz

′
i.

The input to the equations are the point clouds P = (pi) i ∈ [1 : K] with pi =

(xi, yi, zi)
T and point cloud P ′ = (p′i) i ∈ [1 : K] with p′i = (x′i, y

′
i, z
′
i)
T . The weights

wi ∈ <, 1 ≤ i ≤ K are defined such that
∑K

i=1 wi = 1

The 3-D point cloud distance was proposed by Kovar and Gleicher[19] and are in-

variant only under a three-dimensional subgroup of the six-dimensional group of rigid

3-D Euclidean transformations. Rotations around y axis and translations in xz plane

are considered which are not sufficient for all classes of motions. The 3-D point cloud

distance is not invariant to scaling too.

4.2.2 Quaternion-based Distance:

Unit quaternions are a good mathematical tool to represent joint rotations.

Joint configurations in a motion stream can be encoded using quaternions. Each pose

configuration, (tr, Rr, Rb), consists of a translational parameter tr and a rotational

parameter Rr that determines the root coordinate system. The remaining rotational

parameters Rb describe the joint angles within the skeletal model.

Since joint orientations are represented by quaternions, a local distance measure is

defined to compare poses described by quaternions:

CQuat : × → [0, 1]

If j = (tr, Rr, Rb) and j′ = (t′r, R
′
r, R

′
b) are two pose configurations and qb and q′b

denote the unit quaternions describing the relative joint rotations Rb and R′b, respec-

tively, then the local distance between unit quaternions is calculated by using the inner

product between single quaternions: CQuat (j, j′) =
∑

b∈B wb · 2/π · arccos | qb • q′b |,

where | qb • q′b | is the absolute value of the inner product of qb and q′b and gives the
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cosine of the angle φ ∈ [0, π] enclosed between these unit vectors, wb is the weight

assigned to joint b and B is the set of joints b. These weights are taken into con-

sideration because some of the joint rotations have a much greater overall effect on

the character’s pose than others. The value φ = arccos | qb • q′b | is the geodesic

or spherical distance on S3 which is also the length of the shortest connecting path

between the points qb and q′b on the four-dimensional unit sphere S3. The factor 2/π

is used for normalization.

Advantages of using quaternion-based local distance are:

• The local distance becomes invariant under global transformations such as trans-

lations, rotations, and scalings of the skeleton by considering only the joint

rotations and leaving the root parameters out.

• The geodesic or spherical distance between unit quaternions gives a natural cost

measure for rotations.

• The use of inner product to calculate the distance between unit quaternions is

an efficient way of distance computation.

Though there are advantanges of using a quaternion-based distance, there are disad-

vantages too. The use of weights for joints is not very effective as the importance of

certain rotational joint parameters may change with the course of the motion. The

quaternion-based distance considers only differences in body postures, but lack higher

derivatives like joint velocities and accelerations. These derivatives are required to

perform smooth transitions in blending applications. Although this distance measure

provides invariance under any global 3-D Euclidean transformation, it also leaves the

progression of the 3-D coordinates in space more or less unconsidered. This can cause

an over abstraction concerning motion identification. With all the advantages stated

above, the quaternion-based distance is used as local distance measure in a second

indexing technique based on dynamic time warping.



CHAPTER 5

EXPERIMENTS AND RESULTS

We designed two experiments to evaluate the time performance and the indexing

accuracy of five different algorithms for motion indexing. The first two techniques are

PCA-based and rely on the preserved information ratio obtained by dimensionality

reduction of data. The first technique uses only SVD and the second uses PPCA. The

third technique is based on the geometric feature functions which use joint positions

of the body as parameters. The fourth and fifth techniques are based on Dynamic

Time Warping and use a local distance as a metric for indexing. The first DTW-based

method, DTW-Quat, uses quaternion-based distance measure and the second DTW-

based method, DTW-3D, uses 3-D point clouds to calculate the distance measure.

These experiments are performed using the motion capture files from CMU Graphics

Lab Motion Capture database.

5.1 Performance Testing

The time performance evaluation is performed by running the five methods on

a set of 10 files where each file is compared with itself and the other files. A total of

100 matches are performed by each method. These 10 motion files are of sizes ranging

from 199 frames to 5,423 frames. The set of motion files used for performance testing

can be found in Appendix C.

All the experiments are run on Allienware systems with Intel Core 2 Quad CPU

Q9650 3.00GHZ processor, Seagate Barracuda 7200rpm hard disk, and 8 GB DDR

RAM.
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TimeB.png

Figure 5.1: Performance of five techniques for 100 mocap file computations.

The graph in Figure 5.1 shows the time taken by each method to run on all

pairs of mocap files. There are 100 pairs formed out of 10 files and we have compared

the computation time for the five methods. The time performance of the feature-

based techniques is the best. The reason being the use of inverted file indices which

are very efficient for search operations. Whereas, DTW quaternion-based technique

has worst time performance. Dynamic time warping is a time consuming technique

because it calculates the distance from each frame in the motion to all frames in the

other motion.
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5.2 Indexing Accuracy Testing

To evaluate the accuracy of the indexing methods, each method is tested on a

data set of 150 mocap files with 5 query files. Each query is run on the dataset of

150 files to find the matching files among the 150 mocap files in the database.

The five motion queries in the dataset are walk, jump, punch, sit and pick up

the box actions. The reason for choosing these actions as queries is that these actions

are very common and the CMU database has a large number of files containing these

actions.

The dataset of 150 motion files has a good mix of various actions such that

a large range of human actions is covered. They also represent important types of

movement such as locomotion (walk and jump), postural (sit), and non-locomotional

(punch and pick up the box). It contains 113 files which contain actions similar to at

least one of the five queries. Among these 113 actions, there are 40 walk actions, 35

jump actions, 15 sit actions, 13 punch actions, and 10 pick up actions. The remaining

37 files are completely different from the five queries. A manually annotated data for

these 150 test files was prepared. These annotations are helpful in comparing the

result of the query on the test data set. The details of the data set can be found in

Appendix C.

For each query, the techniques are quantitatively evaluated according to the

ratio of false positives and false negatives among the 150 test files. The false positives

ratio is the number of positive matches which do not correspond to a positive match in

the manually annotated data divided by the total number of positive matches in the

manually annotated data. The false negative ratio is the number of negative matches

which do not correspond to negative matches in the manually annotated data divided

by the total number of negative matches in the manually annotated data. These two

statistical measures are good error criteria and are universally accepted.
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Figure 5.2: False negatives for PCA-SVD technique.

The PCA based technique PCA-SVD first segments the data according to dif-

ferent behaviors and then tries to find matching segments for the given motion files.

The results reveal that the technique identifies many false positives (see Fig 5.3).

The main reason for this is the improper data segments (inaccurate start and end

points) created by the technique which deteriorate indexing. However, the number of

false positives is low (see Fig 5.2).



51

Figure 5.3: False positives for PCA-SVD technique.
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Figure 5.4: False negatives for PPCA technique.

The experimental results for the second PCA-based technique, PPCA, are also

not satisfactory. This technique also segments the data first and then performs in-

dexing on these segments. The segment end points detected by the technique are

accurate but it also creates a number of false segments. These small and false seg-

ments are responsible for a large number of false positives (see Fig 5.5). On the other

hand, the number of false negatives is reasonably low (see Fig 5.4).
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Figure 5.5: False positives for PPCA technique.
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Figure 5.6: False negatives for Feature-based technique.

The feature-based technique finds the exact query sequence in each dataset

match. The results are accurate but are constrained by the fact that the binary

sequence of the query and the data file should be exactly the same. That reduces the

number of matches and results in large number of false negatives (see Fig 5.6). The

remarkable thing about this technique is that it finds all the occurrences of the query

in the data file and not just the best possible match. The number of false positives

is very low (see Fig 5.7).
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Figure 5.7: False positives for Feature-based technique.
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Figure 5.8: False negatives for DTW-Quat technique.

Dynamic time warping tries to find the matching between the two files based on

the minimum distance warping path. DTW matching is affected if there are pattern

differences in the files. For example, if the query is an action describing a jump and

the dataset file is a hop, then DTW-Quat will return a rejection. Similarly, a fast

walk or a walk with swinging arms gives a low score when matched with a normal

walk. There are a large number of false negatives detected (see Fig 5.8). We make

use of all 30 joints to calculate the local distance measure and the distance increases

even if a small number of joints mismatch. The noticeable feature of this technique

is that the number of false positives is zero because to have a match there should be

a very small difference in the joint configurations (see Fig 5.9).
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Figure 5.9: False positives for DTW-Quat technique.
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Figure 5.10: False negatives for DTW-3D technique.

Similar to the quaternion-based method, Dynamic Time Warping using 3D

coordinate points based technique performs better than PCA-based and feature-

based techniques. The false negatives are less in all the five queries compared to

the quaternion-based method because the latter is very sensitive is very sensitive to

small differences in joint configurations (see Fig 5.10). The pick up the box query

gives 0% false negatives beacuse all the pick data files have the same orientation and

3-D location. Also the number of false positives are less which is an indication of a

good technique (see Fig 5.11).

5.2.1 Overall Results

The false positives detected by each method are shown in Figure 5.12 and the

graph in Figure 5.13 shows the overall false negatives of each of the methods.
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Figure 5.11: False positives for DTW-3D technique.
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Figure 5.12: False Positives detected by each Technique.

The two PCA-based have the lowest number of false negatives but at the same

time have large number of false positives (close to 90%) which shows that these two

techniques incorrectly classify non-matches as matches. The feature-based and DTW

quaternion-based techniques perform better than the PCA-based techniques. They

have almost similar results with DTW-Quat performing a little better because both

these techniques are very sensitive to small differences in joint configurations. DTW-

3D has the best performance among all the five techniques because although it has a

small number of false positives, the false negatives are also very less.
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Figure 5.13: False Negatives detected by each Technique.



CHAPTER 6

CONCLUSION AND FUTURE WORK

In this thesis, several methods of motion indexing were implemented and com-

pared. Dynamic Time Warping 3D-based technique was found to perform the best

among all five techniques when compared by false positives and false negatives met-

rics. The time performance of feature-based technique was found to be the best but

at the same time the indexing performance was poor. Two PCA-based segmentation

techniques were implemented and a new method was developed to perform indexing

on these segments. Due to poor segments created by segmentation techniques, the

indexing results of the new method were not satisfactory.

The motion indexing problem can be generalized to consider sets of essential

actuators instead of the whole body. This generalized problem will address the in-

dexing and retrieval of a particular action even when spliced with other simultaneous

actions.

All the five techniques implemented consider all joints of the body to find a

match. This leads to a mismatch in cases of hybrid motions where several motions

are performed simultaneously. For example, a walk action combined with a hand wave

cannot properly matched with either a walk query or a hand wave query. Methods

can be developed which select a subset of joints relevant to the query ignoring the

other joints while matching.

Furthermore, uniform scaling in addition to Dynamic Time Warping can be

used to improve results when matching sequences, where we stretch and compress the

sequences by linearly re-sampling them to make the same lengths and then perform
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DTW[18]. DTW matching can also be improved by constraints such as Sakoe-Chiba

band[21].



APPENDIX A

ANIMATION
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Animation techniques can be broadly classified as Traditional Animation, Stop

Animation and Computer Animation.Traditional Animation, also known as classical

animation or hand-drawn animation, is a technique in which each frame is hand

drawn. It is historically popular and was used for most animated films of the 20th

century. The individual frames of these films are photographs of drawings, which

are first drawn on paper. Few examples of traditional animation are full animation,

limited animation, rotoscoping and live action animation.

Stop Animation is a technique which utilizes physically manipulated objects such

as puppets and props to create action. This object changes in small increments

between the frames, creating the illusion of a motion when the series of frames is

played as a continuous sequence. Sometimes, clay figures are also used to create this

type of animation and such technique is called clay animation. Various types of clay

animation include Puppet animation, cutout animation, object animation and model

animation.

Before computer systems came into existence the whole process of animation was

tedious and time consuming. With the use of computers the frame redrawing labor

had been minimized since, copying and pasting duplicate elements between successive

frames is very efficient. Computer Animation, also known as CGI animation, is a

technique which uses a computer to generate motion. The illusion of motion is created

by displaying an image on computer screen repeatedly. Each time the previous image

is replaced by a new image that is similar to the previous, but advanced slightly in

the time domain. The two main types of computer animation are 2D animation and

3D animation.

2-D computer animation refers to creating a notion of movement in a two dimensional

space using 2-D bitmap graphics or vector graphics. This method considers only 2

dimensions namely X and Y. 2-D computer animation is a digital version of the earlier
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frame-by-frame techniques. Some tools used to produce 2D computer animations are

Flash and Illustrator. Many people also generate simple 2-D computer animations

with applications like PowerPoint. 2-D animation somehow lacked the essence of a

real motion, since all the real-world sceneries and objects are in 3-D space. Many

cartoons were created by simulating the 3-D effect by the use of gradients, and varying

highlights.

3-D animations are created by adding one more dimension to the 2-D environment.

This extra dimension can be character, camera, or particle. The two dimensional

object has length and breadth but it lacks thickness. That is the reason a 2D object

cannot be rendered from viewpoints. The extra dimension in 3-D animated objects

gives depth to them.3D Animation is the most prevalent of all techniques of computer

animation nowadays.

3-D animation is mainly done as key frame animation and motion based animation.

One of the most well-known and oldest styles of animation is keyframe animation,

or keyframing. Keyframes are key points in a sequence of motion that define pivotal

points in that motion. The beginning and ending positions are always keyframes,

other keyframes are defines as pivotal points inside a sequence. Keyframing concerns

changing the shape, position, spacing, or timing of an object in a sequence of frames.

The major changes to the object happen in the key frames. In traditional animations,

the keyframes were drawn by the artists and a rough animation is created for a scene.

Then the necessary cleanup and in-between is performed to refine the animation. In

computer animation this workflow is basically the same. The animator creates the

important frames of a sequence and the software fills in the gap between key frames.

This process is also known as tweening. The animator can correct the result at any

point or change an in-between by including an additional keyframe to further refine

the movement. Contrary to tweening, in this case every frame of the animation is
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directly modified or manipulated by the animator. This method resembles much of

the drawing of traditional animation and gives complete control over the animation

to the animators. Surprising fact about keyframing is that the techniques have not

changed much since the early 1900’s. Most of the basic principles are still applied

today. However modern 3-D software tools and packages had made keyframing easier

to use.

The recording and mapping of motion from a real object into a synthetic object is

known as motion-based animation. It involves sensing, digitizing, and recording of the

motion of a real object. It is very difficult to extract the objects motion directly from a

raw video. Therefore the object whose motion is captured is typically instrumented to

detect and record the positions of key feature points. The instrumentation is usually

done by placing markers on the body of a subject or by wearing a body suit which

has markers or sensors attached to it. The position of these markers are recorded by

a special-purpose camera and then digitized. Motion capture was first used sparingly

due to the limitations of the technology. Nowadays the technique has matured and it

has been increasingly used in everything from video game animation to CG effects in

movies. Motion Capture is not as precise as Keyframing but it provides an immediate

result which is not found in traditional animation techniques. Moreover keyframing

is a slow animation method.[22]
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B.1 Breif History

Human beings are experts at recognizing movement from birth. Human beings

perceive visual information in this order: movement, form and color. Since movement

is the strongest, it is instinctively the most important for our survival. In the late

1800’s several people (most notably Marey and Muybridge, with the help of photog-

raphy) analyzed human movement for medical and military purposes. Disney Studios

traced animation over film footage of live actors playing the scenes to get a realistic

motion for the human characters in Snow White. This method is also known as ro-

toscoping and has been successfully used for human characters ever since. In the late

1970’s, when it began to be feasible to animate characters by computer, animators

adapted traditional techniques, including rotoscoping. After late 1970’s humans were

used to produce computer animation.

• 1980-1983: Simon Fraser University Goniometers

During this time techniques and devices used in Biomechanics were applied

to analyze human motion by the computer graphics community. In the early

1980’s, Tom Calvert, a professor of kinesiology and computer science at Simon

Fraser University used the motion capture apparatus together with Labanota-

tion and kinematic specifications to fully specify character motion.

• 1989: Kleiser-Walczak Dozo

In 1989, Kleiser-Walczak produced Dozo, a (non-real-time) computer animation

of a woman dancing in front of a microphone while singing a song for a music

video. They used an optically-based solution from Motion Analysis which uses

multiple cameras whose output is the 3-D trajectory of each marker in the space.

However, with these types of system, the hindrance was tracking points as they

are occluded from the camera.
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• 1991: Videosystem Mat, the Ghost

Around this time, Waldo C. Graphic, Videosystem, a French video and com-

puter graphics producer, worked on the problem of computer puppets, which re-

sulted in real-time character animation system whose first character was Mat the

ghost. Using DataGloves, joysticks, Polhemus trackers, and MIDI drum pedals,

puppeteers interactively performed Mat, chroma-keyed with the previously-shot

video of the live actors. Videosystem, now known as Medialab, continues to de-

velop a reliable production tool, having produced several hours of production

animation in total, for more than a dozen characters.

• 1992: SimGraphics Mario

Around 1992 SimGraphics developed face waldo, a facial tracking system. The

important feature of this system was that one actor could manipulate all the

facial expressions of a character by just miming the facial expression himself.

Real-time performance of Mario in Nintendo’s popular videogame was the first

big successes with the face Waldo system and its concomitant VActor animation

system. Since then SimGraphics has been continually updating the technology

of face Waldo.

• 1993: Acclaim

At SIGGRAPH ’93 Acclaim introduced a realistic and complex two-character

animation done entirely with motion capture. Acclaim mainly uses the system

to generate character motion sequences for video games.

• Today: Commercial systems

Over the years, Ascension, Polhemus, SuperFluo, and others have released com-

mercial motion tracking systems for computer animation. SoftImage, has in-

tegrated these systems into their product creating ”off-the-shelf” performance

animation systems.
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B.2 Motion Capture Technologies

1. Mechanical: In mechanical motion capture the performer wears a very basic

skeleton set made of straight metal pieces which is hooked to the back body

and directly track body joint angles. Hence, it is also known as exo-skeleton

motion capture systems. As the performer moves, these articulated mechani-

cal parts also move with sensors feeling the joints rotation and measuring the

performer’s relative motion. Variations of mechanical mocap systems include

gloves, mechanical arms, or articulated models.

Mechanical mocap systems provide occlusion-free, low cost, and unlimited vol-

umes of capture. These systems are real-time and wireless in nature, but they

often need calibration. They also need extra sensors to determine the perform-

ers direction. Motion captured using mechanical systems are not interfered by

light or magnetic fields. However, the absolute positions are not known and

are estimated from the rotations. Therefore, these type of mocap system is

unaware of ground. Hence, a jumping action cannot be cannot be captured due

to possible feet sliding. The range of the suits used in mechanical mocap lies

in the range of $25,000 to $75,000 which excludes the cost for extra positioning

system.

2. Acoustic: This type of motion capture systems uses a triad of audio receivers

and an array of transmitters. These transmitters are attached to performers

body and are triggered sequentially to produce a click sound. The receivers

measures the time the sound took to reach it from each transmitter. The cal-

culated distance of the three receivers is triangulated to provide a point in 3D

space. This positional data serves as input for an inverse kinematic system to

drive the animated skeleton. This method doesnot suffer from any occlusion is-
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sue but the cables used in the system cause somehindrance during performances.

Furthermore, current systems are not accurate in capture.

3. Electromagnetic: Also known as magnetic motion capture, this system is very

popular and involves the use of a static magnetic transmitter and an array

of magnetic receivers. The transmitter is centrally located and receivers are

strapped on to various parts of the subject’s body. The system measures the

spatial relationship with the transmitter. Calculation of position and orientation

is done by the relative magnetic flux of three orthogonal coils on both the

transmitter and each receiver. This system was first used in the military to

track the movement of pilots. The captures are absolute and rotations are

absolutely. Orientation in space can be determined which is very useful. The

magnetic markers are not occluded by nonmetallic objects but can be affected

by magnetic and electrical interference from metal objects in the environment

like cement floors which usually contain metal.

4. Optical: Optical motion capture makes use of directionally-reflective or infra-

red emitting balls referred to as markers the system triangulates the 3D position

of a subject using two or more cameras. Markers are attached to the body of

the subject and cameras, at least three, are calibrated to provide overlapping

projections. The computer is presented with each camera view to calculate the

3D position of each marker. The resulting data stream consists of a 3D position

data for each marker. Major commercial vendors for optical motion capture

systems are Vicon Systems and Motion Analysis.

The optical systems can be further classified based on the type of marker used:

(a) Passive markers: Markers are coated with a retro reflective material to

reflect light back. The light is generated near each camera lens.
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(b) Active markers: Markers have one or multiple LEDs which are illuminated

timely to identify them by their relative positions.

(c) Time modulated active markers: Markers are same as in active marker

system but are strobed one at a time.

(d) Semi Passive imperceptible markers: Makers use photosensitive marker

tags to decode the optical signals. These tags can compute not only loca-

tions of each point, but also their orientation, incident illumination, and

reflectance.

Optical systems have become quite popular over the last couple of years. The

data obtained is very detailed. These systems provide the most freedom of

movement to the subject as they do not require any cabling. The problem with

optical systems is that a subject can easily occlude, or hide, one or more markers

which can create ”holes” in the data stream. This is sometimes reduced by

adding more cameras but it also makes the tracking of the markers complicated

and increases execution time. Increasing markers is not a good solution as it

introduces confusion in the capture.

Markerless motion capture is an advancement in optical motion capture systems.

They do not require subjects to wear equipment. Special computer algorithms

are designed to allow the system to analyze multiple streams of optical input and

identify human shapes, breaking them down into constituent parts for tracking.

B.2.1 Why Motion Capture is required?

Motion Capture can be refered as the 3D representation of a live performance of

an actor. No matter how different an actor or object look in the simulated 3D world

after motion capture, it will resemble complete physical and emotional performance.

This property of motion capture makes it useful for many applications in many dif-
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ferent areas. Following are the reasons whch are responsible for popularity of motion

capture:

1. Impractical or dangerous situations in real life can be simulated very easily with

motion capture.

2. Scenes which involve lots of resources and are expensive to perform can be done

easily with mocap.

3. Realistic human movements and interactions, weight and exchange of forces

which might be complex to generate can be created in a accurate manner using

mocap.

4. It reduces the time of animation compared to keyframing and hence its gaining

more popularity in entertainment industry.

5. Mocap can be cost and time effective as large amounts of animation data can

be produced within a given time when compared to traditional animation tech-

niques.

6. Mocap is very useful in medical science as it provides a realistic movement or

reactions of a patient. Virtual surgery, diagnosis, and other innovations in the

medical field can rely on mocap.

B.2.2 How is it done?

Motion capture using optical systems is performed in the following steps:

• Studio set-up: A capture room is set usually using 8 cameras and can go up to

24 cameras for multiple captures.

• Camera Calibration: Cameras are calibrated to provide overlapping projections.

An initial estimation about the relative position and orientation of the cameras

is made and then iteratively refined until convergence is achieved.
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• Capture of movement: Subject wears a body fitting motion suit and markers

are placed on the suit near selected joints of the subject. Each joint has a

different degree of freedom and the choice of which joint should have markers

depends on the requirements of the capture. The markers can be concentrated

on a particular part of the body like the face to capture facial expressions, or

can be placed on different joints all over the body. On an average, 30 markers

are placed on a subject’s body.

The subject performs the actions and the mocap computer software records the

positions, angles, velocities, acceleration and impulses. Data is sampled at up

to 144Hz. The high sampling rate is advisable when fast motions, such as sports

motions, are captured . Slower sampling rates for fast motions can often pro-

duce problems in the inverse kinematics phase since there is less frame-to-frame

coherence. Mocap system produces data with 3 degrees of freedom for each

marker, and direction of bones must be inferred from the relative orientation of

three or more markers.

• Clean-up of data: Motion capture data is noisy and often contains gross errors.

The amount of data cleaning required, usually depends on the complexity of

the motions, the number of motion capture cameras, and the number of simul-

taneous performers. One of the simplest methods to clean the data is by first

finding the size of the skeleton by determining arithmetic mean of the distances

between the translated joint locations over a motion or repertoire of motions.

• Post-processing of data: The captured data can be used directly or can be post-

processed depending on the application. Post-processing involves labeling each

track with a marker code, filling track gaps caused by occlusions, correcting

possible gross errors, filtering or smoothing noise, and interpolating data along
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time. The data can be changed completely for characters or modified during

post-production. It can appear as two-dimensional or three-dimensional objects.

B.2.3 Applications:

Mocap is gaining popularity in many fields. Video games use the mocap tech-

nology to simulate the characters like athletes, and dancers to gain more realism. For

multi-player games mocap is very useful to simulate the inter-actions between the

players since mocap has the ability to preserve the realism in actions and emotions.

Motion capture is used in movies for CG effects and to create computer generated

characters. Motion-based animation is essential for creating characters that move

realistically. Some famous movie characters such as Gollum, the Mummy and King

Kong were created using mocap. The 2006 Academy Awards had two out of three

nominees for best animated film as “Monster House” and “Happy Feet” which used

mocap technology. The recently released movie “Avatar” used Motion capture to

animate characters and environment is a big release.

Motion capture can be used for many clinical applications in medicine. Researchers

use mocap to analyze the behavior of patients which can be helpful in determining the

traits related to the disease. An examples is the behavioral analysis patients suffering

from Parkinson’s disease. Another example is gait Analysis which is the process of

analyzing the movement patterns of different people while walking. An in-depth gait

analysis requires the knowledge of elementary spatio-temporal parameters such as

walking speed, hip and knee angles, stride length and width, time of support, among

others. To obtain this information, a 3D human motion capture system has to be

used.

Motion capture is a very good tool to train animators. While access to motion cap-

ture is not a substitute for developing good art skills and good traditional character
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animation abilities, it can be helpful in understanding and creating more realism. Mo-

tion capture is also useful for perceptual research. Test subjects are presented with

abstract movements distilled from motion capture data and repeatable experiments

can be developed that provide insights into human perception.

Virtual Reality (VR) applications requires the use of motion capture. It provides

a much more involved and much better realistic experience than using a joystick or

a positional handle. Motion capture also has great possibilities for location-based

entertainment.

Biomechanical analysis is done which extensively uses motion capture for its ability

to produce repeatable results. Motion capture can be used to measure the extent of

a patient’s disability as well as a patient’s progress with rehabilitation. Prosthetic

devices can be effectively designed and evaluatedusing motion capture.
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For Performance testing:

74 09

127 23

138 19

141 14

75 19

79 71

81 08

77 31

60 08

14 02

For Indexing accuracy testing:

Query Files: The query files are pruned from the original data files of CMU

database.

Walk Query: 35 01

Jump Query : 118 10

Sit Query : 75 19

Punch Query : 86 01

Pick Query : 115 01

Test Data: The below is the list of test data files. The data files 86 01, 86 02, 86 04,

86 05, 86 06, 86 08, 02 05, 144 13, 144 14, 144 20, 144 21, 144 23, 113 13 and 111 19

are pruned beacuse they are very long.

35 01 walk

35 02 walk

35 03 walk

35 04 walk
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35 05 walk

35 06 walk

35 07 walk

35 08 walk

35 09 walk

35 10 walk

141 25 fast walk

16 15 walk

16 16 walk

16 21 fast walk

16 22 fast walk

16 31 walk

16 32 walk

16 47 walk

16 58 walk

32 01 walk

32 02 walk

39 01 walk

39 02 walk

39 03 walk

39 04 walk

02 01 walk with hands moving more

02 02 blinks

08 01 walk with hands moving more

08 02 walk with hands moving more

08 03 walk with hands moving more



81

10 04 walk with hands moving more

08 06 fast walk

08 07 long stride walk

08 08 fast walk

08 09 fast walk

12 01 slow

12 02 slow

12 03 walk

35 28 walk

35 29 walk

115 01 Pick

115 02 Pick

115 03 Pick

115 04 Pick

115 05 Pick

115 06 Pick

115 07 Pick

115 08 Pick

115 09 Pick

115 10 Pick

19 12 turns while sitting

22 02 sit down

22 03 sit down

23 01 sitting and writing

23 09 sit down

86 15 body jerk, one leg higher
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143 18 sit down

75 17 superfast, medium sit

75 18 superfast, high/ok sit

75 19 sit down

75 20 sit on the ground

113 15 sit down

15 10 walk and sit sequences

86 01 punch

86 02 punch

86 04 punch

86 05 punch

86 06 punch

86 08 punch

111 19 go forward and punch

113 13 go forward and punch

141 14 very fast punch

143 23 fast punch

144 20 right punch in different directions

144 21 right punch in different directions

144 13 left punch in different directions

144 14 left punch

02 05 right punch in different directions

118 01 jump

118 02 jump

118 03 jump

118 04 jump
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118 05 jump

118 06 jump

118 07 jump

118 08 jump

118 09 jump

118 10 jump

118 11 jump

118 12 jump

118 13 jump

118 14 jump

118 15 jump

118 16 jump

118 17 jump

118 18 jump

118 19 jump

118 20 jump

133 03 walk and jump

133 04 walk and junp

133 05 walk and jump

133 06 walk and jump

13 39 jump at same place

13 40 jump at same place

13 41 jump at same place

13 42 jump at same place

105 39 jump forward

105 40 jump forward
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105 41 jump forward

105 42 jump forward

91 39 jump forward

91 40 jump forward

91 41 jump forward

85 09 Motorcycle

138 11 Story

132 42 walk with rotating shoulders

81 06 Push

69 06 walk and turn

40 06 climb sit step over and have walks in between these actions

91 19 march

10 01 Kick Ball

49 06 cartwheel

62 18 opening box

62 19 closing box

64 01 swing

74 07 lifting up

75 13 hopscotch

79 01 chopping wood

79 08 boxing

79 33 chug a beer

79 72 crying

79 95 rowing

82 01 static pose

09 01 run
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143 25 waiving

143 08 jumping twists

141 17 walk and sit

141 21 shrug

141 22 high five

141 23 shake hands

141 27 mope

139 05 pulling a gun

134 01 duck under

123 01 walk and carry

113 02 bow

113 03 curtsey

113 12 peekaboo

90 08 sideflip

90 34 wide leg roll

88 01 backflip
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