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ABSTRACT

DEFORMABLE HAPTIC MODELS FOR SURGICAL SIMULATION

Publication No.

Xiuzhong Wang, Ph.D.

The University of Texas at Arlington, 2005

Supervising Professor: Venkat Devarajan

Surgical simulation is in great need for surgical training, analysis, planning and

rehearsal. One of the core problems in this application is the real time deformation of

the models for human organs. The deformable models must provide both realistic visual

effects (graphics) and high fidelity force feedback (haptics) in real time, without distrac-

tive visual artifacts or misleading tactile clues. In view of the requirement of physical

accuracy, physically based deformable models are desirable for surgical simulation.

Physically based deformable modeling has been a serious research topic for about

twenty years in the computer graphics community. For computer animation, a great

deal of work has been done so that the model can barely provide realistic (physically

plausible) visual effects in real time. Surgical simulation has a much higher requirement

for the deformable model. First, to meet the haptics update rate of 1000 Hz rather than

the graphics update rate of 30 Hz, the cycle time for regenerating the deformable model

decreases by a factor of 33. Second, the physical accuracy needed for high fidelity force

v



feedback is much more challenging to achieve than realistic visual effects, for it results in

much heavier computation.

Although there have been a lot of claims of successful application of physically

based deformable models for computer animation, those models are far from mature for

the applications supporting haptics, such as surgical simulation and emerging computer

games supporting force feedback. The existing models are neither fast enough for real-

time applications, nor can they provide both realistic deformations for graphics display

and force feedback for haptics rendering. In view of this situation, it is essential to

improve current deformable models or present better ones in terms of speed and physical

accuracy when we aim to build a high fidelity surgical simulator for effective surgical

training.

The scope of this dissertation is threefold. First, a new deformable model is pro-

posed based on the structure and constitutive elements of human organs, which has

potential to be more physically accurate though it can hardly meet the real time require-

ment for the current computer resources. Second, since the mass-spring-damper (MSD)

model is currently the only deformable model able to meet the real time requirement,

the physical accuracy of the 1D, 2D and 3D MSD models for both structured meshes and

unstructured meshes is investigated based on continuum mechanics and the parameter

optimization schemes are proposed and validated. Finally, the inguinal hernia surgery

simulator is introduced and further research to apply the parameter optimization scheme

is suggested.
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CHAPTER 1

INTRODUCTION

1.1 Background

1.1.1 Minimally Invasive Surgery

Minimally invasive surgery [10], which includes endoscopic and laparoscopic surgery

modes, is becoming increasingly popular. Unlike open surgery, it permits access to the

internal organs without use of the customary large incision. Endoscopy of the rectal

speculum was first described by Hippocrates (460–435 BC) [11]. Thus, the interest for

physicians to look into the ”internal organs” has existed since the early days of medicine.

The credit for modern endoscopy belongs to Philipp Bozzini (1773–1809) [10]. He

developed a light conductor which he called “lichtleiter” to avoid the problem of inade-

quate illumination. This early endoscope directed light into the internal cavities in the

human abdomen (called larparoscopy) and redirected to the eye of the observer. Ther-

apeutic applications for the endoscope were realized in thoracic surgery as a result of

prevalence of tuberculosis in the early 1900s. But only after the first solid state camera

was introduced in 1982, could laparoscopy be brought into the main stream of general

surgery, called “video-laparoscopy.” Nothing had caused more revolution and had led

to so many other developments during the past twenty years than the first laparoscopy

cholecystectomy (gall bladder removal) on a human in 1987 [10]. Since then, this idea

has developed into dozens of techniques for different general surgical procedures, such as

cardiovascular surgery, colon and rectal surgery, gynecologic surgery, gastroenterologic

surgery, neurosurgery, orthopedic surgery, thoracic surgery, otorhinolaryngology, urology

etc.
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During laparoscopic surgery, the surgeon uses small cylindrical tubes called trocars

to enter the human body. The trocars allow entry of a video-telescope, called a laparo-

scope, to view the entire area of operation from inside the patient through a monitor.

Accessory small trocars allow the introduction of long instruments necessary to perform

surgery. Figure 1.1 shows the typical instrument arrangement for the cholecystectomy,

which is the most frequently performed minimally invasive operation. The endoscopic

camera is inserted into the abdomen through the navel and the instruments through small

incisions with approximately 5–15mm diameter. In the upper left corner, the endoscopic

view is displayed by a monitor.

Figure 1.1. Typical instrument arrangement for the laparoscopy cholecystectomy (Cour-
tesy Forschungszentrum Karlsruhe [1]).



3

In a typical laparoscopy, several small keyhole incisions are used in place of a

significantly larger and more painful incision. The patient undergoes a similar operation

by laparoscopy as by open incision. The advantages of laparoscopy include less pain,

less scarring, a more rapid recovery, a decreased hospital stay and a quicker return to

normal activities. However, during a laparoscopic procedure, the surgeons do not have

access to the organs directly and have very limited operational space. What’s more, the

long-stemmed instrument is hard to manipulate and the two-dimensional video image

cannot provide complete information about depth. Usually, the surgeons rely on tactile

information or personal experience to a large extent for the hand-eye coordination. For

the surgeons, laparoscopic surgery has a long learning curve and demands advanced skills.

They must therefore receive extensive training before real surgeries to avoid accidents and

reduce the complication and recurrence rate [12]. Traditionally, surgeons are trained on

mannequins, cadavers, animals or by observing an experienced surgeon. While practicing

on cadaver and live animals is very expensive and incurs criticism on ethics, mannequins

are very unrealistic and inflexible. Therefore, it is necessary to build virtual reality (VR)

based surgical simulators to train surgeons for laparoscopy surgeries.

1.1.2 VR-based Surgical Simulation

The primary purpose for a VR surgical simulation is training, especially for min-

imally invasive surgeries. To serve this purpose, the surgical simulator has to provide

real-time interactive deformations (graphics) and force feedback (haptics) under differ-

ent operations such as palpation, twist, drag, cut, suture, stapling, drain and cauteriza-

tion [13]. To provide correct clues for effective training, not only should the deformations

of the surface of the organ at different parts be consistent, but also the deformation

and the force feedback should correspond to each other just as they do when surgeons

operate on the real organs. For the consistency of deformations at different parts on the
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object, non-physical models [14] [15] are feasible and have been widely used. But for

the consistency between deformations and force feedback, and the consistency of force

feedback for different deformations, physical models make more sense. At present, phys-

ically based deformable models are the first choice for surgical simulation. Deformable

models are the most important part of a surgical simulator. On the one hand, they

must be accurate enough not to cause distractive visual artifacts and misleading tactile

clues, which results in very heavy computation. On the other hand, they must meet the

real-time requirement, which is to update the graphics at a rate of 30Hz and the haptics

at rate of 1000 Hz [16]. The physical accuracy and speed of the deformable model must

be balanced carefully to achieve these two goals.

One advantage of surgical simulation is that the surgeons can practice a surgery

procedure as many times as needed. Another advantage is that it allows medical per-

sonnel to try different techniques and look at anatomy from perspectives that would be

impossible during surgery. Moreover, simulated positions and forces can be recorded

to compare with established performance metrics for assessment [17]. If an evaluation

system is also built within the surgery simulator, the skill of the surgeons can then be

evaluated objectively. This will drastically change the way of teaching surgeries.

1.1.3 Surgery Analysis, Planning and Rehearsal

Surgical simulation has been used to evaluate new surgery procedures and surgical

tools for a long time. One example is the application of computational fluid dynamics

(CFD) to design better artificial heart valves [18]. Doctors replace poorly functioning

natural heart valves with prosthetic valves. But present-day designs are far from ideal.

They can destroy blood platelets or permit a particle that has broken away from a blood

clot to block a blood vessel. These complications likely come about because the blood

is exposed to excessive stresses from the turbulent flow in the vicinity of the mechanical
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prosthesis. Doctors also think the complex blood flow patterns around the valve may

trigger a cellular response that can lead to the onset of heart diseases. But before the

artificial valves can be redesigned, researchers need an in-depth understanding of the

flow fields that the valves induce. Numerical modeling techniques have been developed

to simulate the blood flow to help researchers better understand blood flow patterns

through artificial mechanical heart valves. Manufacturers of heart valves can use the

CFD technique to optimize their designs to minimize hazards to blood elements.

Surgical simulation can also be used to assess patients’ conditions before operation.

The simulator lets surgeons plan an operation by mapping it specifically to the patient’s

body and predicts possible surgery outcomes. One example is the application of CFD

to plan heart-bypass surgery [19]. Surgeons simulate blood flow through the heart via

CFD then program their findings into CAD software, where they design a patient-specific

arterial bypass.

1.2 Thesis Organization

The thesis chapters are organized as follows. In chapter 2, we review the popular

deformable models in the literatures. The pros and cons for each model are discussed

and comparisons are made among the models.

In chapter 3, we present a new honeycomb model in consideration of a human

organ as a combination of a fabric structure and incompressible fluid. The deformation

of the model is achieved through the deformation of the cubic meshes and the rotation

of them. In section 3.2 and 3.3, the governing equations for deformation and rotation of

each cubic mesh are presented. In section 3.4, force feedback of the model is addressed.

The implementation of this model is presented in section 3.5 and it turns out that this

model is too slow to fit into real-time applications.
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From chapter 4 to chapter 7, we aim to optimize the parameters of 1D, 2D and

3D mass-spring-damper (MSD) models to achieve physical accuracy based on continuum

mechanics theory. This is the main contribution of this thesis. We start from the simplest

case to solve this problem for more and more general cases.

In chapter 4, we first derive the ideal spring characteristics for the 1D structured

MSD model in the parametric form by imposing the same bending stiffness on the MSD

model as on a real beam. Then we use linear spring characteristics to approximate the

nonlinear ideal characteristics. We find that it is essential to use preload on the springs

of the 1D structured MSD model in order that it may have the same bending stiffness

as the real beam. Further in section 4.3, this approach is extended to the 2D structured

MSD model with equilateral triangle meshes.

In chapter 5, instead of deriving the ideal spring characteristics, we derive the

optimal spring characteristics in the space of linear functions for the 1D and 2D structured

MSD models. This approach has the advantage of being able to balance the modeling of

the in-axis or in-plane stiffness and that of the out-of-axis or out-of-plane stiffness, and

applicable to the rectangular meshes.

In chapter 6, the same rationale is applied to the 1D and 2D unstructured MSD

models. Instead of deriving the parameters of the model explicitly, we derive a set of

constraints on the parameters of the model and then solve the over-determined equation

system under constraints to obtain the optimal parameters of the model. This approach

can eliminate the boundary effect with previous approaches in chapter 4 and 5.

In chapter 7, we optimize the parameters of the 3D MSD model with both struc-

tured meshes and unstructured meshes by forcing the MSD model to have the same

tensile stiffness in different directions in the 3D space. For unstructured meshes, we

again obtain a set of equality constraints and one inequality constraint on the parame-

ters of the model. The resulting equality system is usually over-determined. We treat the
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inequality constraint as a hard constraint and apply the constrained least square method

to solve the parameter of the MSD model. For structured meshes, we can obtain the

parameters of the MSD explicitly in terms of the material properties and mesh geometry.

The resulting MSD model is very accurate compared with the real object.

Finally, we introduce the inguinal hernia surgery simulator built in the Virtual

Environment Lab (VEL) and suggest the future research to improve the simulator in

chapter 8 and 9.



CHAPTER 2

DEFORMABLE MODELS IN THE LITERATRUE

2.1 Introduction

The finite element method (FEM) [20] has been successfully used in mechanical

engineering for decades where its application has been strictly non-real-time. Therefore,

it is the first consideration when we try to obtain accurate deformation results for human

organs. But the computation requirement for FEM is very high and it has proven difficult

to apply FEM in real-time applications. Thus, other deformable models are presented

with the main goal to reduce computation to fit into real-time systems. Some people

utilize pre-computation for FEM followed by minimal FEM in real time [21]. However,

in view of the possible topology change during various surgical steps such as cut operation

and suture operation, the applicable pre-computation for FEM is very limited, i.e. most

of the computation has to be done in real time. In fact, for the same reason, pre-

computation can hardly play much role in the other methods.

Over the past twenty years, many physically based deformable models have been

proposed since Terzopoulos et al’s seminal paper on elastically deformable models [22].

The most popular ones are the MSD model [23–30], FEM [20,31,32], the method of finite

spheres (MFS) [33–35], the elasticity theory method [36, 37], the tensor-mass model [3],

the quasi-static elastic model [3], the hybrid models [3, 38], the long element method

(LEM) [39] etc. We will introduce these models one by one in the following.

8
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2.2 The mass-spring-damper (MSD) Model

The MSD model is a physically based technique that has been used widely and

effectively for modeling deformable objects. In this scheme, an object is modeled as a

collection of point masses connected by springs in a lattice structure (Fig. 2.1). The forces

from the springs are often linear but nonlinear springs can be used to model deformable

objects such as human organs that exhibit nonlinear behavior.

Figure 2.1. The MSD system structure [2].

In a dynamic MSD system, Newton’s Second Law governs the motion of each mass

point in the lattice structure:

mi~̈ ip = −γi~̇ ip +
∑

j

~fij + ~fe (2.1)

where mi is the mass, ~pi ∈ R3 is its position, ~fij is the force exerted on mass i by the

spring between masses i and j, ~fe is the sum of external forces (e.g. gravity or forces
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applied by the user) acting on mass i, and γi is the damping coefficient for the resistance

from the environment against motion of the mass.

If we use linear springs and introduce linear damping resistance for the relative

motion between mass i and j, we have

~fij = kij(||~pi − ~pj|| − Lij)
~pi − ~pj

||~pi − ~pj|| + λij(~̇ jp− ~̇ ip) (2.2)

where Lij is the rest length of the spring between mass i and j, kij is the Hooke’s

constant of the spring, λij is the damping coefficient for the resistance against relative

motion between mass i and j, which is used to model the internal energy loss during

deformation of the continuum object.

From (2.1) and (2.2), we can have

~̈pi = −(
γi

mi

+
∑

j

λij

mi

)~̇ ip +
∑

j

λij

mi

~̇ jp +
∑

j

kij

mi

(~pi − ~pj)−
∑

j

kij

mi

Lij
~pi − ~pj

||~pi − ~pj|| +
~fe

mi

(2.3)

Based on the motion equation of each mass, we can obtain the motion equation

system for the entire system with N masses.

~̈P + D ~̇P + K(~P )~P = ~Ae (2.4)

where D and K(~P ) are the 3N × 3N damping matrix and stiffness matrix respectively;

~P is a column vector of the positions of the N masses; ~Ae is a column vector of the accel-

eration of the N masses due to external forces. Note that D and K(~P ) are symmetric.

The system described by (2.4) is a nonlinear system since K(~P ) is a function of ~P .

The second-order equation system above can be converted to a first-order equation

system for the convenience of analysis or integration.

~̇V = −D~V −K(~P )~P + ~Ae (2.5)

~̇P = ~V (2.6)
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During simulation, the acceleration, velocity and position of each mass are only

updated at discrete time points spaced by certain time step and constitute a discrete

time system. We have several integration methods to solve the differential equation

system above numerically among which the Euler’s method is the simplest. If using the

Euler’s method and a time step of T , we have

~V (n + 1) = (I − TD)~V (n)− TK(~P (n))~P (n) + T ~Ae(n) (2.7)

~P (n + 1) = ~P (n) + ~V (n)T (2.8)

As shown above, the MSD model is a simple model with easily understood dynam-

ics. It has a small computation burden and is the only one among all the aforementioned

models that is suitable for real-time applications for the current available computer re-

sources. Since the MSD model has a simple discrete structure, all kinds of operations

including cut and suture in the surgery can be handled easily. This model has been widely

used in facial animation (both static and dynamic, two dimensional and simplified three

dimensional [23–25]), animating fire, clouds and water [40], animation of artificial ani-

mals [41, 42], cloth draping [43, 44], garment animation [45–49] and recently in surgical

simulation [29,50]. To improve this model, a great deal of research has been carried out

on various aspects—to refine the model adaptively [51], to update the Hooke’s constants

after refinement [30], to control the isotropy or anisotropy of the material [52], to improve

its speed [28, 29, 53, 54], to eliminate the super elasticity phenomena [55], and to handle

post-buckling instability for stable but responsive simulation [49]. All these research falls

in two categories—for speed or for accuracy.

Despite the vast research performed on the MSD model, two problems with this

model have not been completely solved as yet.

1. The MSD model cannot give exact deformation of real organs. In other words,

proper values for the parameters of the model are not easy to specify.
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2. Numerical instability phenomena often occur [28]. Fast and stable simulation is

not easy to achieve.

A great deal of work has been done on the second problem to increase the speed of

the model without incurring instability [28, 29, 49, 56]. Now the first problem is the

main hurdle for the MSD model, which prevents further research work such as adaptive

refinement to improve the model in terms of speed and accuracy.

Human organs are very complicated and the computation resources required for

real-time deformations are too heavy for the current CPU capacity. One approach for

solving this problem is to lay more emphasis on the area of interest, i.e., in the area where

the operation is going on. The area of interest changes as the surgery progresses, so this

idea has to be implemented adaptively. However, for the MSD model, it is difficult to

assign parameters to ensure consistent behavior before and after refinement since we are

not clear about the relationship between the parameters and topology of the model and

the material properties of the organ. Upon solving the parameter assignation problem,

we will be able to assign parameters to the MSD model before and after refinement

(subdivision) independently according to the material properties and topology of the

model. The consistency of the behavior of the MSD system will be automatically realized

within certain tolerance.

Recently, J. Brown et al [29, 57] applied the MSD model to suture simulation, in

which they take advantage of the local nature of the deformations to reduce calculations

by using a ”wave-propagation” technique that has automatic computation cutout (stop-

page) when deformations become insignificant. They achieved an update frequency of

30Hz for the deformations in suturing vessel surgery, which is compatible with real-time

computer animation. But to provide realistic force feedback, it needs to be updated

at a frequency of 1000Hz. Although some interpolation can be used to make up the

gap between the realized speed of an algorithm and 1000Hz, a possible effect may be
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that the user feels the simulation to be somewhat dull. According to [16], the human

somatosensory system, which is a set of sensory systems associated with the body, can

perceive vibrotactile stimuli up to 1000 Hz. Although the force control bandwidth for

human is only 20–30 Hz, it is still important for the simulator to provide high frequency

force feedback to make the simulation realistic.

2.3 The Finite Element Method

FEM [20] is the most accurate method for solving the deformation problem under

certain boundary conditions. It decomposes the object of interest into small polygonal or

polyhedral meshes. In each mesh, the field of deformation is expressed by a polynomial

interpolated by the displacements of the vertices of the mesh. The governing equations

of continuum mechanics are applied to each mesh to obtain a set of equations with

displacements and external forces as unknowns. Usually, we only have interest in part

of the unknowns, so we can condense the matrix equation to solve those unknowns to

reduce computation [31].

For FEM, integration over the mesh is calculated using Gauss product rules to

reduce computation. Since the interpolation functions (shape functions) are polynomials,

we can obtain accurate integration by using only a small number of integration points.

Usually the integration is reduced to only a small number of multiplications and additions.

The accuracy of the deformations obtained through FEM depends on the type of

polygon or polyhedron, the size of it and the number of interpolation points used. We

need to notice that the number of interpolation points is not necessarily the number

of vertices. We can increase the number of meshes (h-refinement) and/or the number

of interpolation points of each mesh (p-refinement) to enhance accuracy. Note that the

shape functions are chosen to ensure this property—the deformation results will converge

to the real values as we use h-refinement and/or p-refinement. To get a good trade-off
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between accuracy and computation, we need to choose meshes of proper size which

corresponds to certain number of meshes, and suitable number of interpolation points

which corresponds to certain type of mesh and certain number of interpolation points on

the mesh.

The meshes used most frequently are triangles in two dimensions (2D) and tetra-

hedrons in three dimensions (3D). Usually several thousand meshes are used to obtain

accurate results for an uncomplicated object under a simple boundary condition. The cor-

responding FEM has too heavy a computation burden to achieve accurate deformations

in real-time. Generally, FEM is not suitable for real-time applications for the present

CPU capacity. But if there is no topology change, i.e. cut or suture operation, it is

possible to obtain real-time deformations by using pre-computation [21] [32] [58] because

the stiffness matrix in the FEM scheme does not change.

2.4 The Finite Sphere Method

The method of finite spheres (MFS) [33–35] is a meshless method. It was developed

by S. De and K. J. Bathe to overcome the meshing burden for methods like FEM.

This method uses a set of points instead of meshes to solve the governing equations.

When a surgical tool touches the tissues, a set of points is sprinkled locally around the

tool tip and a sphere with a finite radius is located at each sprinkled point. Just as

in the FEM method, shape functions [20] are used to approximate deformation fields.

The difference is that in the MFS method, we have to use rational functions instead

of polynomials. Although the rational functions are carefully chosen to enhance the

computation efficiency [34], they still lead to more computation in the integration part

because of more interpolation points than in the polynomial case, which is obviously

a disadvantage. Although J. Kim, S. De et al claimed the finite sphere method could

give good local deformation comparable to FEM [35], it is still not convincing that this
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method could give accurate deformation results in real time, because the number of the

points they used in their simulation is too small (34 points) compared to that in the

finite element method (4045 nodes). For MFS to be really applicable for the real-time

application, further work needs to be done to reduce the computation. Besides, the

current MFS is limited to point interactions and needs to be extended to handle general

interactions.

Since this method is developed intending to overcome one of the main shortcomings

of the traditional FEM method, it has potential to be a feasible method.

2.5 The Elasticity Theory Method

This method [36, 59] is based on the Hooke’s law, which relates the stress tensor

and the strain tensor, and it uses a discrete approximation of derivative operators on

irregular sample points [37]. It allows space-time adaptation to distribute computation

resources in an efficient way and ensures numerical stability. This method can handle

cut operation and suture operation just like the MSD model.

In this method, we spray sampling points inside the organ of interest, just like in

the finite sphere model. According to elasticity theory, for every sampling point, we have

ρ~a = µ∇2~d + (λ + µ)∇(div~d) (2.9)

where λ and µ are Lame coefficients characterizing the stiffness of a material, ρ is the

material density, ~a is the acceleration of the point and ~d is the displacement.

In this method, a scale-dependent umbrella operator is used to approximate the

Laplacian operator.

∇2~d =
2∑

j neighbors lij

∑

j neighbors

~dj − ~di

lij
(2.10)

where lij = |~dj− ~di| is the distance between sample point i and j obtained in the previous

update step.
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To provide a stable pair of operators for simulation, the gradient-of-divergence

operator is approximated in the following way.

∇(div~d) =
2∑

j neighbors lij

∑

j neighbors

[(~dj − ~di) ·~lij]~lij
l3ij

(2.11)

where ~lij = ~dj − ~di is the vector from sample point i to sample point j obtained in the

previous update step.

The implementation of this method is as straight forward as that of the MSD

model. The recursive process is listed as follows:

1. Calculate the Laplacian and gradient-of-divergence operator;

2. Calculate the acceleration of each sample point using 2.9;

3. Integrate the acceleration over a time step dt to update positions and velocities.

This method uses both space and time adaptation to concentrate computation

where and when required. The space refinement criterion is

h2|∇2~d| ≥ εmax (2.12)

The simplification criterion is

h2|∇2~d| < εmin (2.13)

where h represents the shortest distance between the particle and its neighbors. εmax

and εmax are refinement threshold and simplification threshold respectively.

The time adaptation is constrained by the following two inequations.

dt < h

√
ρ0

λ + 2µ
(2.14)

|adt| < ∆vmax (2.15)

where ρ0 is the rest density of the material and ∆vmax is the threshold for the change of

velocity.
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This method also uses internal damping to add realism just like the MSD model.

In [37], Debunne et al implemented a system and achieved a 30Hz update rate without

force feedback. Later in [60], force feedback is added to the simulation system. For a

system of a few hundred sampling points, real-time interaction with graphics and haptics

is achieved. One problem with this method is that the operator approximation is very

sensitive to the distribution of the sampling points. The sampling points have to be

chosen very carefully. Another problem with this model is that it is not accurate for

large deformation.

2.6 The Tensor-mass Model

The tensor-mass model [3] meshes the organs with conformal tetrahedrons. Just

like the MSD model, it also discretizes the distribution mass in the object to lumped

mass on the mesh points Pi (i = 1, 2, · · · , N). The governing equation for the motion of

the mesh points is also based on the Newtonian Law.

mi
d2 ~Pi

dt2
= γi

d~Pi

dt
+ ~Fi (2.16)

The difference is that ~Fi is obtained through the energy-based finite element method.

The computation of this linear elastic force can be decomposed into four steps:

1. Define the interpolation equation (shape functions) that gives the displacement

vector at any point inside a tetrahedron Tk as a function of the four displacement

vectors at each vertex;

2. Express the elastic energy of a tetrahedron as a function of these four displacement

vectors;

3. Compute the elastic force produced by tetrahedron Tk and apply it to vertex Pi;

4. Add the ~FiTk
produced by all the tetrahedrons connected to vertex Pi together to

obtain ~Fi.
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Through the first three steps above, we can obtain the force ~FTi(j) applied on vertex

PTi(j).

~FTi(j) =
3∑

k=0

KTi
jk(~PTi(k) − ~P 0

Ti(k)) (2.17)

where KTi
jk are stiffness matrices (tensors). KTi

jk can be computed using the Lame coeffi-

cients and the normal vectors of the four surfaces of the tetrahedron Ti.

KTi
jk =

1

36V (Ti)

(
λiM

Ti
k (MTi

j )T + µiM
Ti
j (MTi

k )T + µi(M
Ti
j )T MTi

k I3

)
(2.18)

where V (Ti) is the volume of the tetrahedron, MTi
k and MTi

j are the normal vectors of

the surfaces of the tetrahedron, λi and µi are the Lame coefficients of the material for

tetrahedron Ti.

From above, we know that ~Fi is computed locally, since it is only related to the

tetrahedrons connected to vertex Pi. So this method can handle cut operation and suture

operation with ease, just like the MSD model. Compared with the MSD model, the

tensor-mass model computes force by continuum mechanics and therefore is independent

of the mesh topology (we know the MSD model is sensitive to the mesh topology).

When there is cut operation or suture operation, the tensor-mass model can provide

more realistic interactions. But one drawback of the tensor-mass method is that it is

only accurate for small displacements. The ~Fi’s are computed locally, so they won’t be

zero under pure rigid transformation without deformation, which is not correct.

2.7 The Hybrid Elastic Model

The hybrid elastic model [3] combines a quasi-static pre-computed linear elastic

model and several tensor-mass models and takes advantages of the good property of both

types of model. In section 2.1, we have mentioned that pre-computation is only suitable

for the situation without cut (or tear) and suture and by using pre-computation, we can

achieve accurate results in real time with ease. So it is a good idea to use one model that
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makes full use of pre-computation for the part where there is no cut operation or suture

operation, and use another model that can handle cut operation and suture operation to

model each of the parts where cut or suture operation is performed. Although in the real

surgery, we may not know in advance where to cut or suture, in the simulation, we can

arrange beforehand where to cut or suture. So the idea mentioned above is feasible. In

this scenario, where several models coexist, different models share some boundaries. One

model may provide the boundary conditions for another model. Since we use different

models, there may be some artifacts in the areas close to the common boundaries between

different models. But if we choose two models with close theoretical foundations and thus

similar properties, it is possible for us to reduce the artifacts to an acceptable level. The

two constitutional models of the hybrid elastic model follow the same physical law—

the Hooke’s Law, so the combination of these two models should behave like a global

linear elastic model. Here we need to notice that the combination of other models is also

possible for a different hybrid model system [38].

In section 2.6, we have described the tensor-mass model. This model is applied for

the parts where there is a cut or suture operation. We use a quasi-static pre-computed

elastic model for the part in which there is no cut or suture operation. The quasi-static

pre-computed elastic model is also based on elasticity theory—the Hooke’s Law. In this

method, the object is decomposed into tetrahedrons and elasticity energy is computed for

each tetrahedral element. By applying the principle of least action, the state of equilib-

rium of the model is reached when the overall elasticity energy reaches its minimum. So

this method is actually an energy-based finite element method. Just like other variants of

the finite element method, the calculated results are very accurate and pre-computation

can be used to speed up the algorithm to fit into real-time applications [61]. However,

similar to the tensor-mass model, the quasi-static pre-computed linear elastic model is

only suitable for small deformations. The main difference between the quasi-static pre-
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computed elastic model and the tensor-mass model is that the motion of the elements

in the former model is calculated by a continuous finite element method, which uses

pre-computation and is more accurate, while in the latter model, it is obtained through

a discrete lumped mass method, which is less accurate but can handle cut and suture

operations.

Figure 2.2. Interaction loop for the hybrid elastic model [3].

The interaction loop for the hybrid elastic model is shown in the Fig. 2.2. The pre-

computed elastic model is updated based on the imposed displacements on its boundary—

both the natural boundary and the common boundaries shared with the tensor-mass

models. The deformations of the pre-computed elastic model arise from both user inter-
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actions and the motion of the nodes shared with the tensor-mass models. At this stage,

the resulting force at the shared nodes are calculated to provide boundary values for the

tensor-mass models. After the pre-computed elastic model is updated, each tensor-mass

model is updated based on the forces applied on the shared nodes and the displacements

imposed by user interactions. At this stage, the tensor-mass models provide boundary

displacements for the pre-computed elastic model at the next loop.

The hybrid elastic model is implemented to simulate a hepatectomy in [3]. The

artifacts close to the common boundaries of the two types of models are very small and

are not perceivable to human eye. So this model is a suitable for surgical simulators. But

this model has the drawback that it is only accurate for small deformations.

2.8 Conclusions

The comparison of all the aforementioned models in terms of computation efficiency,

applicability for large deformations, possibility for precomputation in case of cut and/or

suture operations and theoretical foundation is shown in Table 2.1.

Table 2.1. Comparison between the deformable models

Deformable models Computation Large Precomput- Theory
efficiency deform- ation with foundation

ation cut/suture
MSD model Real time Yes N/A Incomplete
FEM Very slow No No Solid
MFS Slow No No Solid
Elasticity theory method real time No N/A Solid
Tensor-mass model Barely real time No Yes Solid
Quasi-static elastic model Barely real time No No Solid
Hybrid elastic model Barely real time No Yes Solid
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Among the models discussed above, the MSD model is a complete discrete model

in which the continuous material is discretized into lumped masses and the distributed

interactions are discretized into springs. Due to the discretization of both aspects, the

MSD model is the simplest and easiest one to implement, and it can handle all kinds of

user interactions. However, a simple model is not necessarily an efficient one. The con-

straints for the continuous system sometimes are not easily transformed into constraints

for the corresponding discrete system, which means the MSD model is not efficient in

handling some constraints [2].

The elasticity theory method is a complete continuous model. The key point of the

elasticity theory method is the approximation of the Laplacian operator and divergence

of the gradient operator by an umbrella operator. If this approximation were accurate

enough without significant number of sampling points, the elasticity theory method would

be an efficient model.

FEM is a continuous model, but is not purely continuous. The discrete component

in this method lies in the meshing step, which causes the deformation field to be only

C0 continuous across the mesh boundaries. FEM is accurate only when the discontinuity

of the derivative of the deformation field across the mesh boundaries is not large. With

regard to speed, optimization techniques such as condensation and pre-computation have

been applied to increase the speed of FEM [21]. But they are not compatible with the

topology change entailed by cut or suture operation where the stiffness matrix changes

[62].

MFS is a method very close to FEM. The main difference is that MFS is a meshless

method and the shape functions are rational functions instead of polynomials.

The tensor-mass model is a semi-continuous model. The interactions are calculated

on a continuous base (elasticity theory). The material mass is lumped onto the vertices

of the mesh to establish the motion equations. This model can handle cut and suture
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operations in a way as efficient as the MSD model. Under small deformations, it can

replace the MSD model and is more accurate. But it is not suitable for large deformations.

The quasi-static pre-computed elastic method is actually an energy based finite element

method. It is also only suitable for small deformations. Combined with the tensor-

mass model, it forms a hybrid model, which can take advantage of pre-computation and

simultaneously can handle cut and suture operations.

To achieve a real-time surgical simulation, effective modeling of the organs involved

is of paramount importance. However, none of the aforementioned models is satisfactory

in the sense of accuracy or speed as yet. Since human organs themselves are very compli-

cated and the computation resources are insufficient, it is natural to apply the adaptive

refinement technique mentioned in section 2.2 to lay more emphasis on the area of inter-

est. The adaptation refinement concept is not new. However, it is not clear how to keep

consistent properties for some of the models before and after refinement. Particularly,

for the discrete models, it is not clear how to set the parameters for the models before

and after refinement to ensure they deform the same under the same load condition. For

the continuous models, it is not clear how to introduce new meshes or sampling points

for the models to ensure consistency before and after refinement.



CHAPTER 3

HONEYCOMB MODEL

3.1 Introduction

In this chapter, we present a model [63] that takes volume preservation as a basic

principle and views the organ as a combination of honeycomb fabric structure and fluid

filling in the structure, which can handle large deformation and the phenomenon of high

coupling between the stresses of human organs in different directions and is hopeful to be

more realistic. Since speed and implementation issues are somewhat dependent on the

current state of computer hardware technology, we set this aspect aside as we examine

the possibility of a versatile soft tissue model.

This model is hypothesized in consideration of a human organ as a combination of a

fabric structure and incompressible fluid. The whole organ is discretized into small cubic

cells, of which the six sides are the abstraction of the fabric tissue, and incompressible

fluid inside models the fluid contained in the organ. We say two cells are adjacent

if they contact each other on some side. The contacting sides of two adjacent cells

adhere to each other and form one patch of the honeycomb wall shared by the two cells

and all these walls form a honeycomb shaped structure. Adjacent cells can only have

tangential relative motion and interact in three mutually perpendicular directions—the

normal direction of the contacting side and the two tangential directions of that side.

The deformation of each cubic cell is decided by the equilibrium condition of all its six

sides. In section 3.2, we will discuss in detail the deformation of an individual cell.

In addition to the axial deformation, each cell will rotate along its central axes under

the torque produced by the tangential forces acting on its sides. We will discuss this

24
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problem in section 3.3. In section 3.4, we calculate force feedback on the instrument

when the user operates on one cell of the organ with it. For the whole organ, the

deformation of one cell propagates to its adjacent cells through its contacting sides,

which causes the complementary deformation of the adjacent cells, and further of the

whole structure. The interactions between the boundary cells and the external world

constitute the boundary conditions of the global deformation problem. In section 3.5,

we will discuss the implementation of the deformation of the whole organ and show the

simulation result. Finally, in section 3.6, we come to a conclusion for this model.

3.2 The Deformation of an Individual Cell

The deformation analysis of an individual cell is shown in Fig. 3.1 left. We assume

the cell keeps its cubic shape during deformation. In other words, the cubic mesh will

only change its dimensions in three directions. When some sides of the cell are pressed

or dragged, we call these sides “active”. The other sides are called passive sides.

Figure 3.1. Left: deformation of an individual cell; right: lateral interaction forces that
generate torque along the third axis.
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The amount of displacement of each passive side in its normal direction depends

on the equilibrium condition of the corresponding honeycomb wall. The internal force

imposed on each wall in its normal direction consists of five components. Two components

result from the stretch (or compression) of the four lateral sides of each of the two cells,

which share that wall. The inner pressure of the two cells produces two other components.

The fifth component comes from the four walls which are originally in the same plane

around the wall of interest (we call them co-planar adjacent walls later). Fig. 3.1 right

shows the internal forces acted on the wall corresponding to the side of the cell in the

positive first axis. The first two component forces ~F e
1 and ~F e

1+ are related to the stiffness

of the two cells in the corresponding direction. For each cell, we can use a 3×4 stiffness

matrix (kij) to represent its stiffness. Each row of the matrix represents the four elastic

coefficients for the four lateral sides of the cell in the direction of the corresponding axis.

The elastic coefficient for the cell in the direction of the ith axis is the sum of the ith

row of the matrix, i.e.

ki =
4∑

j=1

kij (3.1)

We need to note that if some lateral side is an active side and the external tangential

force acted on it is not zero in the normal direction of the side of interest, then the elastic

force is not the only force exerted by the lateral sides. The external tangential force also

contributes part of the force exerted by the lateral sides. This force component is not

shown in Fig. 3.1 right, and we use F l
i to represent it.

When one wall changes its position in its normal direction, its four coplanar adja-

cent walls hold it back. We assume this tangential resistant force to be proportional to

the amount of the relative displacement. The interaction coefficients between the three

walls and their coplanar adjacent walls can be represented by a 3×4 matrix (t+ij) for the

three walls of a cell in the three positive axis directions. Each row of the matrix repre-
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sents the elastic coefficient for the interaction of the walls of the cell in the ith positive

axis direction between its four coplanar adjacent walls. We have the same argument for

the three walls of a cell in the three negative axis directions.

Each cell is associated with a local coordinate system, whose three axes are the

three central axes of the cell. We assume the local coordinate system can be obtained by

the translation of the global coordinate system followed by a rotation of angle α about the

first axis, β about the second axis and γ about the third axis. Then α, β and γ together

with the position of the six sides of the cell in the local coordinate system determine the

state of the cell. We also assume that the positive third axis of the global coordinate

system is in the opposite direction to gravity. For a cell surrounded by cells on its six

sides, we can form equilibrium equation for each passive side of the cell based on the

analysis above. Here, we only derive the equilibrium equation for the wall corresponding

to the positive first axis side when it is a passive side. According to Fig. 3.1 right, the

elastic force exerted by the lateral sides of the current cell is

F e
1 = k1(l1 + d+

1 + d−1 − l1r) (3.2)

where, d+
1 , d−1 are the displacements of the sides of the current cell in the positive and

negative first axis respectively, l1, l1r are the length and rest length of the current cell

along the first axis respectively.

The elastic force exerted by the lateral sides of the cell contacting the current cell

is

F e
1+ = k+

1 (l+1 − d+
1 + d+

1+ − l+1r) (3.3)

where, k+
1 are the stiffness along the first axis of the cell next to the current cell in the

positive direction of the first axis, d+
1+ is the displacement of the positive first axis side

of the adjacent cell in the positive first axis direction, l+1 is the length along the first axis
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of the cell next to it in the positive direction of the first axis and l+1r is the corresponding

rest length.

The tangential resistant force from the four coplanar adjacent walls is

F t
1+ =

4∑

k=1

t+1k(d
+
1 − d+

1k) (3.4)

where d+
1k (k = 1, 2, 3, 4) are the displacements of the sides in the positive direction of

the first axis of the four adjacent cells on the lateral sides of the current cell.

The force caused by the inner pressure of the current cell is

F+
P1 =

1

2

(
P +

1

2
ρg(l1 + d+

1 + d−1 ) sin β
)( V

l1 + d+
1 + d−1

+
V

l+1 + d+
1+ − d+

1

)
(3.5)

where P is the inner pressure of the current cell at its center, V is the volume of the

cell, ρ is the density of the fluid, g is the gravity constant, β is the rotation angles of the

current cell around the second axis.

And the force caused by the pressure of the cell contacting the current cell on the

side of interest is

F−
P1+ =

1

2

(
P+

1 − 1

2
ρg(l+1 + d+

1+ − d+
1 ) sin β+

1

)( V

l1 + d+
1 + d−1

+
V

l+1 + d+
1+ − d+

1

)
(3.6)

where, P+
1 is the inner pressure of the cell next to it in the positive first axis direction,

and β+
1 is the rotation angle around the second axis of the cell adjacent to the current

cell in the positive direction of the first axis.

Another possible force is the external force exerted on the lateral sides of the two

cells in the normal direction of the side of interest.

F l
1 =

1

2

4∑

k=1

(f1k + f+
1k)F (3.7)

where, f1k, f+
1k are the tangential forces acting on the lateral sides of the two cell in the

normal direction of the side of interest respectively.
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Now we can get the equilibrium equation of this wall.

1

2

(
P+

1 − 1

2
ρg(l+1 + d+

1+ − d+
1 ) sin β+

1

)( V

l1 + d+
1 + d−1

+
V

l+1 + d+
1+ − d+

1

)
+

k1(l1 + d+
1 d−1 − l1r) +

4∑

k=1

t+1k(d
+
1 − d+

1k) = k+
1 (l+1 − d+

1 d+
1+ − l+1r) +

1

2

4∑

k=1

f1k +

1

2

(
P +

1

2
ρg(l1 + d+

1 + d−1 ) sin β
)( V

l1 + d+
1 + d−1

+
V

l+1 + d+
1+ − d+

1

)
(3.8)

Assume d+
i , d−i ¿ li and d+

i+, d+
i− ¿ l+i , then we can get

(k1 + k+
1 + t+1 )d+

1 +

(
k1 − 1

4
ρg sin β

(V

l1
+

V

l+1

))
d−1 −

1

2

(V

l1
+

V

l+1

)
P =

1

2

4∑

k=1

f1k +
1

2
P+

1

(V

l1
+

V

l+1

)
+ k+

1 (l+1 + d+
1+ − l+1r)− k1(l1 − l1r) +

1

4
ρg[l1 sin β + (l+1 + d+

1+) sin β1](
V

l1
+

V

l1+

) +
4∑

k=1

t+1kd
+
1k (3.9)

where t+1 =
∑4

k=1 t+1k.

Although the equation above is developed for the cells surrounded by cells on all

its sides, it is also valid for those cells on the boundary. For the cell that has some sides

on the boundary, we impose the boundary condition on the equilibrium equation.

Since the volume will be preserved for each cell, we have

3∏
i=1

(li + d+
i + d−i ) =

3∏
i=1

li = V (3.10)

When d+
i , d−i ¿ li, it can be approximated as

d+
1 + d−1

l1
+

d+
2 + d−2

l2
+

d+
3 + d−3

l3
= 0 (3.11)

For a cell having m active sides, it has 6−m passive sides. The unknowns are the

displacements of the passive sides and the inner pressure of the cell. We can obtain 6−m

equilibrium equations for the passive sides. Plus the volume preservation equation, we

have 7−m equations for 7−m unknowns. So we can get a unique solution.
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3.3 Rotation of the Cubic Cell

The cell of the deformable object not only deforms in its axial directions, but can

also rotate around its three axes as a whole driven by nonzero active torque produced by

the tangential interactions between cells. These rotations will change the transformation

angles α, β, γ between the local coordinate system and the global coordinate system.

To calculate the rotation angle around the third axis, we need to first calculate the

active torque. Fig. 3.2 shows the interaction forces between the cell of interest and its

adjacent cells that produce active torque in the direction of the first axis.

Figure 3.2. Lateral interaction forces that generate torque along the third axis.

According to Fig. 3.2, we can obtain the active torque in the positive direction of

the first axis.

T1 =
l3
2

[t+21(d
+
2 − d+

21)− t−21(d
−
2 − d−21)− t+23(d

+
2 − d+

23) + t−23(d
−
2 − d−23)] +

l2
2

[t+34(d
+
3 − d+

34)− t−34(d
−
3 − d−34)− t+32(d

+
3 − d+

32) + t−32(d
−
3 − d−32)] (3.12)
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In general, this torque is not zero and it will cause the cell to rotate around the

first axis. When the cell rotates around the first axis relative to its adjacent cells, it will

encounter resistance from them (Fig. 3.3).

Figure 3.3. Left: resistance from lateral adjacent cells; right: resistance from the front
and back cells.

In Fig. 3.3, we analyze the resistant torque due to the relative rotation around the

first axis between cell A and C. One component of the torque comes from the uneven

elongation of the joint part between cell A and C. We use the average of the elastic

constants of the two adjacent cells along the direction of the third axis to approximate

the elastic constant of the joint part, i.e.

kJ =
1

2
(k3 + k+

3 ) (3.13)

Then the resistant torque is

TAC1 ≈ 1

3
(α− α+

3 )kJ l22 =
1

6
(α− α+

3 )(k3 + k+
3 )l22 (3.14)

where α+
3 is the rotation angle around the first axis of the cell next to the current cell in

the positive direction of the third axis.
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Another component results from the relative displacements between the negative

third axis sides of cell C and the positive third axis sides of cell A. The corresponding

torque is

TAC2 ≈ l23
2

(t+21 + t−21)(α− α+
3 ) (3.15)

Thus the total resistant torque from cell C due to the relative rotation around the first

axis is

TAC ≈ 1

6
(α− α+

3 )(k3 + k+
3 )l22 +

l23
2

(t+21 + t−21)(α− α+
3 ) (3.16)

Similarly we can obtain TAB, TAD and TAE.

In Fig. 3.3 right, through similar analysis as above, we have

TAF =
1

6
(α− α+

1 )[(t+22 + t−22)l
2
3 + (t+31 + t−31)l

2
2] (3.17)

TAG =
1

6
(α− α−1 )[(t+24 + t−24)l

2
3 + (t+33 + t−33)l

2
2] (3.18)

Now we can obtain the resistance torque around the first axis.

T1r = TAB + TAC + TAD + TAE + TAF + TAG

=
1

6
(α− α+

3 )(k3 + k+
3 )l22 +

1

6
(α− α−3 )(k3 + k−3 )l22 +

1

6
(α− α+

2 )(k2 + k+
2 )l23 +

1

6
(α− α−2 )(k2 + k−2 )l23 +

1

6
[(t+22 + t−22)l

2
3 + (t+31 + t−31)l

2
2] +

1

6
[(t+24 + t−24)l

2
3 + (t+33 + t−33)l

2
2] +

l22
2

[(t+32 + t−32)(α− α+
2 ) + (t+34 + t−34)(α− α−2 )] +

l23
2

[(t+21 + t−21)(α− α+
3 ) + (t+23 + t−23)(α− α−3 )] (3.19)

The equilibrium condition about torque in the direction of the first axis requires

T1 = T1r, from which we can obtain the rotation angle α around the first axis. In the

same way, we can update values for β and γ.
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3.4 Force Feedback

The interaction between the instrument and the deformable object consists of a

set of collisions between the instrument and the cubic cells of the deformable object.

The force feedback on the instrument for each of those collisions has three components.

One is in the normal direction of the surface and the other two are in the two tangential

directions. These three components are in alignment with the three axes of the local coor-

dinate system respectively. Here we illustrate the situation when the instrument operates

on the side of the cell in the positive direction of the first axis direction. The normal

reaction force can be calculated through the equilibrium condition of the interacting side

of the cell as follows.

N+
1 = (P − 1

2
ρgl1 sin β)

V

l1
+ k1(l1 − l1r) +

4∑

k=1

t+1kd
+
1k − t+1 d+

1 (3.20)

Assume the contact point of the instrument does not slide on the side of the cell,

and then the two tangential reaction forces result from the static friction between the

contact point of the instrument and that of the cell. Suppose the static friction force

is proportional to the relative displacement dr of the contact point of the instrument

and the corresponding central axis of the cell. Here, we illustrate how to calculate the

tangential force along the second axis. We need to first calculate the relative displacement

d2r. Suppose the displacements of the two sides that are vertical to the second axis are

d+
2 and d−2 , and the displacement of the contact tip of the instrument along the second

axis is d2I . Then,

d2r = d2I − d+
2 − d−2

2
(3.21)

The friction force along the second axis is

F 2
t = −ξ

2
(t+22 + t−22)d2r (3.22)

where ξ is determined by the value of the contact area of the collision.
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3.5 Implementation and Results

The deformation of the cells spreads out in a wave-propagation pattern. We can

make use of this pattern [29] to reduce computation by processing the cells in an order

that starts at the interacting cells and expands towards the cells farthest away. When

the deformation at a distance from the interacting cells is below some threshold, we stop

calculating the deformation of farther cells.

For the first shot, we implement our model for a cubic deformable object, which is

decomposed into 3D cubic meshes of the same size for its initial state. Through simple

collision detection, we obtain the sides that are being operated on, which we call “control

side”. The control side set is actually a set of active sides. Let ∆t be the time step. At

each time step t = k∆t (k = 1, 2, · · · ), the algorithm goes through the following three

steps.

1) Going through the control side, set “active” flag for those sides and obtain a set

of cells that have at least one active side. We call this set of cells active cell set.

2) For each cell in the set of active cells, solve the axial deformation problem

for different input situations to obtain the displacements of the passive sides and then

calculate the rotation angles around the three axes of the local coordinate system. Next,

set “inactive” flag for the active sides of this cell and set “active” flag for the inactive

sides of this cell. We obtain a new set of active sides. Going through the new set of

active sides, obtain a new set of active cells that have at least one active side and are not

in the last active cell set. Repeat 2) until the active side set is empty.

3) Go to 2). When the changes of the displacements are below some threshold,

update the position and dimensions for the cells.

This model is implemented on a Pentium IV 2GHz CPU workstation. For a

10×10×10 cubic structure with 1000 meshes of cube, the update rate is about 100 Hz.

To meet the 1000 Hz update rate requirement of the Phantom interaction device, we
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have to interpolate force feedback values between the calculated values. Future hardware

advancements will help with the speed, as would more optimal programming techniques.

Fig. 3.4 shows the deformation of the cube when we use an instrument to push and

drag the top surface of the cube. The simulation shows that the deformation is pretty

localized. This is a good feature for the simulation of local deformation.

(a) (b)

Figure 3.4. Deformation of the cube when it is (a) pushed and (b) dragged from top.

3.6 Conclusion

The advantage of this model is that the deformation is localized and the displace-

ments in different directions are deeply coupled, which is consistent with the observation

for real organs. Also the fluid in the human organ is modeled in this method, which

makes it possible for us to obtain the correct stress coupling effect. We know the other
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models don’t have a mechanism to ensure volume preservation and model stress coupling

effect except the long element method.

One shortcoming of this quasi-static model is the stability problem. During sim-

ulation, we can see part of the surface of the cube jerk, especially when there is large

deformation. More research needs to be done to eliminate this phenomenon.

In this model, we discretize the organ into small cubes. For meshes of this shape,

it is easy for us to define the rules for the deformation of an individual mesh and the

interaction between meshes. But it is not convenient for graphics display since we have to

form the corresponding triangle surface mesh according to the outer cubic mesh. Further

work needs to be done on the tetrahedron mesh situation.



CHAPTER 4

IDEAL SPRING CHARACTERISTICS
FOR 1D AND 2D STRUCTURED MSD MODELS

4.1 Introduction

The MSD model has been widely used to model deformable objects. Generally,

there are two kinds of application: graphics animation and real-time interaction with the

virtual environment involving both graphics and haptics. In animation, only the graphics

effect is important, and computation does not need to be real time. In the latter situation,

both graphics and haptics are essential and have to be rendered in real-time. Virtual

surgery simulation and computer games with force feedback are typical applications of

this type.

In spite of the many reported applications of the MSD model, there is little mention

in the literature about how to assign values to the parameters of the springs [64–67].

It is well known that due to spatial discretization, the MSD model can only be an

approximation in some aspects to the continuum object. In case of cloth simulation for

example, Gelder compared the MSD model and the finite element method and concluded

that an exact simulation using the MSD model is impossible [65]. This may explain why

there is little research done to optimize parameters of the MSD model.

Although the MSD model cannot give an exact simulation, some good parameter

sets do give better simulation results than others. The criterion for better simulation

appears ambiguous and hard to define. Current implementation of the MSD model for a

lot of applications usually chooses the parameter values on a trial and error basis. That

is a very tedious and time-consuming procedure. Without guidance, we cannot expect

37
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to obtain a good parameter set for the MSD model to fully exploit its potential. So it is

essential to develop some algorithms to optimize parameters for the MSD model.

One natural approach is to estimate the parameter set from outer appearances

of the MSD model. For cloth animation, Jojic and Huang proposed to estimate cloth-

draping parameters from range data [64]. They compared the drape of the model with the

range data and searched for the best fit. Bhat et al proposed to estimate the parameters

from video [66] based on matching between folds. Their method works fine for soft

cloth if the experiment is done carefully. But for linen cloth, which is more rigid, the

estimated parameter values turn out to be sensitive to the size of the cloth, which is an

undesired property. This phenomenon does not necessarily mean that anything is wrong

with their optimization method. In section 4.2.2, we will show that the problem lies in

the model itself and we can extend their method to include the rest lengths of the springs

as optimization variables to solve that problem.

Besides the effort above to obtain parameter values based on simulated images,

there are also some methods presented to calculate parameters for the MSD model based

on the material properties of the real object. Gelder derived an approximate formula

to calculate the spring constants based on the constant strain assumption in the trian-

gular/tetrahedral mesh [65]. The accuracy depends on how far the strain field is from

uniform distribution for each mesh. Maciel et al [67] calculated the spring constants

based on the Hooke’s law. The drawback with this method is that the MSD system

obtained can pass the tensile force test in a certain direction, but cannot pass it in other

directions and cannot pass other tests, like the shear test.

Most research on the MSD model up to now focuses on the application of the 2D

model to cloth simulation. In this chapter, we also restrict to investigate the param-

eter optimization problem for 1D and 2D structured MSD models. Before continuing

to address this problem, let us review some related work that aimed to improve cloth



39

simulation. To overcome the super-elasticity phenomenon, Provot proposed to apply an

ad hoc dynamic procedure to the ”super-elongated” springs so as to reduce their elonga-

tion [55]. When deformation rate is greater than a critical deformation rate, the dynamic

inverse procedure is applied to the two ends of the spring so that its deformation is

exactly equal to the critical rate. Vassilev et al developed further Provot’s method by

applying a velocity directional modification approach to eliminate the super-elasticity

phenomenon [48].

To model the folds and wrinkles in clothing simulation, Bridson et al proposed to

calculate the bending resistance according to the bending mode motion instead of using

bending springs. This method can be used to model pre-wrinkles when the rest angle

is not zero [68]. To model curved undeformed configurations such as hats, leaves and

aluminum cans, Grinspun et al proposed to model the bending energy as the function

of the difference of the dihedral angle between adjacent triangle meshes before and after

deformation [69]. These two methods for bending resistance modeling are very close. The

resistant force calculation is complicated and the computation burden is much heavier

than the pure MSD model.

In this chapter, we limit our work to the pure MSD model for high speed. While

admitting the fact that perfect parameter assignation does not exist, we will optimize

parameters for some important behaviors so that the model will behave accurately in

those situations. In other words, we use these behaviors as criteria for realism. For

the MSD model of rigid cloth, besides the super-elasticity phenomenon, another main

defect observed is its weak resistance to lateral displacement. Although we can increase

the resistance by increasing the spring constants, the relationship between the resistance

and the lateral displacement is not correct. To overcome this problem, we choose to

optimize the static parameters based on the bending behavior of a plate [70], since out-

of-plane motion always involves dynamic local bending. From another point of view, local
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bending behavior is important in itself because wrinkles and folds are very important in

cloth simulation. In section 4.2.2, we find that as long as we want to get approximate

results in some sense, it is essential to use nonzero pre-displacement (or preload) for

the springs, which is against the common assumption and therefore is one of the main

contributions of this dissertation.

4.2 The 1D Structured MSD Model

4.2.1 Ideal Spring Characteristics for a Pure Bending Beam

We know that for a symmetric beam under the action of pure bending (see Fig. 4.1),

the curvature is the same everywhere on the neutral plane of the beam. The relationship

between the radius R of the curvature ρ and applied bending moment M is stated by

R =
1

ρ
=

EI

M
(4.1)

where E is the modulus of elasticity of the beam material and I is the moment of inertia

of the beam about its neutral plane.

Figure 4.1. A pure bending beam.

The bending energy absorbed in an interval of length U in the beam is

Eb =
1

2
MρU =

1

2
EIUρ2 (4.2)

where the subscript b indicates the beam.
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For a MSD system modeling the beam, we consider the simplest situation when the

beam is modeled by uniformly distributed masses connected by springs between neighbor

masses and every other masses (Fig. 4.2). We refer to the first type of spring which

connects adjacent masses as the structural spring and the second type which connects

every other mass as the flexion spring. Assume the energy functions of the structural

spring and the flexion spring to be W1(u) and W2(v) respectively, where u and v are the

elongations of two types of springs.

Figure 4.2. Top: a beam modeled by the MSD system; bottom: the state of the springs
after bending the MSD model of the beam.

When the MSD system above is under pure bending action, it will deform in a

similar way as a beam (Fig. 4.2). For a realistic MSD model for a beam, it should bend

approximately in the same way as the beam does under pure bending action.

On one hand, the MSD system should have the same stiffness against bending, i.

e. it should absorb the same amount of energy for the same shape of bending as the real

beam. We have

W1(u) + W2(v)−W1(u0)−W2(v0) = Eb (4.3)
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where u0 and v0 are the elongations of the structural spring and flexion spring respectively

when the model is in its natural rest state. Here we don’t restrict u0 and v0 to be zero to

give more freedom to parameter optimization. Nonzero u0 and v0 values for the springs

on the edge pose a problem for the balance of the boundary masses. But for the springs

not on the boundary, it is possible to make them have nonzero u0 or v0. In this sense,

we optimize the parameters for the inner springs in this section.

Let the rest lengths of the structural spring and the flexion spring be L1 and L2

respectively. In Fig. 4.2, we can get

u = 2R sin θ − L1 (4.4)

v = 2R sin 2θ − L2 (4.5)

Let the length of the structural spring and the flexion spring be U and 2U respec-

tively when the model is in its natural rest state. We have

U = 2Rθ (4.6)

Then

u =
2

ρ
sin

Uρ

2
− L1 (4.7)

v =
2

ρ
sin Uρ− L2 (4.8)

du

dρ
=

U

ρ
cos

Uρ

2
− 2

ρ2
sin

Uρ

2
(4.9)

dv

dρ
=

2U

ρ
cos Uρ− 2

ρ2
sin Uρ (4.10)

On the other hand, for the same shape of bending, the masses of the MSD model

that are not close to the two ends should reach an equilibrium state without external

force, i.e. the resultant force imposed by springs on those masses should be zero. We

have

W ′
1 sin θ = −W ′

2 sin 2θ (4.11)
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So

W ′
1(u) = −2W ′

2(v) cos θ = −2W ′
2(v) cos

Uρ

2
(4.12)

From (4.2), (4.3), (4.9) and (4.10), we have

W ′
1(u)

(
U

ρ
cos

Uρ

2
− 2

ρ2
sin

Uρ

2

)
+ W ′

2(v)

(
2U

ρ
cos Uρ− 2

ρ2
sin Uρ

)
= EIUρ (4.13)

From (4.12) and (4.13), we have

−2W ′
2(v) cos

Uρ

2

(
U

ρ
cos

Uρ

2
− 2

ρ2
sin

Uρ

2

)
+W ′

2(v)

(
2U

ρ
cos Uρ− 2

ρ2
sin Uρ

)
=EIUρ (4.14)

Then we can obtain

W ′
2(v) =

EIρ2

cos Uρ− 1
(4.15)

W ′
1(u) =

2EIρ2

1− cos Uρ
cos

Uρ

2
(4.16)

We cannot obtain a closed and explicit form for W ′
1(u) vs. u and W ′

2(v) vs. v.

However, we can obtain the numerical relationships of them in Fig. 4.3 and Fig. 4.4.

4.2.2 Linear Spring Approximation

If we use linear springs to approximate the structural spring and the flexion spring,

we can assume that the reaction force functions for the two types of spring are F1(x) = a1x

and F2(x) = b1x respectively. To ensure the equilibrium condition at the operation point,

which corresponds to the natural rest state of the model, F1(x) = a1x must pass through

(u0,W
′
1(u0)). According to (4.7) and (4.16), we have

a1 = lim
ρ→0

W ′
1(u)

u

= lim
ρ→0

2EIρ2cosUρ
2

(1− cos Uρ)(2
ρ
sin Uρ

2
− L1)

=
4EI

U2(U − L1)
(0 ≤ L1 < U) (4.17)
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Figure 4.3. Ideal characteristics for the structural spring (solid), its linear operation point
approximation (dotted) and linear approximation through origin (dashed).

Similarly, we can have

b1 =
2EI

U2(L2 − 2U)
(L2 > 2U) (4.18)

Now there are still two unknowns L1 and L2. We can use these two parameters to

achieve better approximations of the characteristics of the two types of spring. From (4.7)

and (4.16), we know that function W ′
1(u) will not change its shape but shift horizontally

when L1 changes. In Fig. 4.3, it is clear that for some particular value of L1, F1(u) = a1u

will be closest to W ′
1(u). We choose the approximation criterion to be

G1(L1)=

∫ u0

u(ρ0)

(W ′
1(u(ρ))− a1(L1)u(ρ))2du

=

∫ 0

ρ0

(
2EIρ2

1−cos Uρ
cos

Uρ

2
− 4EI

U2(U−L1)
(
2

ρ
sin

Uρ

2
−L1)

)2

(
U

ρ
cos

Uρ

2
− 2

ρ2
sin

Uρ

2
)dρ(4.19)

Then we minimize G1(L1) to obtain the optimal value of L1. Here we choose ρ0 =
√

2
U

,

which means 90 degrees bending for adjacent structural springs, to obtain the numerical
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Figure 4.4. Ideal characteristics for the flexion spring (solid), its linear operation point
approximation (dotted) and linear approximation through origin (dashed).

relationship between G1(L1) and L1 as shown in Fig. 4.5(a). We can see that G1(L1)

increases monotonically as L1 increases from 0 to U . Based on this, we should choose L1

close to zero.

To optimize L2 to obtain an optimal approximation between F2(v) = b1v and

W ′
2(v), we choose the criterion to be

G2(L2) =

∫ v0

v(ρ0)

(W ′
2(v(ρ))− b1(L2)v(ρ))2dv

=

∫ 0

ρ0

(
EIρ2

cos Uρ−1
− 2EI

U2(L2−2U)
(
2

ρ
sin Uρ−L2)

)2

(
2U

ρ
cos Uρ− 2

ρ2
sin Uρ)dρ(4.20)

We also choose ρ0 =
√

2
U

to obtain the numerical relationship between G2(L2) and

L2 as shown in Fig. 4.5(b). We can see that G2(L2) decreases monotonically as L2

increases from 2U to 6U , and increases monotonically as L2 increases from 6U to infinity.

In this point of view, we should choose L2 around 6U .
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(a) (b)

Figure 4.5. Relationship between the linear approximation error and the rest length of
(a) the structural spring and (b) the flexion spring.

From the discussion above we can see clearly how important it is that the two types

of spring are not at rest for the natural rest state of the beam.

4.2.3 Linear Spring Operation Point Approximation

Since the springs work around their operation points which correspond to the nat-

ural rest state of the model, we can use the operation point approximation to achieve

better approximation than above. Let

F1(u) = F1(u0) + a′1(u− u0) (4.21)

F2(v) = F2(v0) + b′1(v − v0) (4.22)

We have

u0 = U − L1 (4.23)

v0 = 2U − L2 (4.24)
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According to (4.15), we have

F1(u0) = lim
ρ→0

W ′
1(u(ρ)) = lim

ρ→0

2EIρ2

1− cos Uρ
cos Uρ =

4EI

U2
(4.25)

Similarly, we can get

F2(v0) = lim
ρ→0

W ′
2(v(ρ)) = −2EI

U2
(4.26)

According to (4.16) and (4.9), we have

W ′′
1 (u)=

EIρ3
(
4 cosUρ

2
−Uρ sinUρ

2
−4 cos Uρ cosUρ

2
+Uρ cos Uρ sinUρ

2
−2Uρ sin Uρ cosUρ

2

)

(1− cos Uρ)2(Uρ cos Uρ
2
− 2 sin Uρ

2
)

(4.27)

Then

a′1 = lim
ρ→0

W ′′
1 (u(ρ)) =

4EI

U3
(4.28)

According to (4.15) and (4.10), we have

W ′′
2 (v) =

EIρ(Uρ sin Uρ + 2 cos Uρ− 2)

(cos Uρ− 1)2(2U
ρ

cos Uρ− 2
ρ2 sin Uρ)

(4.29)

Then

b′1 = lim
ρ→0

W ′′
2 (v(ρ)) =

EI

2U3
(4.30)

We can see that F1(u) = F1(u0) + a′1(u− u0) and W ′
1(u) are both independent of L1, so

there is no way to use L1 to optimize the approximation between them. Similar argument

is also true for the approximation between F2(v) = F2(v0) + b′1(v − v0) and W ′
2(v).

From another point of view, there is no reason for not letting the force-displacement

relationship pass though the origin. According to equation (4.25), (4.26), (4.28) and

(4.30), we can obtain L1 = 0 and L2 = 6U . In this case, the operation point linear

approximation is the best linear approximation through origin.

We calculate the numerical results so that we can compare the extent of approx-

imation by using the same criterion that is used in subsection 4.2.2. We obtained

G1(L1) ≈ 0.08 and G2(L2) ≈ 0.58. The two values are both very small compared to
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the magnitudes of the reaction forces of the two types of spring, which means high accu-

racy of the approximation.

4.3 The 2D Structured MSD Model

4.3.1 Model Structure

In cloth simulation, a rectangular mesh is often used (Fig. 4.6 left). In this model

structure, there are three types of springs: structural springs, shear springs and flexion

springs [55]. The structural springs are used to model the interaction between adjacent

parts of the cloth. The flexion springs are used to model the resistance of the cloth

against bending. The shearing springs are used to model the shearing resistance. These

three types of springs of the 2D MSD model are necessary to achieve basic realism for the

cloth simulation. In this structure, a common mass has 12 springs connected to it. The

rectangular structure is easy to implement, but one defect with the rectangular mesh is

that it has a small resistance against bending, especially the diagonal bending. We can

add diagonal flexion spring to solve this problem. Then we notice that we only need one

shearing spring in one of the two diagonal directions to reduce the number of springs for

each mass. After eliminating the shear springs in one diagonal direction, we can obtain a

rectangular triangle mesh. In view of the symmetry, we instead use an equilateral triangle

mesh (Fig. 4.6 right). In this model structure, since the triangular mesh itself can resist

shearing action, there are only two types of springs: structural springs and flexion springs.

For each mass, there are also 12 springs connected to it. So this structure has the same

computation as the rectangular structure. And it has advantage over rectangular mesh

since it has more even resistance against bending, shearing and stretching.

In this chapter we only optimize the static parameters of the MSD model while

leaving the dynamic parameters (damping coefficients) out. Generally for the masses
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Figure 4.6. Structured meshes: (left) the rectangular meshes; (right) the equilateral
triangle meshes.

of the MSD model, we assign their values proportional to their influence area, which

is one third of the area of all the incident triangles or one fourth of the area of all the

incident rectangles. Here we assign the same values for all the masses since the masses are

evenly distributed. Generally, the MSD model has different resistance against bending

in different directions. In this chapter we optimize parameters based on axisymmetric

actions to make the average resistance against bending along different directions correct.

According to the elasticity theory of plate, when an isotropic circular plate is bent

by a moment uniformly distributed along the edge, it will change its shape into a parabolic

surface (Fig. 4.7). Assume the thickness and radius of the plate is h and a respectively

(h ¿ a). For a rotation angle of α on the edge of the plate, the displacement of the

middle plane of the circular plate [71,72] in the polar coordinate system in the direction

of the z-axis is

w(r) =
αa

2

[
1− (

r

a
)2

]
. (4.31)

The moment applied per unit length is

Mr(α) =
(1 + ν)Dα

a
, (4.32)
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where ν is the Poisson constant and D = Eh3/(12(1− ν2)) is the flexural stiffness of the

elastic plate.

Figure 4.7. Left: the original flat circular plate; right: the circular plate under pure
bending—parabolic middle surface (dashed line) and its spherical cap approximation
(solid line).

So the strain energy of the plate when it is bent up to an angle of α at the edge is

Eb
p(ρ) =

∫ α

0

2πaMr(φ)dφ = π(1 + ν)Da2ρ2, (4.33)

where the subscript p is used to indicate the plate and ρ = α/a.

From (4.31), we can obtain the curvature of the generating curve of the revolution-

ary parabolic surface.

κ(r) =
|d2w/dr2|

(
√

1 + (dw/dr)2)3
=

ρ
(√

1 + α2r2

a2

)3
(4.34)

When α ¿ 1, we have κ ≈ ρ = α/a. In this situation, the curvature is approxi-

mately the same everywhere, and hence the parabolic surface can be approximated by a

spherical cap with a radius of R = 1/ρ (Fig. 4.7).

For the corresponding MSD model with equilateral triangle meshes, the energy

stored in the same circular area should satisfy

N1W1(u) + N2W2(v)−N1W1(u0)−N2W2(v0) = π(1 + ν)Da2ρ2 (4.35)
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where u and v are the displacements of the structural spring and the flexion spring

respectively when the MSD system is bent into a spherical cap; u0 and v0 are the pre-

displacements when the MSD system is in its natural rest state; N1 and N2 are the

numbers of the two types of spring respectively.

In (4.35), N1 and N2 are the numbers of structural springs and flexion springs

respectively. We know the area of the equilateral triangle mesh is
√

3a2

4
. Since each

triangle has three vertices, and each vertex is shared between six triangles, each vertex

corresponds to an area of
√

3a2

2
. For an circular area of radius a, when a is very large, the

number of vertices it contains is approximately

Nv ≈ πa2

√
3U2

2

=
2
√

3πa2

3U2
(4.36)

Since each vertex connects to six structural (flexion) springs, and each structural

(flexion) spring connects two vertices, the numbers of the two types of springs are

Ni ≈ 3Nv ≈ 2
√

3πa2

U2
(i = 1, 2) (4.37)

From (4.35) and (4.37), when a À U , we have

W1(u) + W2(v)−W1(u0)−W2(v0)=

√
3(1+ν)DU2ρ2

6
(4.38)

Next we derive the relationship between the elongations of the springs and the

curvature of the surface. Let the rest length of the structural spring and the flexion

spring be L1 and L2 respectively. Similar to what we have done in subsection 4.2.1, we

can get

θ =
Uρ

2
(4.39)

u =
2

ρ
sin

Uρ

2
− L1 (4.40)

v =
2

ρ
sin Uρ− L2 (4.41)
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du

dρ
=

U

ρ
cos

Uρ

2
− 2

ρ2
sin

Uρ

2
(4.42)

dv

dρ
=

2U

ρ
cos Uρ− 2

ρ2
sin Uρ (4.43)

In another aspect, for the same shape of bending, the masses of the MSD model

that are not close to the edge should reach an equilibrium state without external force,

i.e. the resultant force imposed by the springs on masses should be zero. We have

W ′
1(u) sin θ = −W ′

2(v) sin 2θ (4.44)

So

W ′
1(u) = −2W ′

2(v) cos θ = −2W ′
2(v) cos

Uρ

2
(4.45)

According to (4.38), (4.42), (4.43) and (4.45), we can obtain

W ′
2(v) =

√
3(1 + ν)DUρ2

3(cos Uρ− 1)
(4.46)

W ′
1(u) =

2
√

3(1 + ν)DUρ2

3(1− cos Uρ)
cos

Uρ

2
(4.47)

Similar to the 1D, we can obtain the numerical relationship of W ′
1(u) vs. u and W ′

2(v)

vs. v as shown in Fig. 4.8(a) and Fig. 4.8(b).

We know

u0 = U − L1 (4.48)

v0 = 2U − L2 (4.49)

According to (4.46) and (4.47), we get

W ′
1(u0) = lim

ρ→0
W ′

1(u(ρ)) = lim
ρ→0

2
√

3(1 + ν)DUρ2

3(1− cos Uρ)
cos

Uρ

2
=

4
√

3(1 + ν)D

3U
(4.50)

W ′
2(v0) = lim

ρ→0
W ′

2(v(ρ)) = −2
√

3(1 + ν)D

3U
(4.51)

Fig. 4.8(a) and 4.8(b), (4.50) and (4.51) shows that the two types of spring are

far from their rest state. So it is very important that we have u0 and v0 as optimization
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(a) (b)

Figure 4.8. (a) Ideal characteristics for the structural spring (solid line), its operation
point linear approximation (dotted line) and linear approximation through origin (dashed
line); (b) Ideal characteristics for the flexion spring (solid line), its operation point linear
approximation (dotted line) and linear approximation through origin (dashed line) .

parameters. In the next subsection, we will show the relationship between the accuracy

of the linear approximation and the values of u0 and v0.

4.3.2 Linear Spring Approximation

If we use linear springs to approximate structural springs and flexion springs, we

can assume that the reaction force functions for the two types of spring are F1(x) = a1x

and F2(x) = b1x respectively, where x is the elongation of the spring.

To ensure the equilibrium condition at the operation point that corresponds to the

natural rest state of the model, F1(x) = a1x must pass through (u0,W
′
1(u0)). According

to (4.50) and (4.48), we have

a1 =
W ′

1(u0)

u0

=
4
√

3(1 + ν)D

3U(U − L1)
(4.52)

Similarly, we can obtain

b1 =
W ′

2(v0)

v0

=
2
√

3(1 + ν)D

3U(L2 − 2U)
(4.53)
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Now there are still two unknowns L1 and L2 undetermined. We can optimize these two

parameters to achieve a good approximation. From (4.40) and (4.47), we know that

function W ′
1(u) will not change its shape but shift horizontally when L1 changes. From

Fig. 4.8(a), it is clear that for some particular value of L1, F1(u) = a1u will be closest to

W ′
1(u) in some sense. We take the square error as the approximation criterion.

G1(L1)=

∫ u0

u(ρ0)

(W ′
1(u(ρ))− a1(L1)u(ρ))2du

=

∫ 0

ρ0

(
2
√

3(1+ν)DUρ2

3(1−cos Uρ)
cos

Uρ

2
−4
√

3(1+ν)D

3U(U−L1)
(
2

ρ
sin

Uρ

2
−L1)

)2

(
U

ρ
cos

Uρ

2
− 2

ρ2
sin

Uρ

2
)dρ(4.54)

Here we choose ρ0 =
√

2
10U

, which means 90 degrees bending for every the tenth structural

spring, to obtain the numerical relationship between G1(L1) and L1 as shown in Fig.

4.9(a). We can see that G1(L1) increases monotonically as L1 increases from 0 to U .

Based on this, we should L1 choose around zero.

To optimize L2 to obtain an optimal approximation between F2(v) = b1v and

W ′
2(v), we also use the square error as the criterion

G2(L2)=

∫ v0

v(ρ0)

(W ′
2(v(ρ))− b1(L2)v(ρ))2dv

=

∫ 0

ρ0

(√
3(1+ν)DUρ2

3(cos Uρ− 1)
− 2
√

3(1+ν)D

3U(L2 − 2U)
(
2

ρ
sin Uρ−L2)

)2

(
2U

ρ
cos Uρ− 2

ρ2
sinUρ)dρ(4.55)

We also choose ρ0 =
√

2
10U

to obtain the numerical relationship between G2(L2) and L2 as

shown in Fig. 4.9(b). We can see that G2(L2) decreases monotonically as L2 increases

from 2U to 6U , and G2(L2) increases monotonically as L2 increases from 6U to infinity.

Based on this, we should choose L2 around 6U .

From above we can again see clearly that it is necessary to have the two types of

spring far from their rest states to obtain good bending behavior!
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(a) (b)

Figure 4.9. The relationship between the error of the linear approximation through origin
and the rest length of (a) the structural spring and (b) the flexion spring.

4.3.3 Linear Spring Operation Point Approximation

Since the springs work around their operation points that correspond to the natural

rest state of the system, we can use the operation point approximation to achieve better

result than general linear approximation through origin. Let

F1(u) = F1(u0) + a′1(u− u0) (4.56)

F2(v) = F2(v0) + b′1(v − v0) (4.57)

where F1(u0) = W ′
1(u0) and F2(v0) = W ′

2(v0).

According to equations (4.42) and (4.47), we have

W ′′
1 (u) =

2
√

3(1 + ν)DUρ3
[
(2 cos Uρ

2
− Uρ

2
sin Uρ

2
)(1−cosUρ)−Uρ sin Uρ cos Uρ

2

]

3(1− cos Uρ)2(Uρ cos Uρ
2
− 2 sin Uρ

2
)

(4.58)

Then

a′1 = lim
ρ→0

W ′′
1 (u(ρ)) =

4
√

3(1 + ν)D

3U2
(4.59)

According to (4.43) and (4.46), we have

W ′′
2 (v) =

√
3(1 + ν)DUρ3(Uρ sin Uρ + 2 cos Uρ− 2)

6(1− cos Uρ)2(Uρ cos Uρ− sin Uρ)
(4.60)
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Then

b′1 = lim
ρ→0

W ′′
2 (v(ρ)) =

√
3(1 + ν)D

6U2
(4.61)

The force-displacement relationship should pass though the origin. According to

equation (4.50), (4.51), (4.59) and (4.61), we can obtain L1 = 0 and L2 = 6U . In

this case, operation point linear approximation is the best linear approximation through

origin.

Here we calculate the square error so that we can compare the extent of approxi-

mation between the general linear approximation and the operation point linear approx-

imation. We obtain G1(L1) ≈ 4 × 10−12 and G2(L2) ≈ 3 × 10−11. The two values are

both very small compared to the magnitudes of the reaction forces of the two types of

spring, which means high accuracy of the approximation.

4.3.4 Boundary Effect

One problem with allowing nonzero preload in the MSD model is that the boundary

masses are not in equilibrium. When the simulation starts, the finite boundary of the

MSD system will contract to balance the internal force on the boundary masses, thus

will change the pre-displacements. Fortunately, this contraction is only significant nearby

the boundary. We experimented with structures of different sizes and found that the

boundary effect decreases with the increase of the size of the structure. Fig. 4.10 shows

the percentage of the change of the distance between adjacent masses at different positions

for a 21×21 model structure. At positions more than 2 structural springs away from the

boundary, the deviations fall below 1%. So using nonzero preload is feasible for the main

part of the 2D MSD system.
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Figure 4.10. Percentage of deviation at different positions in the MSD system with
equilateral triangle meshes due to the boundary effect.

4.3.5 Lateral Resistance against Displacement

Lateral resistance against displacement for a general plate of any shape and its

MSD model are both very complicated. Therefore, in this subsection we only compare

the lateral resistance for a circular plate and its MSD system.

According to the theory of plates [73], when a clamped circular plate of radius a is

under central point load F , the central load is proportional to the displacement d when

d is very small, particularly

F =
16πDd

a2
(4.62)

where D is the flexural stiffness of the plate.

For the 2D MSD system corresponding to the clamped circular plate above, we

cannot obtain an analytical result about the lateral resistance against displacement for

the general situation when a = nU (n is an integer). However, we can obtain the

analytical result for the simplest situation when n = 1. In this situation, the MSD
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system has a mass corresponding to the central point of the plate and all the other

masses are fixed. Assume the central mass has a small lateral displacement d. According

to (4.56) and (4.57), the sum of spring energy involved with the mass is

W (d) = 6(F1(u0)− a′1u0)(
√

U2 + d2 − L1) + 3a′1(
√

U2 + d2 − L1)
2 +

6(F2(v0)− b′1v0)(
√

4U2 + d2 − L2) + 3b′1(
√

4U2 + d2 − L2)
2 (4.63)

Then the lateral resistance for such a displacement is

W ′(d) = 6(F1(u0)− a′1U)
d√

U2 + d2
+ 6a′1d + 6(F2(v0)− 2b′1U)

d√
4U2 + d2

+ 6b′1d

= 6(F1(u0) +
1

2
F2(v0))

d

U
+ (3a′1 +

3

4
b′1 − 3F1(u0)− 3

8
F2(v0))

d3

U3
+ o(d3)

=
6
√

3(1 + ν)Dd

U2
+ O(d3) (4.64)

According to (4.62) and (4.64), it is clear that the lateral resistance against dis-

placement for the MSD system is smaller than its continuum counterpart when a = U .

However, this result is still much better than that without preload, in which the lateral

resistance indicated by (4.64) is a higher order infinitesimal of the displacement d.

For the general situation when a = nU , we did a series of experiments to obtain the

numerical result about the relationship between lateral resistance and displacement at the

center of the MSD system for different discretization sizes n. We modeled a plate with a

radius of 10 and thickness of 0.01 and optimized the spring constants for n = 1, 2, 4, 8, 16

respectively and obtained the relationships between lateral resistance and displacement

at the central point as shown in Fig. 4.11(a). The solid line is the relationship indicated

by (4.64) for the continuum plate. We can see that for large n values, which mean high

resolution of discretization, the relationship between lateral resistance and displacement

is very close to that of its continuum counterpart when the displacement is small (d < U).
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(a) (b)

Figure 4.11. (a) Lateral resistance vs. displacement of the optimized MSD system with
preload for different discretization sizes; (b) lateral resistance vs. displacement of the
MSD model without preload for different discretization sizes.

For comparison, we also tested the MSD system without preload and obtained the

relationships between lateral resistance and displacement at the central point as shown in

Fig. 4.11(b). The solid line is still the relationship indicated by (4.64) for the continuum

plate. The relationships for different discretization sizes n are all nonlinear and the lateral

resistance of the MSD system is much smaller than that of the continuum plate when

the displacement d is small.

4.4 Simulation Result

We implemented our parameter optimization result by modifying Jeff Lander’s

implementation of cloth simulation [74]. First we will show that the new cloth has much

more resistance against bending. In Fig. 4.12, we illustrate this point by showing the new

cloth and the old cloth hung from two points along the diagonal direction under gravity

for comparison. For the old cloth, the structural and the flexion spring coefficients are 4.0

and the shear spring coefficient is 2.4. For the new cloth, we use optimized parameters



60

with the coefficients of the structural spring and the flexion spring being 4.0 and 0.5

respectively. With the spring coefficients of close magnitude, the new cloth shows much

more resistance against bending or lateral displacement. As shown in section 4.3.5, this

property is mainly due to the nonzero preloads of the springs.

(a) (b)

Figure 4.12. (a) Cloth with preload hung from two points under gravity; (b) cloth without
preload but with the same Hooke’s constants hung from the same two points.

Besides the improvement on the static behavior of the cloth, the dynamic behavior

of the new cloth also shows much more stiffness than the old cloth. In the sense of

appearance, if the old cloth was silky, our new cloth is more like a piece of paper. To

illustrate this, in Fig. 4.13 we compared the unrolling process of the new cloth and the

old cloth which were rolled into cylinders beforehand. Both the pieces of cloth started

to unroll at the same time. We can see that the old cloth barely unrolled when the new

cloth finished unrolling, i.e. the new cloth unrolled much faster than the old cloth.
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Figure 4.13. Comparison between the unrolling process of the new cloth (left) and the
old cloth (right) (15×15 nodes) .

4.5 Conclusion

This chapter shows the necessity and feasibility of using nonzero preload for 1D

and 2D structured MSD models, and thus provides extra degrees of freedom to improve

the MSD model without increasing computation. As we have seen in section 4.4, the

visual effect of the simulation is greatly improved. In fact, according to section 4.3.5, the

2D MSD model with preload can provide correct resistance against lateral displacement.

Thus in an application requiring both graphics and haptics, both the two aspects will be

much more realistic.



CHAPTER 5

PARAMETER OPTIMIZATION
FOR THE 1D AND 2D STRUCTURED MSD MODELS

5.1 Introduction

The parameter optimization scheme proposed in chapter 4 for 1D and 2D structured

MSD models has two major defects. First, the optimized MSD model usually provides too

weak a resistance against stretching, although it can provide accurate bending resistance.

Second, the optimization scheme is not applicable to the commonly used rectangular mesh

structure because it results in negative Hooke’s constants and further causes instability to

the model. To overcome the first problem, in this chapter, we optimize the preloads and

Hooke’s constants by matching both the bending behavior and the stretching behavior of

the MSD model and its continuum counterpart—a real beam or plate [75]. To overcome

the second problem, instead of deriving the optimal spring characteristics and using

linear approximation to obtain the preloads and Hooke’s constants, we derive the optimal

spring characteristics in the space of linear functions and obtain the preloads and Hooke’s

constants directly.

5.2 Parameter Optimization for the 1D Structured MSD Model

5.2.1 Optimizing the Spring Constants based on Pure Bending

In this section, we seek constraints on the parameters of the 1D MSD model for

its best approximation to its continuum counterpart—the beam, under pure bending for

the accurate modeling of the bending stiffness of the model. There are two conditions

applicable to the MSD model. On the one hand, the model should have the same resis-

tance against bending, i. e. it should consume the same amount of energy for the same

62
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shape of bending as the real beam. On the other hand, the model should allow bending

into the same shape under certain boundary condition as the real beam does under pure

bending action, i.e. for that shape of bending, the masses that are not close to the two

ends of the model should reach an equilibrium state without external forces. From (4.2),

(4.3) and the first condition, we can obtain the energy constraint for pure bending of the

model.

W1(u)+W2(v)−W1(u0)−W2(v0)=Eb
b(ρ)=

1

2
EIUρ2 (5.1)

Let the rest lengths of the structural spring and the flexion spring be L1 and L2

respectively. The lengths of the structural spring and the flexion spring are U and 2U

respectively when the MSD system is in its natural rest state. Thus u0 = U − L1 and

v0 = 2U − L2. Let the force-displacement relationship functions of the structural spring

and the flexion spring be F1(u) and F2(v) respectively, i.e.

F1(u) = W ′
1(u), (5.2)

F2(v) = W ′
2(v). (5.3)

Assume the springs to be linear.

F1(u) = P1 + k1(u− u0) (5.4)

F2(v) = P2 + k2(v − v0) (5.5)

where P1 = F1(u0) and P2 = F2(v0) are called the preloads of the two types of spring, k1

and k2 are the Hooke’s constants.

From Fig. 4.2 bottom, we can see that the lengths of the structural spring and

the flexion spring are 2R sin θ and 2R sin 2θ respectively, where θ is half the angle that

the structural spring makes at the center of the curvature. So u = 2R sin θ − L1 and

v = 2R sin 2θ − L2.
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Since the neutral plane of the beam is not stretched or compressed during pure

bending, the length of the arc between adjacent masses of the MSD model should always

be U . Thus, we have

θ =
U

2R
=

Uρ

2
(5.6)

Then

u =
2

ρ
sin

Uρ

2
− L1 (5.7)

v =
2

ρ
sin Uρ− L2 (5.8)

du

dρ
=

u

ρ
cos

Uρ

2
− 2

ρ2
sin

Uρ

2
= −U3ρ

12
+

U5ρ3

480
+ O(ρ5) (5.9)

dv

dρ
=

2U

ρ
cos Uρ− 2

ρ2
sin Uρ = −2U3ρ

3
+

U5ρ3

15
+ O(ρ5) (5.10)

u− u0 =
2

ρ
sin

Uρ

2
− U = −U3ρ2

24
+ O(ρ4) (5.11)

v − v0 =
2

ρ
sin Uρ− 2U = −U3ρ2

3
+ O(ρ4) (5.12)

Taking derivative with respect to ρ on both sides of (5.1) and substituting (5.2)

and (5.3) into it, we obtain

F1(u)
du

dρ
+ F2(u)

dv

dρ
= EIUρ (5.13)

According to (5.4), (5.5), (5.9), (5.10), (5.11), (5.12) and (5.13), we have

EIUρ = −P1 + 8P2

12
U3ρ +

(
P1 + 32P2

480
U5 +

k1 + 64k2

288
U6

)
ρ3 + O(ρ5) (5.14)

For the first order approximation of (5.14), we have

P1 + 8P2 =
−12EI

U2
(5.15)

By considering the equilibrium constraint (the second condition mentioned above)

of a general mass in the radial direction (Fig. 4.2), we have

F1(u) sin θ + F2(v) sin 2θ = 0 (5.16)
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Note that since the pure bending of the beam does not consider the influence of gravity, for

the corresponding MSD model, we do not consider the factor of gravity either. According

to (5.4–5.6), (5.11), (5.12) and (5.16), we can obtain

P1 + 2P2 −
(

k1 + 16k2

24
U3 +

P2

4
U2

)
ρ2 + O(ρ4) = 0 (5.17)

For the zeroth order approximation of (5.17), we have

P1 + 2P2 = 0 (5.18)

According to (5.15) and (5.18), we have

P1 =
4EI

U2
(5.19)

P2 = −2EI

U2
(5.20)

Considering the third order approximation of (5.14) and the second order approx-

imation of (5.17), we obtain

k1 =
4EI

U3
(5.21)

k2 =
EI

2U3
(5.22)

The Hooke’s constants specified by (5.21) and (5.22) are often too small to model the

in-axis stretch or compression resistance of the beam. So it is necessary to optimize the

Hooke’s constants of the springs based on axial stretch or compression of the beam at

the expense of the accuracy of the pure bending behavior.

Note that the two sides of (5.14) are bending resistance of the beam and the MSD

model respectively. Obviously, if we do not use preloads, the linear part of the bending

resistance of the model related to the bending curvature will be zero and fail to match

that of the beam.
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5.2.2 Optimizing the Hooke’s Constants based on Stretching

In this subsection, we seek constraints on the parameters of the 1D MSD model for

its best approximation to its continuum counterpart—the beam, under in-axis stretching

for the accurate modeling of the in-axis stiffness of the model. For a beam of length

U under axial compression or stretch with strain ε, we can obtain the strain energy by

using volume integral

Es
b (ε) =

∫

Ω

Eε2

2
dV =

Eε2

2
· AU =

EAU

2
ε2 (5.23)

where the superscript s is used to indicate stretch or compression and A is the area of

the cross section of the beam.

For the MSD model under the same strain, the energy consumed by each interval

of U is

Es
m(ε) = (P1 + 2P2)Uε +

1

2
(k1 + 4k2)U

2ε2 (5.24)

The MSD model and the beam should have the same tensile resistance. Thus

EAU

2
ε2 = (P1 + 2P2)Uε +

1

2
(k1 + 4k2)U

2ε2 (5.25)

Here we can obtain (5.18) and

k1 + 4k2 =
EA

U
(5.26)

Since there are two parameters and one equation, we have one extra degree of

freedom to choose the Hooke’s constants, which can be utilized to minimize the boundary

effect, as will be shown in subsection 5.2.4.

5.2.3 Lateral Resistance against Displacement

In this subsection, we check the accuracy of the lateral resistance against displace-

ment that the MSD model with optimized parameters provides compared with the con-

tinuum beam, since it is a very important aspect of the physical accuracy of the model.
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According to continuum mechanics [76], for a built-in beam of length L with central load

F , we have

F =
192EI

L3
d (5.27)

where d is the lateral displacement.

Consider the MSD model of the beam with adjacent masses spaced by U = L/2n

(Fig. 4.2). Node V−1 and V0 are fixed nodes. Central load F is exerted on node Vn. We

can obtain (see appendix A.1 for details of the derivation)

lim
n→∞

F

dn

=
192EI

L3
(5.28)

Figure 5.1. The 1D MSD model of a built-in beam under central load..

As n increases for the 1D MSD model of the beam, its central resistance force

against displacement asymptotically approaches that of the continuum beam. Thus the

MSD model of a beam with the optimized parameters can provide correct lateral resis-

tance against displacement asymptotically as the discretization gets finer.

5.2.4 Boundary Effect

The side effect with allowing nonzero preloads in the MSD model is that the bound-

ary masses are not in equilibrium. When the simulation starts, the boundary of the model

will contract to balance the internal forces on the boundary masses and thus will change

the pre-displacements. However, this contraction is only relatively larger near the bound-

ary. Note that we have one extra degree of freedom to choose the Hooke’s constants of
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the two types of spring, which can be utilized to restrict the boundary effect to only the

springs close to the boundary. Assume the ratio of the Hooke’s constant of the structural

spring to that of the flexion spring to be c. We modeled a beam of length 32 cm and a

square cross section of depth 0.1 cm by a MSD model with 30 masses and experimented

with different values of the ratio c, and found that the influence range of the boundary

effect decreases with the increase of this ratio. Fig. 5.2 shows the ratio of the contraction

of the structural springs (due to the boundary effect) to the desired length of the springs

when the model is in its natural rest state for different values of c. When c ≥ 1, at posi-

tions more than two structural springs away from the boundary, the ratio of contraction

is negligible (see Fig. 5.2). So using nonzero preloads is feasible for the main part of the

1D MSD system.
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Figure 5.2. Ratio of contraction at different positions in the 1D MSD model.
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Further, as shown in appendix B.1, we can restrict the boundary effect exactly to

only the boundary springs by letting k2 = 0 (i.e. c = ∞). From (5.26), we have

k1 =
EA

U
(5.29)

In this situation, according to appendix B.1, if the beam has a square cross section, the

contractions of the boundary springs will be proportional to the square of the depth h

and in inverse proportion to the space U between adjacent masses.

5.3 Parameter Optimization for the 2D Structured MSD Models

In this section, we investigate the 2D MSD model for two different structures,

namely, rectangular meshes [55] and equilateral triangle meshes [70]. The former is the

most frequently used structure and is easy to implement. The latter structure which has

been used in chapter 4, is physically more accurate, as will be shown in section 5.3.4.

We will optimize the static parameters of the MSD model by matching the axisymmetric

bending and axisymmetric stretching of the MSD model and its continuum counterpart,

minimizing the variations of both the bending resistance and stretching resistance in

different directions (for isotropic materials), and restricting the boundary effect to only

the boundary springs.

5.3.1 The 2D MSD Model with Rectangular Meshes

The MSD model with rectangular meshes is shown in Fig. 5.3, in which each of the

m×n grids spaced by U corresponds to a lumped mass. The mass is designated by its

position (i, j), in which i is the row number and j is the column number. Each mass is

linked to its neighbors by massless springs. The springs linking masses (i, j) and (i+1, j),

and masses (i, j) and (i, j + 1) are called structural springs. The shearing springs are
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used to connect the diagonal neighboring masses. The springs connecting masses (i, j)

and (i + 2, j), and masses (i, j) and (i, j + 2) are called flexion springs.

Figure 5.3. The 2D MSD model with rectangular meshes.

5.3.1.1 Optimizing the Spring Constants based on Axisymmetric Bending
of a Circular Plate

Similar to the 1D situation, we aim to achieve correct bending resistance for the

2D MSD model by optimizing the parameters based on axisymmetric bending behavior.

For the MSD model, the energy stored in the same circular area should satisfy

N1W1(u) + N2W2(v) + N3W3(w)−N1W1(u0)

−N2W2(v0)−N3W3(w0) = Eb
p(ρ) = π(1 + ν)Da2ρ2 (5.30)
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where u, v and w are the displacements of the structural spring, the flexion spring and

the shearing spring respectively when the MSD system is bent into a spherical cap; u0,

v0 and w0 are the pre-displacements when the model is in its natural rest state; N1, N2

and N3 are the numbers of the three types of spring respectively.

According to Gauss’s Circle Theorem [77], the number of masses within the circle

of radius a in the lattice structure is

N(
a

U
) =

πa2

U2
+ O(

a

U
). (5.31)

Since every mass has four structural springs, flexion springs and shearing springs

connected to it and each of these springs connects two masses, we get

Ni =
2πa2

U2
+ O(

a

U
) (i = 1, 2, 3) (5.32)

When a À U , from (5.30–5.32), we have

W1(u) + W2(v) + W3(w)−W1(u0)−W2(v0)−W3(w0) =
(1 + ν)DU2ρ2

2
(5.33)

Let the rest lengths of the three types of spring be L1, L2 and L3 respectively. The

lengths of the springs are U , 2U and
√

2U respectively when the model is in its rest

state. Then u0 = U −L1, v0 = 2U −L2 and w0 =
√

2U −L3. Let the force-displacement

relationship functions be F1(u), F2(v) and F3(w) respectively. Then

F1(u) = W ′
1(u) (5.34)

F2(v) = W ′
2(v) (5.35)

F3(w) = W ′
3(w) (5.36)

Note that (5.34) and (5.35) are the same as (5.2) and (5.3). We rewrite them for the

convenience of reference.
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Again,we assume the springs to be linear.

F1(u) = P1 + k1(u− u0) (5.37)

F2(v) = P2 + k2(v − v0) (5.38)

F3(w) = P3 + k3(w − w0) (5.39)

where P1 = F1(u0), P2 = F2(v0) and P3 = F3(w0) are called the preloads of the three

types of spring, k1, k2 and k3 are the Hooke’s constants.

Referring to Fig. 5.3, when the model is bent into the shape of a spherical cap,

each spring is on the plane of certain great circle. Referring to Fig. 4.2, we define θ to be

half the angle that the structural spring makes at the center of the curvature. Since the

neutral plane of the plate is not stretched during the axisymmetric bending, the distance

between masses of the model on the great circle should not change either. We have

θ =
u

2R
=

Uρ

2
(5.40)

We can obtain u = 2R sin θ − L1, v = 2R sin 2θ − L2 and w = 2R sin
√

2θ − L3. Then

u− u0 =
2

ρ
sin

Uρ

2
− U = −U3ρ2

24
+ O(ρ4) (5.41)

v − v0 =
2

ρ
sin Uρ− 2U = −U3ρ2

3
+ O(ρ4) (5.42)

w − w0 =
2

ρ
sin

√
2Uρ

2
−
√

2U=−
√

2U3ρ2

12
+O(ρ4) (5.43)

du

dρ
=

U

ρ
cos

Uρ

2
− 2

ρ2
sin

Uρ

2
= −U3ρ

12
+

U5ρ3

480
+ O(ρ5) (5.44)

dv

dρ
=

2U

ρ
cos Uρ− 2

ρ2
sin Uρ = −2U3ρ

3
+

U5ρ3

15
+ O(ρ5) (5.45)

dw

dρ
=

√
2U

ρ
cos

√
2Uρ

2
− 2

ρ2
sin

√
2Uρ

2
= −

√
2U3ρ

6
+

√
2U5ρ3

120
+ O(ρ5) (5.46)

Taking derivative with respect to ρ on both sides of (5.33) and substituting (5.34–5.36)

into it, we obtain

F1(u)
du

dρ
+ F2(v)

dv

dρ
+ F3(w)

dw

dρ
= (1 + ν)DU2ρ (5.47)
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According to (5.37–5.39) and (5.41–5.47), we have

−P1 + 8P2 + 2
√

2P3

12
U3ρ +

P1 + 32P2 + 4
√

2P3

480
U5ρ3 +

k1 + 64k2 + 8k3

288
U6ρ3 + O(ρ5) = (1 + ν)DU2ρ (5.48)

For the first order approximation of (5.48), we have

P1 + 8P2 + 2
√

2P3 =
−12(1 + ν)D

U
(5.49)

Similar to the 1D case, the equilibrium constraint is

F1(u) sin θ + F2(v) sin 2θ + F3(w) sin
√

2θ = 0 (5.50)

According to (5.37–5.40) and (5.50), we have

P1+ 2P2+
√

2P3

2
Uρ−P1 + 8P2 + 2

√
2P3

48
U3ρ3− k1 + 16k2 + 4k3

48
U4ρ3+O(ρ5)=0 (5.51)

For the first order approximation of (5.51), we have

P1 + 2P2 +
√

2P3 = 0 (5.52)

From (5.52), it is clear that Nonzero preloads are crucial for the modeling of the bending

resistance of the MSD model. For the preloads of the three types of spring, we have only

two linear constraints (5.49) and (5.52). So we have one extra freedom to choose the

values of the three preloads. We can utilize this extra degree of freedom to minimize the

variation of bending resistance of the MSD model in different directions (for isotropic

materials). To minimize or at least limit the variations of the bending resistance to

be small is very important. Otherwise, the model will tend to bend in the direction

in which it has small bending resistance. In the worst case, if the model has negative

bending resistance in a certain direction, its natural rest state will not be planar.
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5.3.1.2 Minimizing the Variations of the Bending Resistance in Different
Directions

Referring to Fig. 5.3, assume the 2D rectangle meshed MSD model to be bent

cylindrically in the direction of the y-axis, which makes an angle of φ with the y′-axis.

The MSD system will stretch or contract by strain µ in the longitudinal direction (the x-

axis) to minimize the potential energy. This strain should be a function of the curvature

of the cylinder. Let

µ = fr(ρ) = η1rρ + η2rρ
2 + o(ρ2) (5.53)

where the subscript r is used to indicate the rectangle meshed MSD system.

Consider the shaded b× b rectangular part of the MSD model in Fig. 5.3. We can

obtain the energy required to bend it into a cylinder of curvature ρ.

Eb
m(φ, ρ, µ) =

b2

U2

(
W1(u1)+W1(u2) + W2(v1) + W2(v2) + W3(w1) + W3(w2)−W1(u1,0)

−W1(u2,0)−W2(v1,0)−W2(v2,0)−W3(w1,0)−W2(w2,0)
)

(5.54)

where u1 and u2 are the displacements of the structural springs aligned with the y′-

axis and the x′-axis respectively; v1 and v2 are the displacements of the flexion springs

aligned with the y′-axis and the x′-axis respectively; w1 and w2 are the displacements of

the shearing springs in the directions that make an angle of π/4 and 3π/4 respectively

with the x′-axis; u1,0, u2,0, v1,0, v2,0, w1,0 and w2,0 are the pre-displacements of the

corresponding springs when the MSD model is in its natural rest state.

According to Fig. 5.3, by projecting the springs on the x-axis and the y-axis, we

can obtain

u1 − u1,0 =

√(2

ρ
sin

U cos φρ

2

)2

+ U2(1 + µ)2 sin2 φ− U (5.55)

u2 − u2,0 =

√(2

ρ
sin

U cos(π/2− φ)ρ

2

)2

+ U2(1 + µ)2 sin2(π/2− φ)− U (5.56)
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v1 − v1,0 =

√(2

ρ
sin U cos φρ

)2

+ 4U2(1 + µ)2 sin2 φ− 2U (5.57)

v2 − v2,0 =

√(2

ρ
sin U cos(π/2− φ)ρ

)2

+ 4U2(1 + µ)2 sin2(π/2− φ)− 2U (5.58)

w1 − w1,0 =

√(2

ρ
sin

√
2U cos(π

4
− φ)ρ

2

)2

+ 2U2(1 + µ)2 sin2(
π

4
− φ)−

√
2U (5.59)

w2 − w2,0 =

√(2

ρ
sin

√
2U cos(π

4
+ φ)ρ

2

)2

+ 2U2(1 + µ)2 sin2(
π

4
+ φ)−

√
2U (5.60)

From (5.34–5.39) and (5.54–5.60), we obtain

∂Eb
m(φ, ρ, µ)

∂µ
=

b2

U2

(
F1(u1)

∂u1

∂µ
+F1(u2)

∂u2

∂µ
+F2(v1)

∂v1

∂µ

+F2(v2)
∂v2

∂µ
+ F3(w1)

∂w1

∂µ
+ F3(w1)

∂w1

∂µ

)

=
b2

U2

{
UP1 + 2UP2 +

√
2UP3 +

[
3/4U2(k1 + 4k2 + 2k3) +

1/4U2 cos 4φ(k1 + 4k2 − 2k3) + 1/4U(P1 + 2P2 +
√

2P3)

−1/4U cos 4φ(P1 + 2P2 −
√

2P3)
]
µ +

[− 1

192
(k1 + 16k2 + 4k3)U

4

+
1

192
(k1 + 16k2 − 4k3)U

4 cos 4φ +
1

192
(P1 + 8P2 + 2

√
2P3)U

3

− 1

192
(P1 + 8P2 − 2

√
2P3)U

3 cos 4φ
]
ρ2 +

[ 3

16
(k1 + 4k2 + 2k3)U

2

− 3

16
(k1 + 4k2 − 2k3)U

2 cos 4φ− 3

16
(P1 + 2P2 +

√
2P3)U +

3

16
(P1 + 2P2 −

√
2P3)U cos 4φ

]
µ2 + o(ρ2) + o(µ2) + o(µρ)

}

=
b2

U2
[Bµ + Cρ2 + Gµ2 + o(ρ2) + o(µ2) + o(µρ)] (5.61)

where

B =
3U2

4
(k1 + 4k2 + 2k3) +

U2

4
cos 4φ(k1 + 4k2 − 2k3) +

U

4
(P1 + 2P2 +

√
2P3)− U

4
cos 4φ(P1 + 2P2 −

√
2P3) (5.62)

C = − U4

192
(k1 + 16k2 + 4k3) +

U4

192
(k1 + 16k2 − 4k3) cos 4φ +

U3

192
(P1 +8P2 + 2

√
2P3)− U3

192
(P1 + 8P2 − 2

√
2P3) cos 4φ (5.63)
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G =
3U2

16
(k1 + 4k2 + 2k3)− 3U2

16
(k1 + 4k2 − 2k3) cos 4φ

−3U

16
(P1 + 2P2 +

√
2P3) +

3U

16
(P1 + 2P2 −

√
2P3) cos 4φ (5.64)

Here and later, we use the Maple system to do the symbolic calculations such as taking

derivatives and Taylor expansions.

Since the strain µ will minimize the potential energy of the model, we can obtain

it as a function of ρ by letting ∂Eb
m(φ, ρ, µ)/∂µ = 0. According to (5.53) and (5.61), we

have

Bη1rρ + Bη2rρ
2 + Cρ2 + Gη2

1rρ
2 + o(ρ2) = 0 (5.65)

We have η1r = 0, η2r = −C
B

. Clearly, µ is negligible when ρ is small. According to (5.53),

we have

µ = −C

B
ρ2 + o(ρ2) (5.66)

Taking derivative with respect to ρ on both sides of (5.54), according to (5.34–5.39),

(5.52), (5.55–5.60) and (5.66), we can obtain the cylindrical bending resistance.

dEb
m(φ, ρ, µ)

dρ
=

b2

U2

(
F1(u1)

du1

dρ
+ F1(u2)

du2

dρ
+ F2(v1)

dv1

dρ
+

F2(v2)
dv2

dρ
+ F3(w1)

dw1

dρ
+ F3(w2)

dw2

dρ

)

=
b2

U2

[
F1(u1)

(∂u1

∂ρ
+

∂u1

∂µ

dµ

dρ

)
+ F1(u2)

(∂u2

∂ρ
+

∂u2

∂µ

dµ

dρ

)

+F2(v1)
(∂v1

∂ρ
+

∂v1

∂µ

dµ

dρ

)
+ F2(v2)

(∂v2

∂ρ
+

∂v2

∂µ

dµ

dρ

)
+

F3(w1)
(∂w1

∂ρ
+

∂w1

∂µ

dµ

dρ

)
+ F3(w2)

(∂w2

∂ρ
+

∂w2

∂µ

dµ

dρ

)]

=
b2

U2

[
−P1+8P2+2

√
2P3

16
U3ρ− (P1+8P2−2

√
2P3) cos 4φ

48
U3ρ+o(ρ)

]
(5.67)

To minimize the difference of bending resistance in different directions up to the first

order of the bending curvature ρ, we have

P1 + 8P2 − 2
√

2P3 = 0 (5.68)
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According to (5.49), (5.52) and (5.68), we have

P1 =
6(1 + ν)D

U
=

Eh3

2(1− ν)U
(5.69)

P2 = −3(1 + ν)D

2U
= − Eh3

8(1− ν)U
(5.70)

P3 = −3
√

2(1 + ν)D

2U
= −

√
2Eh3

8(1− ν)U
(5.71)

From (5.67–5.71) we have

dEb
m(φ, ρ, µ)

dρ
=

b2

U2

[
−3P1+24P2+6

√
2P3

48
U3ρ+O(ρ2)

]

≈ 3(1 + ν)Db2

4
ρ =

Eh3b2

16(1− ν)
ρ (5.72)

For the continuum plate of size b × b and depth h being bent into a cylinder with a

curvature of ρ in the direction of the y-axis, the strain and stress [72] are

εyy = ρz (5.73)

σyy =
E

1− ν2
εyy =

Eρz

1− ν2
(5.74)

Then we can obtain the strain energy

Eb
p(ρ) =

∫ h
2

0

σyyεyyb
2dz =

Eb2h3ρ2

24(1− ν2)
(5.75)

Thus

dEb
p(ρ)

dρ
=

Eb2h3ρ

12(1− ν2)
(5.76)

So the relative error of the cylindrical bending resistance that the 2D MSD model can

provide compared with that of the continuum plate is

errb
m ≈ 12(1− ν2)

16(1− ν)
− 1 =

3ν − 1

4
(5.77)

When ν = 0.3, which is the Poisson constant of most metals [76], the percentage of error

is about −2.5%. So by optimizing the axisymmetric bending behavior and minimizing
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the bending resistance variations in different directions, we can obtain a MSD system

that provides a little weaker resistance for cylindrical bending than desired. In fact, we

can also optimize the preloads of the three types of spring according to the cylindrical

bending, which has a similar procedure and will cause a slight stronger resistance against

axisymmetric bending.

Note that from (5.67), if we do not use preload, the MSD model will not be able

to provide linear resistance against cylindrical bending when the bending curvature ρ is

small. It is also worth noting that error for bending resistance is approximately zero when

ν = 1/3, which is exactly the Poisson constant that the 2D MSD model can achieve.

5.3.1.3 Optimizing the Hooke’s Constants based on the Axisymmetric
Stretching

Similar to 1D case, in this subsection, we use the axisymmetric stretch or compres-

sion as the criterion behavior to optimize the Hooke’s constants. Let the circular plate

in Fig. 4.7 be under the action of axisymmetric circular stretch. Then the state of plane

stress exists. Assume the radial strain to be ε. Then we can obtain the strain energy of

the plate (see appendix C.1 for details).

Es
p(ε) =

πEha2ε2

1− ν
(5.78)

The corresponding MSD model should consume the same amount of energy under

the same action.

N1W1(u) + N2W2(v) + N3W3(w)−N1W1(u0)−

N2W2(v0)−N3W3(w0) = Es
p(ε) =

πEha2ε2

1− ν
(5.79)

Clearly,

u− u0 = Uε (5.80)
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v − v0 = 2Uε (5.81)

w − w0 =
√

2Uε (5.82)

When a À U , from (5.32) and (5.79), we have

W1(u) + W2(v) + W3(w)−W1(u0)−W2(v0)−W3(w0) =
EhU2ε2

2(1− ν)
(5.83)

Taking derivative with respect to ε on both sides of (5.83) and substituting (5.34–5.36)

into it, we obtain

F1(u)
du

dε
+ F2(v)

dv

dε
+ F3(w)

dw

dε
=

EhU2ε

1− ν
(5.84)

According to (5.37–5.39), (5.80–5.82) and (5.84), we have

(P1+2P2+
√

2P3)U+(k1+4k2+2k3)U
2ε=

EhU2ε

1−ν
(5.85)

We can obtain (5.52) and

k1 + 4k2 + 2k3 =
Eh

1− ν
(5.86)

5.3.1.4 Minimizing the Variations of the Resistance against Stretching in
Different Directions

The 2D MSD model displays different resistance against stretch or compression

in different directions. It is important to minimize or at least limit the variations to

be small. We will give more details on this point later in this subsection. Similar to

subsection 5.3.1.2, we consider the 2D MSD model being stretched or compressed by

strain ε in the direction of the y-axis, which makes angle φ with the y′-axis (Fig. 5.3).

Obviously, the MSD model of the rectangular plate will stretch or contract in the

direction of the x-axis to minimize the potential energy. Assume this longitudinal strain

is µ. It should be a function of the strain ε in the direction of the y-axis. Let

µ = gr(ε) = λ1rε + o(ε) (5.87)
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For the shaded b× b rectangular part of the model in Fig. 5.3, we have

Es
m(φ,ε,µ) =

b2

U2

(
W1(u1)+W1(u2)+W2(v1)+W2(v2)+ W3(w1) + W3(w2)

−W1(u1,0)−W1(u2,0)−W2(v1,0)−W2(v2,0)−W3(w1,0)−W3(w2,0)
)

(5.88)

where u1 and u2 are the displacements of the structural springs aligned with the y′-

axis and the x′-axis respectively; v1 and v2 are the displacements of the flexion springs

aligned with the y′-axis and the x′-axis respectively; w1 and w2 are the displacements of

the shearing springs in the directions that make an angle of π/4 and 3π/4 respectively

with the x′-axis; u1,0, u2,0, v1,0, v2,0, w1,0 and w2,0 are the pre-displacements of the

corresponding springs when the model is in its natural rest state.

According to Fig. 5.3, by projecting the springs on the x-axis and the y-axis, we

have

u1 − u1,0 = U
√

(1 + ε)2 cos2 φ + (1 + µ)2 sin2 φ− U (5.89)

u2 − u2,0 = U
√

(1 + ε)2 cos2(π/2− φ) + (1 + µ)2 sin2(π/2− φ)− U (5.90)

v1 − v1,0 = 2(u1 − u1,0) (5.91)

v2 − v2,0 = 2(u2 − u2,0) (5.92)

w1 − w1,0 = U
√

2(1 + ε)2 cos2(π/4− φ) + 2(1 + µ)2 sin2(π/4− φ)−
√

2U (5.93)

w2 − w2,0 = U
√

2(1 + ε)2 cos2(π/4 + φ) + 2(1 + µ)2 sin2(π/4 + φ)−
√

2U (5.94)

From (5.34–5.39), (5.52) and (5.88–5.94), we can obtain

∂Es
m(φ, ε, µ)

∂µ
=

b2

U2

(
F1(u1)

∂u1

∂µ
+ F1(u2)

∂u2

∂µ
+ F2(v1)

∂v1

∂µ

+F1(v2)
∂v2

∂µ
+ F3(w1)

∂w1

∂µ
+ F3(w2)

∂w2

∂µ

)

=
b2

U2

{
P1U + 2P2U +

√
2P3U +

[1

4
(k1 + 4k2 + 2k3)U

2

−1

4
(k1 + 4k2 − 2k3)U

2 cos 4φ− 1

4
(P1 + 2P2 +

√
2P3)U +
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1

4
(P1 + 2P2 −

√
2P3)U cos 4φ

]
ε +

[3

4
(k1 + 4k2 + 2k3)U

2 +

1

4
(k1 + 4k2 − 2k3)U

2 cos 4φ +
1

4
(P1 + 2P2 +

√
2P3)U

−1

4
(P1 + 2P2 −

√
2P3)U cos 4φ

]
µ + o(ρ) + o(µ)

}

=
b2

U2
(Hε + Iµ + o(ε) + o(µ)) (5.95)

where

H =
1

4
(k1 + 4k2 + 2k3)U

2 − 1

4
(k1 + 4k2 − 2k3)U

2 cos4φ +

1

4
(P1 + 2P2 −

√
2P3)U cos 4φ (5.96)

J =
3

4
(k1 + 4k2 + 2k3)U

2 +
1

4
(k1 + 4k2 − 2k3)U

2 cos 4φ

−1

4
(P1 + 2P2 −

√
2P3)U cos 4φ (5.97)

Let ∂Es
m(φ, ε, µ)/∂µ = 0, we have

λ1r = −H

J
(5.98)

From (5.34–5.39), (5.52), (5.87–5.94) and (5.98), we can obtain the resistance

against stretch or compression below.

dEs
m(φ, ε, µ)

dε
=

b2

U2

(
F1(u1)

du1

dε
+ F1(u2)

du2

dε
+ F2(v1)

dv1

dε

+F2(v2)
dv2

dε
+ F3(w1)

dw1

dε
+ F3(w2)

dw2

dε

)

=
b2

U2

[
F1(u1)

(∂u1

∂ε
+

∂u1

∂µ

dµ

dε

)
+ F1(u2)

(∂u2

∂ε
+

∂u2

∂µ

dµ

dε

)

+F2(v1)
(∂v1

∂ε
+

∂v1

∂µ

dµ

dε

)
+ F2(v2)

(∂v2

∂ε
+

∂v2

∂µ

dµ

dε

)
+

F3(w1)
(∂w1

∂ε
+

∂w1

∂µ

dµ

dε

)
+ F3(w2)

(∂w2

∂ε
+

∂w2

∂µ

dµ

dε

)]

=
b2

U2

[
2(k1 + 4k2 + 2k3)

(
1− (k1 + 4k2 + 2k3)U

2

2J

)
U2ε + o(ε)

]
(5.99)
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To minimize the variations of stretch or compression resistance in different direc-

tions up to the first order of the strain ε, we have

k1+4k2−2k3 =
P1+2P2−

√
2P3

U
=

Eh3

2U2(1−ν)
(5.100)

According to (5.86) and (5.100), we have

k3 =
Eh(2U2 − h2)

8(1− ν)U2
(5.101)

k1 + 4k2 =
Eh(2U2 + h2)

8(1− ν)U2
(5.102)

The necessity to use the shearing springs is shown in (5.101). According to (5.99),

if we do not use shear springs and preloads, when φ = π/4, the linear part of the

resistance against stretch or compression will be zero. In simulation, the MSD system

will roll together in the diagonal direction. From another point of view, according to

the affine transformation relationship between the shear strain (stress) and the tensile

strain (stress), proper modeling of stretch and compression leads to proper modeling

of of shearing, and vice versa. Minimizing or limiting the variations of the resistance

against stretch or compression in different directions leads to very even shear resistance

in different directions.

From (5.96–5.98) and (5.100), we can get λ1r = −1/3. So the Poisson constant the

2D MSD model can achieve is 1/3. From (5.97), (5.99) and (5.100) we have

dEs
m(φ, ε, µ)

dε
=

2b2

3
(k1 + 4k2 + 2k3)ε + o(ε) (5.103)

According to (5.86) and (5.103), we have

dEs
m(φ, ε, µ)

dε
≈ 2b2

3

Eh

1− ν
ε =

2Ehb2

3(1− ν)
ε (5.104)
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For the continuum rectangular plate of size b×b and depth h under in-plane stretch or

compression perpendicular to its two opposite sides, in the direction of the y-axis for

example, there exists the state of plane stress. The strain energy is

Es
p(ε) =

1

2
Eε2 · b2h =

1

2
Eb2hε2 (5.105)

Then

dEs
p(ε)

dε
= Eb2hε (5.106)

Thus, the relative error of the stretch or compression resistance that the 2D MSD model

can provide compared with that of the continuum plate is

errs
m ≈ 2

3(1− ν)
− 1 =

3ν − 1

3(1− ν)
(5.107)

When ν = 0.3, the percentage of error is −4.76%. The error is approximately zero when

ν = 1/3.

5.3.2 The 2D MSD Model with Equilateral Triangle Meshes

In this subsection, we are going to optimize the parameters of the 2D MSD model

with equilateral triangle meshes (Fig. 5.4), which can be viewed as the direct 2D extension

of the 1D structured MSD model. In this model, since the triangle mesh itself can resist

shear deformation, we use only two types of spring, namely, structural springs for the

edges of the triangles and flexion springs between every other masses along the directions

of the edges of the triangle meshes. The dashed line segments parallel to the y′-axis are

used to even the boundary of the structure for graphics display (springs are not used for

these edges of the boundary triangles).
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Figure 5.4. 2D equilateral triangle meshed MSD model.

5.3.2.1 Optimizing the Spring Constants based on Axisymmetric Bending

In the MSD model for the circular plate with a radius of a, assume the length of

the edge of the equilateral triangle mesh to be U when the system is in its natural rest

state. For the MSD system to have the same stiffness against axisymmetric bending, the

energy increment in the system when bent into the same shape should be the same as

its continuum counterpart. Thus

N1W1(u) + N2W2(v)−N1W1(u0)−N2W2(v0) = π(1 + ν)Da2ρ2 (5.108)

where u and v are the displacements of the structural springs and flexion springs and

satisfy (5.7) and (5.8) respectively; N1 and N2 are the number of structural springs and

flexion springs respectively. The area of the equilateral triangle mesh is
√

3U2/4. Since

each triangle has three vertices and each vertex is shared between six triangles, each
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vertex corresponds to an area of
√

3U2/2. For an circular area of radius a, when a is

very large, the number of vertices it contains is approximately

Nv ≈ πa2

√
3U2

2

=
2
√

3πa2

3U2
(5.109)

Since each vertex connects to six structural (flexion) springs, and each structural (flexion)

spring connects two vertices, the numbers of the two types of springs are

Ni ≈ 3Nv ≈ 2
√

3πa2

U2
(i = 1, 2) (5.110)

From (5.108) and (5.110), when a À U , we have

W1(u) + W2(v)−W1(u0)−W2(v0) =

√
3(1 + ν)DU2ρ2

6
(5.111)

Similar to the 1D situation, we can obtain

−P1 + 8P2

12
U3ρ +

P1 + 32P2

480
U5ρ3 +

k1 + 64k2

288
U6ρ3 + O(ρ5) =

√
3(1 + ν)DU2ρ

3
(5.112)

For the first order approximation of (5.112), we have

P1 + 8P2 = −4
√

3(1 + ν)D

U
(5.113)

Similar to the 1D case, the equilibrium constraint is still (5.16). Further we can

obtain (5.17) and (5.18). According to (5.18) and (5.113), we can obtain

P1 =
4
√

3(1 + ν)D

3U
=

√
3Eh3

9(1− ν)U
(5.114)

P2 = −2
√

3(1 + ν)D

3U
= −

√
3Eh3

18(1− ν)U
(5.115)

For the third order approximation of (5.17) and (5.112), we can obtain

k1 =
4
√

3(1 + ν)D

3U2
=

√
3Eh3

9(1− ν)U2
(5.116)

k2 =

√
3(1 + ν)D

6U2
=

√
3Eh3

72(1− ν)U2
(5.117)
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The Hooke’s constants specified by (5.116) and (5.117) can also be obtained by the

operation point linear approximation method in chapter 4. Their values tend to be too

small to model the in-plane stretch or compression resistance of the plate, which is the

reason to optimize the Hooke’s constants of the springs based on stretch or compression

of the plate at the expense of the accuracy of the axisymmetric bending behavior.

5.3.2.2 Optimizing the Hooke’s Constants based on the Axisymmetric
Stretching

Similar to subsection 5.3.1.3, we can obtain the energy constraint for stretch or

compression below.

N1(W1(u)−W1(u0)) + N2(W2(v)−W2(v0)) =
πEha2ε2

1− ν
(5.118)

Equations (5.80) and (5.81) are still valid in this case.

When a À U , from (5.110) and (5.118), we have

W1(u) + W2(v)−W1(u0)−W2(v0) =

√
3EhU2ε2

6(1− ν)
(5.119)

Taking derivative with respect to ε on both sides of (5.119), from (5.2–5.5), (5.80) and

(5.81), we can obtain

(P1 + 2P2)U + (k1 + 4k2)U
2ε =

√
3EhU2ε

3(1− ν)
(5.120)

Then we can obtain (5.18) and

k1 + 4k2 =

√
3Eh

3(1− ν)
(5.121)

We have one extra degree of freedom to decide k1 and k2, which can be used to minimize

the boundary effect.
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5.3.2.3 Analysis of the Bending Resistance of the Equilateral Triangle Meshed
MSD Model in Different Directions

In this subsection, we check the accuracy of the cylindrical bending resistance in

different directions that the equilateral triangle meshed MSD model can achieve. Similar

to the case of rectangular meshes, the energy required to bend the model into a cylinder

of curvature ρ in the direction of the y-axis is

Eb
m(φ, ρ, µ) =

2
√

3b2

3U2

(
W1(u1)+W1(u2)+W1(u3)+W2(v1) + W2(v2) + W2(v3)

−W1(u1,0)−W1(u2,0)−W1(u3,0)−W2(v1,0)−W2(v2,0)−W2(v3,0)
)

(5.122)

where u1 and v1 are the displacements of the structural spring and the flexion spring

aligned with the x′-axis respectively; u2 and v2 are the displacements of the structural

spring and the flexion spring which make an angle of π/3 with the x′-axis; u3 and v3 are

the displacements of the structural spring and the flexion spring which make an angle of

2π/3 with the x′-axis.

According to Fig. 5.4, by projecting the springs on the x-axis and the y-axis, we

can obtain

u1 − u1,0 =

√(2

ρ
sin

U sin φρ

2

)2

+ U2(1 + µ)2 cos2 φ− U (5.123)

u2 − u2,0 =

√(2

ρ
sin

U sin(π/3− φ)ρ

2

)2

+ U2(1 + µ)2 cos2(π/3− φ)− U (5.124)

u3 − u3,0 =

√(2

ρ
sin

U sin(2π/3− φ)ρ

2

)2

+ U2(1 + µ)2 cos2(2π/3− φ)− U (5.125)

v1 − v1,0 =

√(2

ρ
sin(U sin φρ)

)2

+ 4U2(1 + µ)2 cos2 φ− 2U (5.126)

v2 − v2,0 =

√(2

ρ
sin

(
U sin(π/3− φ)ρ

))2

+ 4U2(1 + µ)2 cos2(π/3− φ)− 2U (5.127)

v3 − v3,0 =

√(2

ρ
sin

(
U sin(2π/3− φ)ρ

))2

+ 4U2(1 + µ)2 cos2(2π/3− φ)− 2U (5.128)



88

From (5.2–5.5), (5.18) and (5.122–5.128), we have

∂Eb
m(φ, ρ, µ)

∂µ
=

2
√

3b2

3U2

(
F1(u1)

∂u1

∂µ
+ F1(u2)

∂u2

∂µ
+ F1(u3)

∂u3

∂µ
+

F2(v1)
∂v1

∂µ
+ F2(v2)

∂v2

∂µ
+ F2(v3)

∂v3

∂µ

)

=
2
√

3b2

3U2
[
3

2
U(P1+2P2)+(

3

8
UP1+

3

4
UP2+

9

8
U2k1 +

9

2
U2k2)µ

+(
9

64
UP1 cos 6φ +

9

32
UP2 cos 6φ− 9

64
U2k1 cos 6φ

− 9

16
U2k2 cos 6φ− 9

32
UP1 − 9

16
UP2 +

9

32
U2k1 +

9

8
U2k2)µ

2 +

(
1

256
U3P1 cos 6φ +

1

32
U3P2 cos 6φ− 1

256
U4k1 cos 6φ

− 1

16
U4k2 cos 6φ +

1

128
U3P1 +

1

16
U3P2 − 1

128
U4k1

−1

8
U4k2)ρ

2 + o(ρ2) + o(µ2) + o(µρ)]

=
2
√

3b2

3U2
[B′µ + C ′ρ2 + G′µ2 + o(ρ2) + o(µ2) + o(µρ)] (5.129)

where

B′ =
3

8
UP1 +

3

4
UP2 +

9

8
U2k1 +

9

2
U2k2 =

9

8
U2k1 +

9

2
U2k2 (5.130)

C ′ =
1

256
U3P1 cos 6φ +

1

32
U3P2 cos 6φ− 1

256
U4k1 cos 6φ− 1

16
U4k2 cos 6φ +

1

128
U3P1 +

1

16
U3P2 − 1

128
U4k1 − 1

8
U4k2 (5.131)

G′ =
9

64
UP1 cos 6φ +

9

32
UP2 cos 6φ− 9

64
U2k1 cos 6φ− 9

16
U2k2 cos 6φ

− 9

32
UP1 − 9

16
UP2 +

9

32
U2k1 +

9

8
U2k2 (5.132)

Since the strain µ will minimize the potential energy of the MSD system, we can obtain

it as a function of ρ by letting ∂Eb
m(φ, ρ, µ)/∂µ = 0. Assume

µ = ft(ρ) = η1tρ + η2tρ
2 + o(ρ2) (5.133)

where the subscript t is used to indicate the triangle meshed MSD model.
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We have

B′η1tρ + B′η2tρ
2 + C ′ρ2 + G′η2

1tρ
2 + o(ρ2) = 0 (5.134)

Then we have η1t = 0, η2t = −C ′/B′. Obviously, µ is negligible when ρ is very small. We

have

µ = −C ′

B′ρ
2 + o(ρ2) (5.135)

Taking derivative with respect to ρ on both sides of (5.122), from (5.2–5.5), (5.18),

(5.123–5.128) and (5.135), we can obtain the cylindrical bending resistance of the model

with equilateral triangle meshes below.

dEb
m(φ, ρ, µ)

dρ
=

2
√

3b2

3U2

(
F1(u1)

du1

dρ
+ F1(u2)

du2

dρ
+ F1(u3)

du3

dρ
+ F2(v1)

dv1

dρ
+

F2(v2)
dv2

dρ
+ F2(v3)

dv3

dρ

)

=
2
√

3b2

3U2

[
F1(u1)

(∂u1

∂ρ
+

∂u1

∂µ

dµ

dρ

)
+ F1(u2)

(∂u2

∂ρ
+

∂u2

∂µ

dµ

dρ

)
+

F1(u3)
(∂u3

∂ρ
+

∂u3

∂µ

dµ

dρ

)
+ F1(v1)

(∂v1

∂ρ
+

∂v1

∂µ

dµ

dρ

)
+

F1(v2)
(∂v2

∂ρ
+

∂v2

∂µ

dµ

dρ

)
+ F1(v3)

(∂v3

∂ρ
+

∂v3

∂µ

dµ

dρ

)]

=
2
√

3b2

3U2

(
−3P1 + 24P2

32
U3ρ + O(ρ2)

)
(5.136)

We can see that the bending resistance does not change in different directions when ρ is

small. We can further obtain

dEb
m(φ, ρ, µ)

dρ
≈ 2

√
3b2

3U2

(
−3P1 + 24P2

32
U3ρ

)
=

3(1 + ν)Db2

4
ρ =

Eh3b2

16(1− ν)
ρ (5.137)

It is interesting that the optimized MSD model with equilateral triangle meshes provides

the same resistance against cylindrical bending as the one with rectangular meshes.
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5.3.2.4 Analysis of the Resistance against Stretching of the Equilateral
Triangle Meshed MSD Model in Different Directions

In this subsection, we check the resistance against stretch or compression in different

directions that the MSD model with equilateral triangle meshes can provide. We again

consider the 2D MSD model being stretched or compressed by strain ε in the direction of

the y-axis, which makes an angle φ withe the y′-axis. The longitudinal strain associated

with this strain to minimize the potential energy of the system is µ. Assume

µ = gt(ε) = λ1tε + o(ε) (5.138)

For the shaded b× b rectangular part of the model in Fig. 5.4, we have

Es
m(φ, ε, µ) =

2
√

3b2

3U2

(
W1(u1)+W1(u2)+W1(u3)+W2(v1) + W2(v2) + W2(v3)

−W1(u1,0)−W1(u2,0)−W1(u3,0)−W2(v1,0)−W2(v2,0)−W2(v3,0)
)
(5.139)

According to Fig. 5.4, by projecting the springs on the x-axis and the y-axis, we

have

u1 − u1,0 = U
√

(1 + ε)2 sin2 φ + (1 + µ)2 cos2 φ− U (5.140)

u2 − u2,0 = U
√

(1 + ε)2 sin2(π/3− φ) + (1 + µ)2 cos2(π/3− φ)− U (5.141)

u3 − u3,0 = U
√

(1 + ε)2 sin2(2π/3− φ) + (1 + µ)2 cos2(2π/3− φ)− U (5.142)

v1 − v1,0 = 2(u1 − u1,0) (5.143)

v2 − v2,0 = 2(u2 − u2,0) (5.144)

v3 − v3,0 = 2(u3 − u3,0) (5.145)

From (5.2–5.5), (5.18), (5.139–5.145), we have

∂Es
m(φ, ε, µ)

∂µ
=

2
√

3b2

3U2

(
F1(u1)

∂u1

∂µ
+ F1(u2)

∂u2

∂µ
+ F1(u3)

∂u3

∂µ
+ F2(v1)

∂v1

∂µ
+

F2(v2)
∂v2

∂µ
+ F2(v3)

∂v3

∂µ

)

=
2
√

3b2

3U2

(
H ′ε + J ′µ + o(ε) + o(µ)

)
(5.146)
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where

H ′ =
3

8
U2k1 − 1

8
U2k1 cos 4φ +

1

8
U2k1 sin

(π

6
+ 4φ

)
+

1

8
U2k1 cos

(π

3
+ 4φ

)

+
3

2
U2k2 − 1

2
U2k2 cos 4φ +

1

2
U2k2 sin

(π

6
+ 4φ

)
+

1

2
U2k2 cos

(π

3
+ 4φ

)

=
3

8
U2(k1 + 4k2) (5.147)

J ′ = U2
(
1 + cos4 φ− 2 cos2

(π

6
+ φ

)
+ cos4

(π

6
+ φ

)
+ cos4

(π

3
+ φ

))
(k1 + 4k2)

=
9

8
U2(k1 + 4k2) (5.148)

Let ∂Es
m(φ, ε, µ)/∂µ = 0, from (5.138) and (5.146–5.148) we have λ1t = −1/3.

Again we see that the MSD model with equilateral triangle meshes achieves the same

Poisson constant as the one with rectangular meshes.

Then from (5.2–5.5), (5.18), (5.138–5.145) we can obtain the resistance of the model

against stretching.

dEs
m(φ, ε, µ)

dε
=

2
√

3b2

3U2

(
F1(u1)

du1

dε
+ F1(u2)

du2

dε
+ F1(u3)

du3

dε
+

F2(v1)
dv1

dε
+F2(v2)

dv2

dε
+F2(v3)

dv3

dε

)

=
2
√

3b2

3U2

[
F1(u1)

(∂u1

∂ε
+

∂u1

∂µ

dµ

dε

)
+ F1(u2)

(∂u2

∂ε
+

∂u2

∂µ

dµ

dε

)

+F1(u3)
(∂u3

∂ε
+

∂u3

∂µ

dµ

dε

)
+ F1(v1)

(∂v1

∂ε
+

∂v1

∂µ

dµ

dε

)

+F1(v2)
(∂v2

∂ε
+

∂v2

∂µ

dµ

dε

)
+ F1(v3)

(∂v3

∂ε
+

∂v3

∂µ

dµ

dε

)]

=
2
√

3b2

3U2
[U2(k1 + 4k2)ε + o(ε)] (5.149)

When ε is small, we have

dEs
m(φ, ε, µ)

dε
≈ 2

√
3b2

3U2

[
U2(k1 + 4k2)ε

]
=

2Ehb2

3(1− ν)
ε (5.150)

This shows the MSD model with equilateral triangle meshes provides the same resistance

against stretching as the one with rectangular meshes when the deformation is small.
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As mentioned in subsection 5.3.1.4, the equilateral triangle meshed MSD model will also

provide the same shear resistance in different directions as that with rectangular meshes.

5.3.3 Boundary Effect for 2D MSD Models of Two Different Mesh
Structures

Similar to the 1D situation, the 2D MSD models with preload also have the side

effect of contraction due to the imbalance of the boundary masses. As mentioned in

subsection 5.3.1.3 and subsection 5.3.2.2, we have one extra degree of freedom to choose

the Hooke’s constants of the springs, which can be utilized to restrict the boundary effect

within small ranges close to the boundary.

For the rectangle meshed MSD model, according to appendix D, we can restrict

the boundary effect to the boundary springs by letting k2 = 0. From (5.102), we have

k1 =
Eh(2U2 + h2)

8(1− ν)U2
(5.151)

In this situation, we modeled a plate of depth 0.1 cm and size 32 cm×24 cm with a 16×12

rectangular mesh structure. The ratio of the contraction of the structural springs (due to

the boundary effect) to the desired length of the springs when the model is in its natural

rest state is shown in Fig. 5.5(a). Although the boundary springs have relatively larger

contractions, they are negligible in absolute terms.

For the MSD model with equilateral triangle meshes, its boundary effect is more

difficult to analyze. But when k2 = 0, the boundary effect is also very small. According

to (5.121), we have

k1 =

√
3Eh

3(1− ν)
(5.152)

We modeled a plate of the same depth and same size with an equilateral triangle meshed

MSD model and the boundary effect is shown in Fig. 5.5(b). We can see the boundary

effect of the equilateral triangle meshed MSD model is smaller than that of the rectangle

meshed MSD model.
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Figure 5.5. (a) Ratio of contraction at different positions in the 2D MSD model with
rectangular meshes; (b) ratio of contraction at different positions in the 2D MSD model
with equilateral triangle meshes.

Similar to the 1D situation (see appendix B.1), when k2 = 0, the boundary effects

for the MSD model with two different structures above are proportional to the square of

the depth h of the plate and in inverse proportion to U .

5.3.4 Lateral Resistance against Displacement for 2D MSD Models

Similar to subsection 4.3.5, in this subsection, we performed a series of experiments

to obtain the numerical relationship between lateral resistance and displacement at the

center of the MSD model for a circular plate of radius a for different discretization sizes

n (a = nU). We modeled a plate with a radius of 10 cm and depth of 0.01 cm and

optimized the spring constants for n = 1, 2, 4, 8 and 16 respectively and obtained the

characteristics for two model structures as shown in Fig. 5.6(a) and 5.6(b). The solid

line is the relationship indicated by (4.62) for the continuum plate. We can see that

the rectangle meshed MSD model with optimized parameters does not provide correct
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resistance against lateral displacement, instead, it provides much higher nonlinear lateral

resistance. This is a disadvantage of the rectangle meshed model.
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Figure 5.6. (a) Lateral resistance against displacement of the rectangle meshed MSD
system with preload for different discretization sizes; (b) Lateral resistance against dis-
placement of the equilateral triangle meshed MSD system with preload for different
discretization sizes.

However, for the MSD model with equilateral triangle meshes, as n increases (which

means higher resolution of discretization) the relationship between lateral resistance and

displacement approaches that of the continuum counterpart when the displacement is

small (d < U). Note that the 2D MSD model with equilateral triangle meshes optimized

in this chapter has the same preload as that optimized in chapter 4 but larger Hooke’s

constants.

In conclusion as shown in Table 5.1, the equilateral triangle mesh is superior.
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Table 5.1. Comparison between the two model structures

Rectangular mesh vs. equilateral triangle mesh
Axisymmetric bending No difference
Cylindrical bending No difference
Axisymmetric stretch No difference
Stretch or shear No difference
Lateral resistance The equilateral triangle mesh is more accurate.
Boundary effect The equilateral triangle mesh is smaller.
Implementation The rectangular mesh is easier.

5.4 Conclusion

This chapter describes accurate modeling of bending (or out-of-axis or out-of-plane

motion) resistance and stretching and shearing (or in-plane or in-axis motion) resistance

of the MSD models for both visual effect and physical accuracy. For 1D and 2D MSD

models, we demonstrate analytically and experimentally the necessity, feasibility and

efficacy of using preloads for modeling bending resistance.

We demonstrate that by optimizing the bending behaviors and the stretching be-

haviors, we can obtain a set of parameters for the 1D and 2D MSD models to closely

approximate their continuum counterparts. And for the 2D MSD models, the equilateral

triangle mesh structure is shown to be more accurate than the commonly used rectangular

mesh structure.



CHAPTER 6

PARAMETER OPTIMIZATION
FOR THE 1D AND 2D UNSTRUCTURED MSD MODELS

6.1 Introduction

The two approaches proposed in chapter 4 and 5 for optimizing the parameters

of the 1D and 2D MSD models are only suitable for structured models, while the 2D

structured model is difficult to fit into an irregular shape: an ellipse and a rectangle with

a hole for example. In this chapter, we extend the parameter optimization scheme to un-

structured 1D and 2D MSD models by matching the influence area (range) of each node

of the model and its continuum part [78]. Instead of deriving the optimal spring charac-

teristics, we derive a set of constraints on the preloads and Hooke’s constants and obtain

the optimal preloads and Hooke’s constants by solving two least square optimization

problems under constraints. By doing so, we are also able to eliminate the undesirable

boundary effect with the previous methods.

6.2 Optimizing the 1D MSD Model based on the Theory of Beam

6.2.1 Matching the Pure Bending

In this subsection, we seek constraints on the parameters of the 1D unstructured

MSD model for its best approximation to its continuum counterpart—the beam, under

pure bending. The beam is modeled by masses on its neutral plane linked by springs

between neighboring masses and every second mass. For the MSD model to be realistic,

it should be able to bend in a similar way as the beam does under certain boundary

conditions (Fig. 4.2 bottom). Each spring is shared by two masses. Thus, for mass m

96
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of the system, the energy increment in its influence range under pure bending on its Nm

connecting spring is

W b
ms(ρ) =

1

2

Nm∑
i=1

(
Wmi(umi)−Wmi(vmi)

)
(6.1)

where the subscript m is used to indicate mass m, the subscript s is used to indicate the

MSD model, Wmi(·) is the energy function of the ith spring connected to mass m, umi

is the displacement of that spring, vmi is the pre-displacement when the system is in its

natural rest state. The key point is, here we don’t restrict vmi to be zero to give more

freedom to parameter optimization. Note that for a boundary mass m, Nm = 2; for the

mass connecting to the boundary mass, Nm = 3; for other masses, Nm = 4.

Let the force-displacement relationship function of the ith spring connected to node

m be Fmi(umi). Then

Fmi(umi) = W ′
mi(umi) (6.2)

Assume the springs to be linear.

Fmi(umi) = Pmi + kmi(umi − vmi) (6.3)

where Pmi = Fmi(vmi). We call Pmi preload of the spring.

According to (4.2), the continuum bending elastic energy in the influence range of

node m is

W a
mb =

1

2
EIUρ2 =

EIρ2

4
(Vm−1 + Vm) = Bmρ2 (6.4)

where the subscript b indicates the beam, Umi is the length of ith spring connected to

mass m when the system is in its natural rest state, Vm is the distance between the

(m−1)th mass and the mth mass, and

Bm =
EI(Vm−1 + Vm)

4
(6.5)
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Then we have

1

2

Nm∑
i=1

(
Wmi(umi)−Wmi(vmi)

)
= Bmρ2 (6.6)

Next, we derive the relationship between the displacement of the spring and the

bending curvature. Let θmi be the angle that the ith spring connecting to mass m faces

to the center of the curvature. Let the rest length of the spring be Lmi. We can get

θmi =
Umiρ

2
(6.7)

sin θmi = sin
Umiρ

2
=

Umiρ

2
− U3

miρ
3

48
+ O(ρ5) (6.8)

cos θmi = cos
Umiρ

2
= 1− U2

miρ
2

8
+ O(ρ4) (6.9)

umi =
2

ρ
sin

Umiρ

2
− Lmi (6.10)

umi − vmi =
2

ρ
sin

Umiρ

2
− Umi = −U3

miρ
2

24
+ O(ρ4) (6.11)

dumi

dρ
=

Umi

ρ
cos

Umiρ

2
− 2

ρ2
sin

Umiρ

2
= −U3

miρ

12
+

U5
miρ

3

480
+ O(ρ5) (6.12)

Taking the derivative with respect to ρ on both sides of (6.6) and substitute (6.2)

into it, we have

1

2

Nm∑
i=1

Fmi(umi)
dumi

dρ
= 2Bmρ (6.13)

From (6.3), (6.11), (6.12) and (6.13), we have

Nm∑
i=1

−PmiU
3
miρ

12
+

(
PmiU

5
mi

480
+

kmiU
6
mi

288

)
ρ3 + O(ρ5) = 4Bmρ (6.14)

For the first order approximation of (6.14), we have

Nm∑
i=1

PmiU
3
mi = −48Bm (6.15)

We can see that as long as we want to model the bending energy approximately, the

preloads (or pre-displacements) of the springs cannot be all zero.
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For the approximation of (6.14) up to the third order, we have

Nm∑
i=1

3PmiU
5
mi + 5kmiU

6
mi = 0 (6.16)

Another point based on realism is that the masses that are not close to the boundary

should be in equilibrium during axisymmetric bending without external force, i.e. the

resultant force imposed by springs on the masses should be zero. Therefore,

Nm∑
i=1

Fmi sin
Umiρ

2
= 0 (6.17)

and
Nm∑
i=1

Fmiemi cos
Umiρ

2
= 0 (6.18)

where emi denotes the direction of the ith spring connected to node m. When the spring

is on the left side of the node, emi = 1; otherwise, emi = −1.

From (6.2), (6.8), (6.11) and (6.17), we have

Nm∑
i=1

(PmiUmiρ

2
−PmiU

3
miρ

3

48
− kmiU

4
miρ

3

48
+O(ρ5)

)
= 0 (6.19)

For the first order approximation of (6.19), we have

Nm∑
i=1

PmiUmi = 0 (6.20)

For the approximation of (6.19) up to the third order, we have

Nm∑
i=1

(PmiU
3
mi + kmiU

4
mi) = 0 (6.21)

From (6.2), (6.9), (6.11) and (6.18), we have

Nm∑
i=1

(
Pmi−PmiU

2
miρ

2

8
− kmiU

3
miρ

2

24
+O(ρ4)

)
emi = 0 (6.22)

For the zeroth order approximation of (6.22), we have

Nm∑
i=1

Pmiemi = 0 (6.23)
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Note that (6.23) is actually the equilibrium condition for each node when the system is

at its natural rest state. For the approximation of (6.22) up to the second order, we have

Nm∑
i=1

(3PmiU
2
mi + kmiU

3
mi)emi = 0 (6.24)

We use constraint (6.15), (6.20) and (6.23) to decide the preloads of the springs.

Although we can combine them with (6.16), (6.21) and (6.24) to determine Hooke’s

constants, we don’t do that. The first reason is that higher order approximation is

much less important than the low order approximation since higher order approximation

is meaningful only when the low order approximation is accurate. The second reason

is that Hooke’s constant is more crucial for the modeling of stretching or compressive

behavior. So we will derive the constraints on Hooke’s constants of the springs of the

MSD model based on axial stretching in the next subsection.

6.2.2 Matching the Axial Stretching

For a beam of length U under axial stretching with strain ε, we can obtain the

strain energy by using volume integral

Es
b (ε) =

∫

Ω

Eε2

2
dV =

Eε2

2
· AU =

EAU

2
ε2 (6.25)

where the superscript s is used to indicate stretch or compression and A is the area of

the cross section of the beam.

For the MSD model under the same strain, the energy consumed by the influence

range of mass m is

W s
ms =

1

2

Nm∑
i=1

(Wmi(umi)−Wmi(vmi)) (6.26)

where

umi = Umi(1 + ε)− Lmi (6.27)
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Then we have

1

2

Nm∑
i=1

(Wmi(umi)−Wmi(vmi))=
EAε2

4
(Vm−1+Vm)=Cmε2 (6.28)

where

Cm =
EA(Vm−1 + Vm)

4
(6.29)

Taking the derivative with respective to ε on both sides of (6.28), we can get

1

2

Nm∑
i=1

Fmi(umi)
dumi

dε
= 2Cmε (6.30)

From (6.2), (6.11), (6.12) and (6.30), we have

Nm∑
i=1

PmiUmi + kmiU
2
miε = 4Cmε (6.31)

According to (6.31), (6.20) must be valid and

Nm∑
i=1

kmiU
2
mi = 4Cm (6.32)

Since the MSD model should be stretched uniformly, we can obtain the equilibrium

equation for node m.
Nm∑
i=1

(Pmi + kmiUmiε)emi = 0 (6.33)

According to (6.33), (6.23) must be valid and

Nm∑
i=1

kmiUmiemi = 0 (6.34)

Besides the constraints above, we note that the spring constants must be positive for the

stability of the MSD system. And for real-time application, the spring constants must

be less than some positive value M for certain time step and mass value so that the

numerical integration is stable [62]. So we have

0 < kmi < M (6.35)
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6.2.3 Solving the Spring Constants

Obviously, (6.15) is related to the accuracy of modeling the bending resistance.

(6.20) and (6.23) are related to the shape of bending. i.e. if the MSD model can be bent

into the circular shape by exerting proper boundary conditions. Similarly, (6.32) is related

to the accuracy of modeling the stretch or compression resistance. (6.34) together with

(6.23) is important for even resistance for stretch or compression at different positions.

For the n-node MSD model described in subsection 6.2.1, there are 2n−3 springs. So there

are 4n−6 unknowns ( 2n− 3 preloads and 2n− 3 Hooke’s constants) to be determined.

At each node, (6.15) generates one instance of the linear constraint for the preloads. So

(6.15) corresponds to n linear constraint for the preloads, and they are all independent.

So does (6.23). However, (6.20) generates n linear constraints for the preloads among

which n−1 are independent.

To optimize the preloads of the springs, we treat the 2n−1 independent equations

corresponding to (6.20) and (6.23) as constraints, and the n equations corresponding

to (6.15) as multiple objectives. Generally it is impossible meet all those objectives

simultaneously since we have 3n−1 linear equations with 2n−3 unknowns. In other

words, we can not obtain the bending resistance around all nodes exactly.

For the optimization of the preloads, we treat (6.23) as constraints and the weighted

sum of (6.15) and (6.20) as the objective function. By adjusting the weights, we obtained

satisfactory results. For the optimization of the Hooke’s constants, we treat (6.35) as the

bounding constraint and the weighted sum of (6.32) and (6.34) as the objective function.

6.3 Optimizing the 2D MSD model based on the Theory of Plates

Figure 6.1 shows a 2D triangular mesh of a rectangular plate of constant depth with

a hole and that of an elliptical plate, created by a Delaunay mesh generation software
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called GMSH [79]. In the corresponding MSD model, we use ”structural” springs for

the edges of the triangles and assign masses for the vertices (nodes). To model bending

resistance between adjacent triangles [68,69], we add ”flexion” springs between the oppo-

site vertices of adjacent triangles. We do not need “shearing” springs for the triangular

meshes since this mesh structure itself can resist shear deformation. Note that structural

springs and flexion springs are not defined according to specific meshes. Both types of

springs interact to provide correct bending, stretching and shearing resistance.

(a) (b)

Figure 6.1. (a) A 2D unstructured triangular mesh of a rectangular plate with a hole;
(b) a 2D unstructured mesh of an ellipse.

We define the influence area of a vertex (node) according to the barycentric coor-

dinate of the point in each triangle incident to this vertex. The influence area of each

vertex is thus one third of the area of all the incident triangles (the shaded area in Fig.

6.1 for vertex T for example). If the plate has a constant mass density, each mass would

be proportional to its influence area.

The deformation of the 2D MSD model is achieved through the in-plane motion

and out-of-plane motion of the masses. Given a MSD model under certain external

interactions, it is very hard to even tell whether the motion of an individual node is
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realistic, let alone ensure such realism. However, we can tell the realism of the motion

of a cluster of linked masses by analyzing whether they form a particular shape under

certain load conditions. The primary load conditions we choose are cylindrical bending

and directional stretching because those two loading conditions are representative of the

in-plane motion and the out-of-plane motion respectively and the deformation of the

plate for both cases has a simple analytic expression.

Everything that we say in this dissertation for stretch is true for compression as

well. For visual realism, the MSD model should allow stretching and bending evenly

without significant artifacts. Further, for physical accuracy, the model should match

the physical plate in that it should have the same cylindrical bending resistance and

directional stretching resistance as the physical plate.

6.3.1 Matching the Bending in Different Directions

According to continuum mechanics [72], when an isotropic plate is bent into a

cylinder with a curvature of ρ under certain boundary conditions, there exists the state

of plane strain. Let the x-y-z coordinate system be associated with the neutral plane of

the plate with the z-axis aligned in the direction of depth and the y-axis in the direction

of bending. The strain and the stress in the direction of the y-axis are

εyy = ρz (6.36)

σyy =
E

1− ν2
εyy =

Eρz

1− ν2
(6.37)

where E is the modulus of elasticity of the plate material and ν is the Poisson constant.

Assume the area of the plate to be A and depth to be h. We can obtain the strain

energy of the plate.

W b
p (ρ) =

∫ h
2

0

σyyεyyAdz =
EAh3ρ2

24(1− ν2)
(6.38)
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where the superscript b denotes the cylindrical bending and the subscript p indicates the

plate.

Referring to Fig. 6.2, let the angle that the ith spring incident to node m makes

with the x-axis be βmi. Let the length of the ith spring incident to node m be Umi

when the model is in its natural rest (planar) state. Let the projection of the spring on

the x′-axis be wx and that on the y′-axis be wy. We have wx = Umi cos(βmi − φ) and

wy = Umi sin(βmi − φ).

Figure 6.2. The ith spring incident to node m before and after cylindrical bending.

Assume that the 2D MSD model of the plate is bent into the shape of a cylinder

of curvature ρ in the direction of the y′-axis (Fig. 6.1). The MSD model may stretch (or

contract) in the longitudinal direction to minimize the potential energy of the system.

Assume the associated longitudinal strain is µ. This passive strain should be small when

the curvature ρ is small. We can assume

µ = f(ρ) = η1ρ + η2ρ
2 + o(ρ2) (6.39)
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The two projection components of the spring turn into line mp′x and arc m̂p′y

respectively (Fig. 6.2 right). Since the longitudinal strain is µ, we have

mp′x = (1 + µ)wx = (1 + µ)Umi cos(βmi − φ) (6.40)

Since the neutral plane of the plate is not stretched in the latitudinal direction during

the cylindrical bending, arc m̂p′y will not change its length either, i.e. m̂p′y = wy. Let

the angle that this arc faces in the center C of the corresponding generating circle be ϕ.

Then we have

ϕ = ρm̂p′y = ρwy = ρUmi sin(βmi − φ) (6.41)

Thus

mp′y =
2

ρ
sin

ϕ

2
=

2

ρ
sin

ρUmi sin(βmi − φ)

2
(6.42)

Let the rest length of the ith spring incident to node m be Lmi, the displacement be

umi, and the pre-displacement be vmi when the MSD system is in its natural rest state.

Obviously, vmi = Umi−Lmi. Here we do not restrict vmi to zero to give more freedom to

the parameter optimization, of which the importance will be shown later.

From (6.40) and (6.42), we can obtain

umi =
√

(mp′x)2 + (mp′y)2 − Lmi

=

√
(
2

ρ
sin

Umiρ sin(βmi − φ)

2
)2 + (1 + µ)2U2

mi cos2(βmi − φ)− Lmi (6.43)

Let the energy function of the ith spring incident to node m be Wmi(umi), the

force-displacement relationship function of the spring be Fmi(umi). Then

Fmi(umi) = W ′
mi(umi) (6.44)

We use linear springs. Thus

Fmi(umi) = Pmi + kmi(umi − vmi) (6.45)
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where kmi is the Hooke’s constant of the spring and Pmi = Fmi(vmi). We call Pmi preload

of the spring.

According to (6.43), we have

umi − vmi =

√
(
2

ρ
sin

Umiρ sin(βmi − φ)

2
)2 + (1 + µ)2U2

mi cos2(βmi − φ)− Umi (6.46)

Each spring of the MSD system is shared by two nodes. Thus, for node m of

the system, the energy increment of the springs associated with its influence area under

cylindrical bending is assumed to be half the energy increment of all its Nm incident

springs.

W b
ms(φ, ρ, µ) =

1

2

Nm∑
i=1

(Wmi(umi)−Wmi(vmi)) (6.47)

where the subscript s denotes the MSD model.

From (6.44), (6.45), (6.46) and (6.47), we obtain

∂W b
ms(φ, ρ, µ)

∂µ
=

1

2

Nm∑
i=1

Fmi(umi)
∂umi

∂µ

= G1 + G2µ + G3ρ
2 + G4µ

2 + o(µ2) + o(ρ2) + o(µρ) (6.48)

where

G1=
Nm∑
i=1

PmiUmi

4
(1 + cos 2(βmi − φ)) (6.49)

G2=
Nm∑
i=1

PmiUmi

8
sin2 2(βmi − φ) +

kmiU
2
mi

2
cos4(βmi − φ) (6.50)

G3=
Nm∑
i=1

3(kmiUmi − Pmi)

4
Umi cos4(βmi − φ) sin2(βmi − φ) (6.51)

G4=
Nm∑
i=1

Pmi − kmiUmi

48
U3

mi cos2(βmi − φ) sin4(βmi − φ) (6.52)
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Since the strain µ will minimize the potential energy of the MSD system, we can

obtain it as a function of the curvature ρ by imposing ∂W b
ms(φ,ρ,µ)

∂µ
= 0. According to

(6.39) and (6.48), we have

G1+G2η1ρ+G2η2ρ
2+G3ρ

2+G4η
2
1ρ

2+o(ρ2)=0 (6.53)

From (6.49) and (6.53), we get

Nm∑
i=1

PmiUmi

2
(1 + cos 2(βmi − φ)) = 0 (6.54)

Note that (6.54) is very important for the prevention of the irregular Poisson effect of

the MSD model under cylindrical bending. If the summation on the left side is large, µ

will not be small when ρ is small and the model will show undesired drastic transverse

deformations under slight bending. Even worse, the model will not be able to maintain

its planar shape when it is its natural rest state.

Since φ is an arbitrary angle, from (6.54), we have

Nm∑
i=1

PmiUmi = 0 (6.55)

Nm∑
i=1

PmiUmi sin 2βmi = 0 (6.56)

Nm∑
i=1

PmiUmi cos 2βmi = 0 (6.57)

Under the condition of (6.54), from (6.53), we can obtain η1 = 0 and η2 = −G3

G2
.

Thus µ is negligible when ρ is small, which is consistent with the plate theory. From

(6.39), we have

µ = −G3

G2

ρ2 + o(ρ2) (6.58)
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Taking the derivative with respect to ρ on both sides of (6.47), from (6.44), (6.45),

(6.46), (6.56), (6.57) and (6.58), we can obtain

dW b
ms(φ, ρ, µ)

dρ
=

1

2

Nm∑
i=1

Fmi(umi)(
∂umi

∂ρ
+

∂umi

∂µ

dµ

dρ
)

=
Nm∑
i=1

[
PmiUmi

2
η2(1 + cos 2βmi cos 2φ + sin 2βmi sin 2φ) +

PmiU
3
mi

192
(−3 + 4 sin 2βmi sin 2φ + 4 cos 2βmi cos 2φ

− sin 4βmi sin 4φ− cos 4βmi cos 4φ)

]
ρ + o(ρ)

=
Nm∑
i=1

PmiU
3
mi

192
(−3 + 4 sin 2βmi sin 2φ + 4 cos 2βmi cos 2φ

− sin 4βmi sin 4φ− cos 4βmi cos 4φ)ρ + o(ρ) (6.59)

From (6.59), to have the same bending resistance in different directions, we can

obtain

Nm∑
i=1

PmiU
3
mi sin 2βmi = 0 (6.60)

Nm∑
i=1

PmiU
3
mi cos 2βmi = 0 (6.61)

Nm∑
i=1

PmiU
3
mi sin 4βmi = 0 (6.62)

Nm∑
i=1

PmiU
3
mi cos 4βmi = 0 (6.63)

From (6.59), under the condition of (6.60–6.63), we obtain the cylindrical bending

resistance corresponding to the influence area of node m.

dW b
ms(φ, ρ, µ)

dρ
= − 1

64

Nm∑
i=1

PmiU
3
miρ + o(ρ) (6.64)
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According to (6.38), the strain energy of the plate corresponding to the influence

area of node m is

W b
pm(ρ) =

∫ h
2

0

σyyεyyAdz =
EAmh3ρ2

24(1− ν2)
(6.65)

where Am is the influence area of node m.

To achieve physical accuracy, the MSD model in the influence area of an arbitrary

node m should have the same cylindrical bending stiffness as the continuum plate. From

(6.64) and (6.65), we can obtain

Nm∑
i=1

PmiU
3
mi = −16EAmh3

3(1− ν2)
(6.66)

From (6.66), we can clearly see the necessity to use preload on the springs for the

correct modeling of the bending resistance. When we use preload on the springs, any

node m should be in equilibrium when the MSD is in its natural rest state. Thus

Nm∑
i=1

Pmi sin βmi = 0 (6.67)

Nm∑
i=1

Pmi cos βmi = 0 (6.68)

6.3.2 Matching the Stretching in Different Directions

Assume the MSD model to be evenly stretched by strain ε in the direction of the

y′-axis, which makes angle φ with the y-axis (Fig. 6.1). The model will contract in the

direction of the x′-axis to minimize the potential energy. Assume this longitudinal strain

is µ. It should be a function of the strain ε. To have a regular Poisson effect, let

µ = g(ε) = λ1ε + λ2ε
2 + o(ε2) (6.69)

The energy increment associated with node m of the model is

W s
ms(φ, ε, µ) =

1

2

Nm∑
i=1

(Wmi(umi)−Wmi(vmi)) (6.70)
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where the superscript s indicates the stretching.

According to Fig. 6.1, by projecting the springs on the x′-axis and the y′-axis, we

can obtain

umi − vmi = Umi

√
(1 + ε)2 sin2(βmi − φ) + (1 + µ)2 cos2(βmi − φ)− Umi (6.71)

According to (6.44), (6.45) and (6.69–6.71), under the condition of (6.55), (6.56)

and (6.57), we obtain

∂W s
ms(φ, ε, µ)

∂µ
=

1

2

Nm∑
i=1

Fmi(umi)
∂umi

∂µ

=
1

2

(
2G1 + H1µ +H2ε + o(µ) + o(ε)

)
(6.72)

where

H1 =
Nm∑
i=1

1

4
PmiUmi sin

22(βmi − φ) +kmiU
2
mi cos4(βmi − φ) (6.73)

H2 =
Nm∑
i=1

1

4
(kmiUmi − Pmi)Umi sin

2 2(βmi − φ) (6.74)

Note that (6.54) (or (6.55), (6.56) and (6.57)) is also crucial for the prevention of the

irregular Poisson effect of the model under directional stretching.

By letting ∂W s
ms(φ,ε,µ)

∂µ
= 0, from (6.69) and (6.72) we can obtain H1λ1 + H2 = 0.

Under the condition of (6.55), we get

(3λ1 + 1)
Nm∑
i=1

kmiU
2
mi + 4λ1

Nm∑
i=1

kmiU
2
mi sin 2βmi sin 2φ +

4λ1

Nm∑
i=1

kmiU
2
mi cos 2βmi cos 2φ + (1− λ1)

Nm∑
i=1

(PmiUmi − kmiU
2
mi) sin 4βmi sin 4φ +

(1− λ1)
Nm∑
i=1

(PmiUmi − kmiU
2
mi) cos 4βmi cos 4φ = 0
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Since −λ1 corresponds to the Poisson constant, it is desired not to change with

angle φ. Thus λ1 = −1
3

and

Nm∑
i=1

kmiU
2
mi sin 2βmi = 0 (6.75)

Nm∑
i=1

kmiU
2
mi cos 2βmi = 0 (6.76)

Nm∑
i=1

(PmiUmi−kmiU
2
mi) sin 4βmi = 0 (6.77)

Nm∑
i=1

(PmiUmi−kmiU
2
mi) cos 4βmi = 0 (6.78)

Taking the derivative with respect to ε on both sides of (6.70), from (6.44), (6.45),

(6.55), (6.56), (6.57), (6.75), (6.76), (6.77) and (6.78), we can obtain the tensile resistance

of the MSD model corresponding to the influence area of node m.

dW s
ms(φ, ε, µ)

dε
=

1

2

Nm∑
i=1

Fmi(umi)(
∂umi

∂ε
+

∂umi

∂µ

dµ

dε
) =

1

2

Nm∑
i=1

kmiU
2
mi

3
ε + o(ε) (6.79)

For a plate of area Am and depth h under stretching in a certain direction, there

exists the state of plane stress. The strain energy of the plate corresponding to the

influence area of node m is

W s
mp(ε) =

1

2
Eε2 · Amh =

1

2
EAmhε2 (6.80)

To achieve physical accuracy for the MSD model, the model should have the same

stretching stiffness in the influence are of node m as the plate. From (6.79) and (6.80),

we can obtain

Nm∑
i=1

kmiU
2
mi = 6EAmh (6.81)

Besides the constraints above, the Hooke’s constants must be nonnegative for the

stability of the MSD system.

kmi ≥ 0 (6.82)
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6.3.3 Analysis of the Axisymmetric Bending Stiffness

In this section, we are going to check the axisymmetric bending stiffness of the

MSD model under the constraints we have derived, to partially validate our optimization

method. According to the elasticity theory of plate [71, 72], when an isotropic circular

plate of constant depth is bent by moments uniformly distributed along its edge, it will

deform into a parabolic surface. Assume the depth and radius of the plate to be h and a

respectively (h ¿ a). Let the rotation angle on the edge of the plate be α. When α ¿ 1,

the curvature is approximately the same everywhere, and hence the parabolic surface can

be approximated by a spherical cap with a radius of R = 1/ρ (Fig. 4.7). Then the elastic

energy distribution is approximately uniform. Thus, from (4.33), for any region of area

A on the plate, the bending elastic energy is

W a
p (ρ) = (1 + ν)DAρ2 (6.83)

Assume that the 2D MSD model of the circular plate is bent into a spherical cap

of curvature ρ. Since the middle plane of the plate is assumed to be unstrained in the

continuum theory of plates, we assume the geodesic between adjacent masses of the MSD

system for the plate does not change either. Let the length of the ith spring incident to

node m be Umi when the model is in its natural rest (planar) state and the angle it faces

to the center of the great circle be 2θmi when the model is bent into a spherical cap (Fig.

6.3).

According to Fig. 6.3, we can get

θmi = Umiρ (6.84)

umi − vmi =
2

ρ
sin

θmi

2
− Umi =

2

ρ
sin

Umiρ

2
− Umi = −U3

miρ
2

24
+ O(ρ4) (6.85)
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Figure 6.3. The ith spring incident to node m before (dashed line) and after (solid line)
the axisymmetric bending.

The energy increment of the springs associated with the influence area of node m

under axisymmetric bending is half the energy increment of all its Nm incident springs,

i.e.

W a
ms(ρ) =

1

2

Nm∑
i=1

(Wmi(umi)−Wmi(vmi)) (6.86)

where the superscript a is used to indicate axisymmetric bending.

According to (6.44), (6.45), (6.85) and (6.86), we can obtain the bending resistance

of the MSD model in the influence area of node m.

∂W a
ms(ρ)

∂ρ
= −

Nm∑
i=1

PmiU
3
mi

24
ρ + o(ρ) =

2EAmh3

9(1− ν2)
ρ + o(ρ) (6.87)

So if all the constraints are satisfied, the relative error of the axisymmetric bending

resistance that the 2D MSD model can provide compared with that of the continuum

plate is

errb
m ≈ 12

9(1 + ν)
− 1 =

1− 3ν

3(1 + ν)
(6.88)
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When ν = 1/3, which is exactly the only Poisson constant that the 2D MSD model

can achieve, the relative error is approximately zero.

6.3.4 Analysis of the Axisymmetric Stretching Stiffness

In this section, we are going to check the axisymmetric stretching stiffness of the

MSD model under the constraints we have derived. Assume the MSD model is ax-

isymmetircally stretched by a radial strain of ε. For node m of the MSD model under

axisymmetric stretching, the corresponding energy increment is

W c
ms(ε) =

1

2

Nm∑
i=1

(Wmi(umi)−Wmi(vmi)) (6.89)

where umi = Umi(1+ε)−Lmi and the superscript c indicates the axisymmetric stretching.

We have

umi − vmi = Uε (6.90)

From (6.44), (6.45), (6.55), (6.89) and (6.90), we can obtain the axisymmetric

stretching resistance.

dW c
ms(ε)

dε
=

1

2

Nm∑
i=1

PmiUmi + kmiU
2
miε =

1

2

Nm∑
i=1

kmiU
2
miε = 3EAmhε (6.91)

Let the circular plate in Fig. 4.7 be axisymmetrically stretched. Then a state of

plane stress exists. Assume the change of radius to be ∆a, and then we can obtain the

radial strain, tangential strain and shear strain.

εrr = εθθ =
∆a

a
= ε (6.92)

γrθ = 0 (6.93)

Further we can obtain the strain energy of the plate.

W c
p (ε) =

∫ ∆a

0

2πahσrr(r)dr =

∫ ∆a

0

2πahEr

(1− ν)a
dr =

πEha2ε2

1− ν
(6.94)
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The strain energy is the same everywhere when a plate is under axisymmetric

stretching. Thus for area Am on the plate corresponding to the influence area of node

m, the strain energy is

W c
mp(ε) =

EAmhε2

1− ν
(6.95)

Then the axisymmetric resistance is

dW c
mp(ε)

dε
=

2EAmhε

1− ν
(6.96)

Thus, if all the constraints are satisfied, the relative error of the tensile resistance

that the 2D MSD model provides compared with that of the continuum plate is

errs
m =

3(1− ν)

2
− 1 =

1− 3ν

2
(6.97)

When ν = 1/3, the relative error is approximately zero.

6.3.5 Solving the Spring Constants

In subsection 6.3.1, we derived ten constraints (6.55), (6.56), (6.57), (6.60), (6.61),

(6.62), (6.63), (6.66), (6.67) and (6.68) on the preloads of the springs in the MSD system

by matching the cylindrical bending of the model and the plate in different directions.

Equation (6.67) and (6.68) are hard constraints since they are the equilibrium conditions

for the masses of the model in its natural rest state. Equation (6.55), (6.56) and (6.57)

are soft constraints allowing for small errors, and they are important for the regularity of

the cylindrical bending shape (and also zero bending resistance threshold). Practically,

violation of these constraints often result in annoying artifacts. Equation (6.60), (6.61),

(6.62) and (6.63) are soft constraints to limit the variations of the cylindrical bending re-

sistance in different directions. Equation (6.66) is also a soft constraint, which determines

the magnitude of the cylindrical bending stiffness.
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Similarly, in subsection 6.3.2, we obtained five equality constraints (6.75), (6.76),

(6.77), (6.78) and (6.81) on the Hooke’s constants of the MSD model, among which (6.75),

(6.76), (6.77) and (6.78) constrain the model to have the same Poisson effect and tensile

stiffness in different directions, and (6.81) determines the magnitude of the directional

stretching stiffness. Note that (6.55), (6.56) and (6.57) are also essential for the model

to have a regular Poisson effect under directional stretching (and also zero stretching

resistance threshold).

From another point of view, for visual realism of the cylindrical bending in terms

of limiting the artifacts, we have constraints (6.55), (6.56) and (6.57). For the physical

accuracy with respect to bending, we have constraints (6.60), (6.61), (6.62), (6.63) and

(6.66). With constraint (6.67), (6.68) for the equilibrium of the model in its natural

rest state, we have ten equality constraints on the preloads of the springs at each node.

Similarly, for the visual realism of the directional stretching, we have constraints (6.55),

(6.56) and (6.57). For the physical accuracy, we have constraint (6.75), (6.76), (6.77),

(6.78) and (6.81). With constraint (6.82) for the stability of the model, we have five

equality constraints and one inequality constraint on the Hooke’s constants of the springs

at each node. Note that (6.77) and (6.78) are viewed as the constraints on the Hooke’s

constants because we will optimize the preloads on the spring in the first phase and the

Hooke’s constants in the second.

Assume the triangular mesh (obtained by Delaunay triangulation) has Nv vertices

with Nb of them on the boundary, Nh holes, Nt triangles and Ne edges with Ng of them

on the boundary. Assume the MSD model has Ns springs. Since every triangle has three

edges and each edge is shared by two adjacent triangles except those on the boundary,

we have

2Ne −Ng = 3Nt (6.98)
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Since the flexion springs are added between the opposite vertices of adjacent tri-

angles, each edge corresponds to a flexion spring except those on the boundary. In the

triangular mesh obtained through Delaunay triangulation, usually there are very few in-

terior vertices that have a valence of 4. Fig. 6.4 (a) shows a vertex M of valence 4. For

triangle pair 4MM1M2 and 4MM4M1, we need to add a flexion spring between M2 and

M4. For triangle pair 4MM2M3 and 4MM3M4, we need to add another flexion spring

between M2 and M4. These two flexion springs are dependent, and thus we only add

one flexion spring between M2 and M4. Similar argument is true for the flexion spring

between M1 and M4.

Even more rare, there are interior vertices of valence 3, which is only present in

the vicinity of the small input angle on the boundary for Delaunay triangulation. For a

vertex of valence 3, as shown in Fig. 6.4 (b), we will not add a flexion spring for triangle

pair QQ1Q2 and QQ3Q1 since this spring, if added, is not independent of the structural

spring between Q2 and Q3. Similarly we will not add flexion springs between Q1 and Q2,

and Q1 and Q3 either.

For an interior vertex of valence greater than 4, we can always add an independent

flexion spring striding each of its incident edges. Assume the numbers of interior vertices

that have valences of 3 and 4 to be N3 and N4 respectively. Then the number of flexion

springs is Ne −Ng − 3N3 − 2N4. Thus we have

Ns −Ne = Ne −Ng − 3N3 − 2N4 (6.99)

From (6.98) and (6.99), we have

Ns = 3Nt − 3N3 − 2N4 (6.100)

Next we calculate the sum of all the angles of the triangles of the mesh. For each

interior vertex, the sum of all the angles incident to it is 360. For the Nb0 vertices on



119

(a) (b)

Figure 6.4. (a) Triangles incident to vertex M of valence 4; (b) Triangles incident to
vertex Q of valence 3.

the outer boundary of the mesh, the sum of the angles incident to them is 180(Nb0 − 2).

For the Nbi vertices of the ith hole (i = 1, 2, · · · , Nh), the sum of the angles incident to

them is 180(Nbi + 2). Obviously, Nb =
∑Nh

i=0 Nbi. Then the sum of all the angles of the

triangles of the mesh obtained by adding the angles incident to each vertex is

S = 360(Nv −Nb) + 180(Nb0 − 2) +

Nh∑
i=1

180(Nbi + 2)

= 360(Nv + Nh −Nb − 1) + 180Nb (6.101)

Since the sum of the angles of each triangle is 180 degrees, we have

Nt =
S

180
= 2(Nv + Nh − 1)−Nb (6.102)

Usually Nh, N3, N4 ¿ Nv. From (6.100) and (6.102), we have

Ns = 6(Nv + Nh − 1)− 3Nb − 3N3 − 2N4 ≈ 6Nv − 3Nb (6.103)

For the MSD model of a 2D planar plate with triangular meshes, we have 10Nv−2

independent equations (constraints (6.67) and (6.68) each generate Nv − 1 independent
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equations) to solve the Ns preloads of the springs, and 5Nv equations and Nv inequations

to solve the Ns Hooke’s constants. Thus they are both overdetermined problems and can

be solved by the constrained linear-least square method. Of course, the resulting MSD

system will be less accurate than the ideal case in subsection 6.3.1 and 6.3.2 where all the

constraints can be met. To obtain the preloads of the springs, we minimize the objective

function below and treat (6.67) and (6.68) as hard constraints.

Ψ1 =
Nv∑

m=1

{
w1

( Nm∑
i=1

PmiUmi

)2

+w2

( Nm∑
i=1

PmiU
3
mi + 48Bm

)2

+w3

( Nm∑
i=1

PmiUmi sin 2βmi

)2

+

w3

( Nm∑
i=1

PmiUmi cos 2βmi

)2

+w4

( Nm∑
i=1

PmiU
3
mi sin 2βmi

)2

+w4

( Nm∑
i=1

PmiU
3
mi cos 2βmi

)2

+

w5

( Nm∑
i=1

PmiU
3
mi sin 4βmi

)2

+w5

( Nm∑
i=1

PmiU
3
mi cos 4βmi

)2
}

(6.104)

where w1, w2, w3, w4 and w5 are the weights.

After obtaining Pmi’s (i = 1, 2, · · · , Nm, m = 1, 2, · · · , Nv), we solve another mini-

mization problem under the inequality constraint (6.82) to obtain the Hooke’s constants

kmi’s. The objective function can be formulated in a similar way as (6.104).

6.4 Simulation

6.4.1 Comparing the optimized MSD model and the FEM

First, we simulate the MSD model of a 32 cm×24 cm plate of depth 0.1 cm (E =

1.0 × 107 N/cm2, ν=0.3) clamped horizontally at one short end and loaded by a force

F = 1N at one corner on the other end (Fig. 6.5(a)). Unlike chapter 5, here we use

the unstructured MSD model with triangular meshes. We compare the deformations of

the MSD model with preload and without preload with the deformation obtained by

ANSYS (an FEM software package). The relative errors for the largest deformations of

the MSD model with preload and without preload are 7.8% and 20 times respectively.

The deformation comparison is shown in Fig. 6.5(b). For the preloaded MSD model, the
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deformation is very close to and almost indistinguishable from that obtained by FEM,

which validates our parameter optimization scheme.
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Figure 6.5. (a) A plate clamped at one end and loaded at one of the corners on the
other end; (b) Comparison of the results from the unstructured MSD model with preload
(middle), without preload (bottom) and the FEM result (top) under point load at one
corner; (c) Comparison of the results from the unstructured MSD model with (middle)
and without (bottom) preload, and the FEM result (top) under pressure load.

We also simulate the MSD model of the clamped plate above under downward

pressure P =0.002N/cm2. The relative errors for the largest deformations are 28% and

33.5 times respectively. The deformation comparison is shown in Fig. 6.5(c).

Second, we simulate the unstructured MSD model of a 32 cm×24 cm plate of depth

0.1 cm with a hole of radius 6.0 cm at the center clamped horizontally at one short end

and loaded by a force F = 1N at one corner on the other end. The relative errors for the

largest deformations are 16% and 19.2 times respectively. The deformation comparison

is shown in Fig. 6.6(a).

We also simulate the MSD model of the clamped plate above under downward

pressure P = 0.002N/cm2. The relative errors for the largest deformations are 45%

and 39.3 times respectively. The deformation comparison is shown in Fig. 6.6(b). The
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deformation of the preloaded MSD model is also very close to that from FEM, which

further validates our parameter optimization scheme.
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Figure 6.6. Comparison of the results from the unstructured MSD model with preload
(middle), without preload (bottom) and the FEM result (top) under point load at one
corner (a) and under pressure load (b).

6.4.2 Simulation of the mesh placement procedure

In traditional MSD model based cloth simulation, all the springs were assumed to

be at rest when the system is in its natural rest state. As shown in subsection 6.3.3 and

6.3.1, such a scheme will not be physically correct with respect to bending resistance.

In this subsection we will simulate the mesh placement procedure in a VR based

hernia surgery simulation, in which a plastic mesh is placed upon the defective area of

the abdominal wall of the patient. During the procedure, the plastic mesh is trimmed

into a proper shape (close to an ellipse), rolled into a cylinder by hand. The it is inserted

into the abdominal area where it unrolls itself. The surgeon use instruments to place

and fix the mesh at a proper position. There are two problems for the traditional MSD

model to model this plastic mesh. First, the traditional model usually uses rectangular
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meshes, which has difficulty modeling irregular shapes. Second, the traditional model

has zero first order resistance against bending, thus it flattens out very slowly when the

curvature is very small.

For this simulation, we preset the MSD model rolled spirally. In the polar coordi-

nate system with origin at the center of the cylinder of the outer tube, let the position

of the masses be

r(β) = Rt(1− cβ) (6.105)

When the simulation starts, the MSD model will span out to achieve an equilibrium

condition in the tube: the outer layer is constrained by the tube and the inner layers

are constrained by outer layers of the model. The penetration of the inner layer into

the outer layers is resolved by forcing the inner layer and its adjacent outer layer spaced

between a certain interval [Tl, Th]. The initial setting of the MSD model is shown in Fig.

6.7(a) and a snap shot of the simulation is shown in Fig. 6.7(b). The MSD model with

preload unrolls very fast (much faster than that without preload) and looks very realistic.

(a) (b)

Figure 6.7. The initial setting (a) and the unrolling process (b) of the plastic mesh.
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6.5 Conclusion

This chapter investigates accurate modeling of bending resistance, stretching re-

sistance and shearing resistance of the 2D MSD models with unstructured triangular

meshes. We show analytically and experimentally the necessity and efficacy of using

preloads for modeling bending resistance. We believe our work exploits the potential of

the 2D MSD model and makes it much more realistic and usable where physical accuracy

of the model is critical.

We demonstrate that by optimizing the bending behaviors and the stretching be-

haviors, we can obtain a set of parameters for the 2D MSD model to closely approximate

its continuum counterpart. The resulting MSD model can be applied in surgical simula-

tions or computer games supporting haptics.



CHAPTER 7

3D MSD MODEL PARAMETER OPTIMIZATION

7.1 Introduction

In this chapter, the parameter optimization scheme is extended to 3D MSD models

for both structured meshes and unstructured meshes [80]. Since the 3D MSD model does

not have the same difficulty modeling bending resistance as the 1D and 2D MSD models,

preload is not indispensable for its physical accuracy. From another point of view, using

preload will make the optimization scheme much more complicated without significant

payoff in terms of accuracy. Therefore, we choose not to use preloads for the 3D MSD

model.

Usually, hexahedral meshes are adopted for the 3D MSD model. The MSD model

with this structured meshes can be viewed as a discrete approximation method for inte-

grating the Lagrange differential equation of motion [81] or as a finite difference of the

wave equation [82] [83]. Although the parameters of the structured MSD model can be

estimated from the material properties by either method, the coupling effect between

shearing resistance and tensile resistance modeling has not been resolved.

Generally we have to use the 3D unstructured MSD model to fit the irregular

boundary of the deformable object. Since the tetrahedron mesh is the most common

3D unstructured mesh, we propose a method to optimize the parameters of the MSD

model with tetrahedral meshes based on continuum mechanics theory. This method can

also be applied to 3D structured MSD models. Particularly, this method can resolve the

coupling effect between shearing resistance and tensile resistance completely and results

in a very effective and accurate model.

125
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7.2 3D Unstructured MSD Model Parameter Optimization

7.2.1 Matching the Model and the Real Object in Different Directions

The 3D MSD model of a real object is constructed based on its tetrahedral meshes

by applying springs for all the edges of the tetrahedra and masses for all the vertices.

Fig. 7.1 shows the 3D MSD model with tetrahedral meshes of a circular shaft.

Figure 7.1. The 3D MSD model with tetrahedral meshes of a circular shaft.

Let the angle that the ith spring emanating from node m makes with the z-axis be

αmi, and the angle that its projection on the x−y plane makes with the x-axis be βmi. Then

the unit directional vector of the spring is ~emi = (sin αmi cos βmi, sin αmi sin βmi, cos αmi).

Assume the ith spring incident to node m to be at rest when the model is in its natural

rest state, its rest length to be Umi, and its displacement to be umi when the model

deforms.

Let the energy function of the ith spring incident to node m be Wmi(umi), and the

force-displacement relationship function of the spring be Fmi(umi). Then

Fmi(umi) = W ′
mi(umi) (7.1)



127

We use linear springs (without preload). Thus

Fmi(umi) = kmiumi (7.2)

where kmi is the Hooke’s constant of the spring.

Assume the MSD model to be evenly stretched by strain ε in the direction of vector

~n. The model will contract transversely to minimize the potential energy. Assume this

longitudinal strain to be µ. It should be a function of the strain ε in the direction of the

y-axis. To have regular Poisson effects, we can assume

µ = g(ε) = λ1ε + λ2ε
2 + o(ε2) (7.3)

Assume that ~n = (sin α cos β, sin α sin β, cos α). Let the angle that vector ~emi makes

with vector ~n be φmi. Then

cos φmi = sin α cos β sin αmi cos βmi + sin α sin β sin αmi sin βmi + cos α cos αmi (7.4)

By projecting the spring in the direction of ~n, we can obtain

umi =
(√

(1+ε)2 cos2 φmi+(1+µ)2 sin2 φmi−1
)
Umi (7.5)

Each spring of the MSD system is shared by two nodes. Thus, for node m of the

system, the energy increment of the springs associated with its influence volume under

directional stretching is half the energy increment of all its Nm incident springs.

W s
ms(α, β, ε, µ) =

1

2

Nm∑
i=1

Wmi(umi) (7.6)

where the superscript s indicates the stretch and the subscript s is used to indicate the

MSD system.
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Then

∂W s
ms(α, β, ε, µ)

∂µ
=

1

2

Nm∑
i=1

Fmi(umi)
∂umi

∂µ

=
1

2

Nm∑
i=1

kmiU
2
mi(sin

4 φmiµ + sin2 φmi cos2 φmiε) + o(ε) + o(µ)

=
1

2
(A1µ + A2ε) + o(ε) + o(µ) (7.7)

where

A1 =
Nm∑
i=1

kmiU
2
mi sin

4 φmi (7.8)

A2 =
Nm∑
i=1

kmiU
2
mi sin

2 φmi cos2 φmi (7.9)

From (7.3) and (7.7), we have λ1A1 + A2 = 0. Then

Nm∑
i=1

kmiU
2
mi

8
[1 + 3λ1 − 4λ1 cos 2φmi + (λ1 − 1) cos 4φmi] = 0 (7.10)

From (7.4), we can obtain

cos 2φmi =
∑
m,n

[am,n cos(mα+nβ) + bm,n sin(mα+nβ)]

(m = 0, 2, n = 0,±1,±2) (7.11)

cos 4φmi =
∑
m,n

[cm,n cos(mα+nβ) + dm,n sin(mα+nβ)]

(m = 0, 2, 4, n = 0,±1,±2,±3,±4) (7.12)

where the nonzero coefficients are listed in appendix E.1.

From (7.10-7.12), we can obtain

Nm∑
i=1

kmiU
2
mi[1 + 3λ1 − 4λ1a0,0 + (λ1 − 1)c0,0] = 0 (7.13)

Nm∑
i=1

kmiU
2
mi[−4λ1am,n + (λ1 − 1)cm,n] = 0 (7.14)

Nm∑
i=1

kmiU
2
mi[−4λ1bm,n + (λ1 − 1)dm,n] = 0 (7.15)
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Since α and β are arbitrary, from (7.10-7.12), (E.1), (E.3), (E.13), (E.16) and

(E.25), we can obtain

Nm∑
i=1

kmiU
2
mi[69 + 251λ1 + (4− 68λ1) cos 2αmi + 9(λ1 − 1) cos 4αmi] = 0 (7.16)

Nm∑
i=1

kmiU
2
mi[1− 17λ1 + (4− 52λ1)8 cos 2αmi + 5(λ1 − 1) cos 4αmi] = 0 (7.17)

Nm∑
i=1

kmiU
2
mi[9 + 20 cos 2αmi + 35 cos 4αmi] = 0 (7.18)

Let x =
∑Nm

i=1 kmiU
2
mi, y =

∑Nm

i=1 kmiU
2
mi cos 2αmi, z =

∑Nm

i=1 kmiU
2
mi cos 4αmi. From (7.16),

(7.17) and (7.18), we have

(69 + 251λ1)x + (4− 68λ1)y + (9λ1 − 9)z = 0 (7.19)

(1− 17λ1)x + (4− 52λ1)y + (5λ1 − 5)z = 0 (7.20)

9x + 20y + 35z = 0 (7.21)

It is desired λ1 is the same negative value at every node for arbitrary values of α and β.

To have nonzero solutions to the equation system above, we have λ1 = −1
4

or 1
8
. Thus

λ1 = −1
4
. Further we can get

y = −1

3
x (7.22)

z = − 1

15
x (7.23)

From (7.10-7.12) and (E.1–E.51), we can obtain

Nm∑
i=1

kmiU
2
mi[69 + 251λ1 + (4− 68λ1) cos 2αmi + 9(λ1 − 1) cos 4αmi] = 0 (7.24)

Nm∑
i=1

kmiU
2
mi[(20λ1 − 4) cos 2αmi cos 2βmi + (1−17λ1) cos2βmi+

3(1−λ1) cos4αmi cos2βmi]=0 (7.25)
Nm∑
i=1

kmiU
2
mi[(20λ1 − 4) cos 2αmi sin 2βmi + (1−17λ1) sin 2βmi+



130

3(1−λ1) cos4αmi sin 2βmi]=0 (7.26)
Nm∑
i=1

kmiU
2
mi[1− 17λ1 + (4− 52λ1) cos 2αmi + 5(1− λ1) cos 4αmi] = 0 (7.27)

Nm∑
i=1

kmiU
2
mi[(18λ1 − 2) sin 2αmi sin βmi + (1− λ1) sin 4αmi sin βmi] = 0 (7.28)

Nm∑
i=1

kmiU
2
mi[(18λ1 − 2) sin 2αmi cos βmi + (1− λ1) sin 4αmi cos βmi] = 0 (7.29)

Nm∑
i=1

kmiU
2
mi[(5λ1 − 1) cos 2βmi − 4λ1 cos 2αmi cos 2βmi +

(1− λ1) cos 4αmi cos 2βmi = 0 (7.30)
Nm∑
i=1

kmiU
2
mi[(5λ1 − 1) sin 2βmi − 4λ1 cos 2αmi sin 2βmi +

(1− λ1) cos 4αmi sin 2βmi = 0 (7.31)
Nm∑
i=1

kmiU
2
mi[9 cos 4βmi − 12 cos 2αmi cos 4βmi + 3 cos 4αmi cos 4βmi] = 0 (7.32)

Nm∑
i=1

kmiU
2
mi[9 sin 4βmi − 12 cos 2αmi sin 4βmi + 3 cos 4αmi sin 4βmi] = 0 (7.33)

Nm∑
i=1

kmiU
2
mi[2 sin 2αmi sin 3βmi − sin 4αmi sin 3βmi] = 0 (7.34)

Nm∑
i=1

kmiU
2
mi[2 sin 2αmi cos 3βmi − sin 4αmi cos 3βmi] = 0 (7.35)

Nm∑
i=1

kmiU
2
mi[35 cos 4αmi + 20 cos 2αmi + 9] = 0 (7.36)

Nm∑
i=1

kmiU
2
mi[2 sin 2αmi sin βmi + 7 sin 4αmi sin βmi] = 0 (7.37)

Nm∑
i=1

kmiU
2
mi[2 sin 2αmi cos βmi + 7 sin 4αmi cos βmi] = 0 (7.38)

Nm∑
i=1

kmiU
2
mi[3 cos 2βmi + 4 cos 2αmi cos 2βmi − 7 cos 4αmi cos 2βmi] = 0 (7.39)

Nm∑
i=1

kmiU
2
mi[3 sin 2βmi + 4 cos 2αmi sin 2βmi − 7 cos 4αmi sin 2βmi] = 0 (7.40)
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Equation (7.25), (7.30) and (7.39) are not independent since we can obtain (7.25)

by adding (7.30) multiplied by −4 and (7.39) multiplied by λ1−1. We have a similar

argument for (7.26), (7.31) and (7.40).

From (7.28–7.29) and (7.37–7.38), we can obtain

Nm∑
i=1

kmiU
2
mi sin 2αmi sin βmi = 0 (7.41)

Nm∑
i=1

kmiU
2
mi sin 2αmi cos βmi = 0 (7.42)

Nm∑
i=1

kmiU
2
mi sin 4αmi sin βmi = 0 (7.43)

Nm∑
i=1

kmiU
2
mi sin 4αmi cos βmi = 0 (7.44)

Substituting λ1 = −1
4

into (7.24), (7.27-7.31), we have

Nm∑
i=1

kmiU
2
mi(25 + 84 cos 2αmi − 45 cos 4αmi) = 0 (7.45)

Nm∑
i=1

kmiU
2
mi(21 + 68 cos 2αmi − 25 cos 4αmi) = 0 (7.46)

Nm∑
i=1

kmiU
2
mi(5 sin 4αmi sin βmi − 26 sin 2αmi sin βmi) = 0 (7.47)

Nm∑
i=1

kmiU
2
mi(5 sin 4αmi cos βmi − 26 sin 2αmi cos βmi) = 0 (7.48)

Nm∑
i=1

kmiU
2
mi(9 cos 2βmi − 4 cos 2αmi cos 2βmi − 5 cos 4αmi cos 2βmi) = 0 (7.49)

Nm∑
i=1

kmiU
2
mi(9 sin 2βmi − 4 cos 2αmi sin 2βmi − 5 cos 4αmi sin 2βmi) = 0 (7.50)

From (7.5), (7.6), (7.11) and (7.12), we obtain

dW s
ms(α, β, ε, µ)

dε
=

1

2

Nm∑
i=1

Fmi(umi)

(
∂umi

∂µ

dµ

dε
+

∂umi

∂ε

)
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=
1

2

Nm∑
i=1

kmiU
2
mi

[
(sin2 φmi cos2 φmi + λ1 sin4 φmi)µ +

(cos4 φmi + λ1 sin2 φmi cos2 φmi)ε
]
+ o(µ) + o(ε)

=
1

2

Nm∑
i=1

kmiU
2
mi(cos2 φmi + λ1 sin2 φmi)

2ε + o(ε)

=
1

16

Nm∑
i=1

kmiU
2
mi

[
3λ2

1 + 2λ1 + 3 + 4(1− λ2
1) cos 2φmi +

(λ1 − 1)2 cos 4φmi

]
ε + o(ε) (7.51)

The MSD model should have the same stiffness in different directions, thus 4(1 +

λ1) cos 2φmi +(1−λ1) cos 4φmi should be same for different values of α and β. From (E.2-

E.12), (E.14-E.20) and (E.34-E.39), we have two additional independent constraints.

Nm∑
i=1

kmiU
2
mi(38 sin2αmi sinβmi+5 sin4αmi sinβmi)=0 (7.52)

Nm∑
i=1

kmiU
2
mi(38 sin2αmi cosβmi+5 sin4αmi cosβmi)=0 (7.53)

From (7.22–7.23), (7.51) and (7.52-7.53), we obtain

dW s
ms(α, β, ε, µ)

dε
=

1

16

Nm∑
i=1

kmiU
2
mi

[
3λ2

1 + 2λ1 + 3 + (1− λ2
1)(cos 2αmi − 1) +

(λ1 − 1)2

64
(9 cos 4αmi − 4 cos 2αmi − 5)

]
ε + o(ε)

=
1

30
(8λ2

1 + 4λ1 + 3)
Nm∑
i=1

kmiU
2
miε + o(ε)

=
1

12

Nm∑
i=1

kmiU
2
miε + o(ε) (7.54)

Assume a real object is stretched evenly by a strain of ε in the direction of unit

vector ~n and the material is isotropic. Then the elastic energy for a region of volume V

is

Wr(ε) =
EV ε2

2
(7.55)
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where the subscript r is used to indicate the real object.

According to (7.55), the stretching elastic energy of the object in the influence

volume of node m is

W s
mr =

EVmε2

2
=

1

8
Eε2

tm∑
i=0

Vmi =
1

2
Smε2 (7.56)

where Vm is the influence volume of node m, Vmi is the area of the ith tetrahedron

incident to it, tm is the number of tetrahedra incident to it and

Sm = EVm =
E

4

tm∑
i=1

Vmi (7.57)

Thus

dW s
mr

dε
= Smε (7.58)

For the MSD model to be physically accurate, the energy increment for the springs

in the MSD system should be the same as the stretching elastic energy of the object

under the same strain. Then, the stretching resistance of the MSD model associated

with the influence volume of node m should also be the same as that of the real object

in that volume. From (7.54) and (7.57), we have

1

12

Nm∑
i=1

kmiU
2
mi = Sm (7.59)

In addition, the Hooke’s constants must be nonnegative for the stability of the

model and not too large for fast evolving of the model, i.e.

0 ≤ kmi ≤ M (7.60)

7.2.2 Solving the Spring Constants

In the previous section, we derived eighteen constraints on the Hooke’s constant of

the springs incident to each node, among which (7.32–7.40) and (7.45–7.50) constrain the
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MSD to have regular Poisson effects, (7.52–7.53) constrain the model to have the same

characteristics in different directions and (7.59) constrains the MSD model to have the

desired stiffness. Besides, the Hooke’s constants must be nonnegative for the stability of

the dynamic system.

Generally, we will have more constraints than the number of springs. So those con-

straints will not be met exactly and thus the MSD model will not have the exact stiffness

and Poisson effect as the theoretical result. Here we solve this over-determined optimiza-

tion problem under hard constraint (7.60) by the constrained least square optimization

method.

7.3 3D Structured MSD Model Parameter Optimization

The 3D structured MSD model is often constructed on the cubic meshes. Let

the height of the cube be h. For simplicity, assume the cubic mesh is aligned with the

Cartesian coordinate system x-y-z (7.2).

Figure 7.2. Springs on the cubic mesh of the three types of structured MSD model.

Nodes on the same cube are connected by springs along the edges, along the diago-

nals of the six surfaces and along the center diagonals. Then each node that is not on the

boundary has 6 edge springs, 12 surface diagonal springs and 8 center diagonal springs.
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Let the Hooke’s constants of the springs along the x-axis, y-axis and z-axis be k1. Let

the Hooke’s constants of the springs along the main and auxiliary surface diagonal be

k2. Let the Hooke’s constants of the center diagonal springs be k3. Then according to

Fig. 7.2 left We can obtain the angles between the springs emanating from each node

and the positive z-axis and the angles between the projections of the springs on the x-y

plane and the positive x-axis below.

αpx = αnx = αpy = αny = αpxpy = αpxny = αnxny = αnxpy = βpy = −βny

= βpypz = βpynz = −βnypz = −βnynz =
π

2
(7.61)

αpz = βpx = βpz = βnz = βpxpz = βpxnz = 0 (7.62)

βpxpy = βpxpypz = βpxpynz = −βpxny = −βpxnypz = −βpxnynz = αpypz

= αnypz = αpxpz = αnxpz =
π

4
(7.63)

βnxpy = βnxpypz = βnxpynz = αpynz = αnynz = αpxnz = αnxnz =
3π

4
(7.64)

βnx = βnxpz = βnxnz = αnz = π (7.65)

αpxpypz = αnxpypz = αnxnypz = αpxnypz = arctan
√

2 (7.66)

αpxpynz = αnxpynz = αnxnynz = αpxnynz = π − arctan
√

2 (7.67)

βnxny = βnxnypz = βnxnynz =
5π

4
(7.68)

where the subscript px (or py or pz) indicates the springs pointing to the positive x-

axis (or y-axis or z-axis) direction; the subscript nx (or ny or nz) indicates the springs

pointing to the negative x-axis (or y-axis or z-axis) direction; the subscripts pxpy, nxpy,

pxny and nxny, (or pypz, nypz, pynz and nynz or pxpz, nxpz, pxnz and nxnz) indicate

the diagonal springs on the surfaces parallel to the x-y (or y-z or x-z) plane; the sub-

script pxpypz (or pxpynz) denotes the center diagonal springs pointing upper (or lower)

northeast; the subscript pxnypz (or pxnynz) denotes the center diagonal springs pointing

upper (or lower) southeast; the subscript nxnypz (or nxnynz) denotes the center diag-



136

onal springs pointing upper (or lower) southwest and the subscript nxpypz (or nxpynz)

denotes the center diagonal springs pointing upper (or lower) northwest.

Applying constraints (7.32–7.40), (7.45–7.50) and (7.52–7.53), interestingly, we ob-

tain only one constraint on the Hooke’s constants of the springs.

3k1 − 3k2 − 8k3 = 0 (7.69)

And from (7.59), we have

k1 + 4k2 + 4k3 = 4Eh (7.70)

Totally, there are only two constraints (7.69) and (7.70) on the Hooke’s constants of the

three types of springs. Thus we can get rid of one type of springs to reduce computation

without significantly influencing the behavior of the MSD model. Note that edge springs

have to be used because the Hooke’s constants have to be positive for the stability of the

model.

If we choose not to use the diagonal springs of the cube (Fig. 7.2 middle), i.e.

k3 = 0, we have

k1 = k2 =
4Eh

5
(7.71)

If we choose not to use the diagonal springs on the surfaces of the cube (Fig. 7.2

right), i.e. k2 = 0, we have

k1 =
8Eh

5
(7.72)

k3 =
3Eh

5
(7.73)

Equations (7.71–7.73) are valid for the springs that are not on the boundary. For

those surface diagonal springs on the boundary, since they are otherwise shared by two

adjacent hexahedra, we should use half the spring constants. For those edge springs on

the boundary, since they are otherwise shared by four adjacent hexahedra, we should use

i/4 of the spring constants if they are shared by i hexahedra, where i = 1, 2, 3.
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7.4 Validation

7.4.1 Simulating an Elastic Cube

First, we experiment with an MSD model of a 10 cm×10 cm×10 cm cube (E =

10N/cm2) with hexahedral meshes. We stretch and compress the MSD model in the

direction of the x-axis, y-axis and then z-axis by a series of displacements. Theoretically,

for the real cube under axial stretching [76] we have

F = EAε =
EA∆L

L
= 1000∆L (7.74)

where A is the area of the cross section of the cube, ε is the axial strain, L is the original

dimension of the cube and ∆L is the elongation.

For the structured MSD model with parameters obtained from (7.71), the Poisson

effects in the lateral directions and the applied force are shown in Fig. 7.3. It is clear

that the properties of the model are very close to that of the real object, which validates

our parameter optimization scheme.
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Figure 7.3. (a) Comparision between the tensile resistance of the structured MSD model
(dotted line) and that of the real cube (solid line); (b) comparison between the Poisson
effect of the structured MSD model (dotted line) and that of the real cube (solid line).
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For the MSD model with parameters obtained from (7.72) and (7.73), usually the

model is not robust enough and often collapses. This shows that the constraints we

derived are necessary conditions but not sufficient conditions for the physical accuracy

of the MSD model.

Second, we simulate the unstructured MSD model with tetrahedral meshes. The

Poisson effects in the lateral directions of the model with optimized parameters and the

relationship between the applied force and displacement are shown in Fig. 7.4. We can

see that the tensile resistance of the model is very close to that of the real cube, while

the Poisson effect is not accurately achieved. The Poisson effects are not even the same

in two lateral directions. The uneven Poisson effects may cause some artifacts, which is

a limitation of the unstructured MSD model.
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Figure 7.4. (a) Comparison between the tensile resistance of the unstructured MSD
model (dotted) and that of the real cube (solid); (b) comparison between the Poisson
effects of the unstructured MSD model (dotted) and those of the real cube (solid).
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7.4.2 Simulation of a Circular Shaft

First, we simulate a circular shaft of radius 5 cm and length 15 cm. Theoretically,

for the real shaft under axial stretching [76] we have

F = EπR2ε =
πER2∆L

L
= 523.6∆L (7.75)

For the unstructured MSD model of the shaft with tetrahedral meshes, the tensile

resistance against displacement and the Poisson effects in the lateral directions are shown

in Fig. 7.5.
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Figure 7.5. Comparison between the tensile resistance and the Poisson effect of the
unstructured MSD model of a circular shaft (dotted line) and those of the real shaft
(solid line).

Second, we experiment with twisting the unstructured MSD model of the shaft.

Theoretically, for a circular shaft of radius R subjected to a twisting moment (torque)

Mz at the free end and restrained against both displacement and rotation at the other

end, if we assume the angle of rotation per unit length (the rate of twist) to be α, then

Mz =
GαπR4

2
= GαJc (7.76)
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where Jc = πR4/2 is called the polar moment of inertia and G = E/2(1 + ν) is called

the shear modulus.

The comparison of the resistance torque against the rate of twist is shown in Fig.

7.6, from which we can see that the characteristics of torsion of the optimized unstruc-

tured MSD model is very close to that of the real shaft, which validates our parameter

optimization scheme.
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Figure 7.6. Comparison between the resistant torque for rotating the MSD model (dot-
ted) and a real shaft (solid).

7.5 Conclusion

The parameter optimization method proposed in this chapter is shown to be able to

achieve very accurate deformations for 3D structured MSD models. While the unstruc-

tured MSD model has the advantage of being able to fit into irregular shaped objects,

it cannot achieve the same accuracy as the structured models for specific mesh struc-
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tures. Further research needs to be done to optimize the mesh structure and the Hooke’s

constants together to achieve better accuracy for the unstructured MSD model.



CHAPTER 8

Hernia Surgery Simulator

8.1 What Is Hernia?

Hernia refers to the protrusion of an organ through a weak area in the muscles or

tissue that surround and contain it. Most commonly, the word hernia is used to refer to

an abdominal hernia because most hernias occur in the abdomen. The abdominal wall,

which is a sheet of tough muscle and tendon that runs down from the ribs to the legs

at the groins, acts as “nature’s corset”. Its function, amongst other things, is to hold

in the abdominal contents, principally the intestines. If a weakness should open up in

that wall, then the “corset effect” is lost and what pushes against it from the inside (the

intestines) simply pushes through the “window”. The ensuing bulge, which is often quite

visible against the skin, is the hernia [84]. The development of a general hernia condition

is shown Fig. 8.1. Hernia can give rise to discomfort as it enlarges and can sometimes

be dangerous if a piece of intestine becomes trapped (strangulted) inside.

Figure 8.1. The development of a general hernia condition [4].

142
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The “windows of weakness” commonly occurs where there are natural weaknesses

in our abdominal wall, such as where the “plumbing” goes through it [84]. Examples of

these are the canals (inguinal and femoral) which allow passage of vessels down to the

scrotum and the legs, respectively. The umbilical area (navel) is another area of natural

weakness frequently prone to hernia. Another area of potential weakness can be the site

of any previous abdominal surgery.

The most common location for hernias is the groin area as shown in Fig. 8.2, which

accounts for 80% of all hernias [4]. There are several reasons for this tendency. First,

there is a natural anatomical weakness in groin region, which results from incomplete

muscle coverage. Second, the upright position of human posture results in a greater force

at the bottom of the abdomen, thereby increasing the stress on these weaker tissues.

The combination of these factors over time breaks down the support tissues enlarging

any pre-existing hole, or leading to a tear, resulting in a new hole. Several different

types of hernia may occur, and frequently coexist, in the groin area. These include

indirect inguinal hernia, direct inguinal hernia and femoral hernia, which are defined by

the location of the opening of the hernia from the abdomen to the groin.

Figure 8.2. Intestine passes through into scrotum or groin [4].
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An indirect hernia follows the pathway that the testicles made during pre-birth

development. It descends from the abdomen into the scrotum through a weak spot

in the inguinal canal, which is a triangle-shaped opening between layers of abdominal

muscle near the groin. The direct inguinal hernia occurs slightly to the inside of the site

of the indirect hernia, in a place where the abdominal wall is naturally slightly thinner.

It rarely will protrude into the scrotum.

The femoral canal is the way that the femoral artery, vein, and nerve leave the

abdominal cavity to enter the thigh. Although normally a tight space, sometimes it

becomes large enough to allow abdominal contents (usually intestine) into the canal. A

femoral hernia causes a bulge below the inguinal crease in roughly the middle of the

thigh. Femoral hernias are particularly at risk of becoming irreducible and strangulated.

According to the sites and causes of formation, the other types of hernia over the

abdomen area are epigastric, lumbar, umbilical, obturator, stoma, internal, incisional and

spigelian hernias as shown in Fig. 8.3. With the exception of internal hernias (within the

abdomen), these hernias are commonly recognized as a lump or swelling and are often

associated with pain or discomfort at the site. Internal hernias can be extremely difficult

to diagnose until the intestine has become trapped and obstructed.

Figure 8.3. Hernias at different sites [4].
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Hernia can also happen in the chest area, which is called hiatus hernia [84] and

affects the digestive system. Where the oesophagus goes down, it passes the diaphragm

through a gap called the hiatus. Immediately below that, it goes into the stomach which

sits just below the diaphragm. This hiatus causes a narrowing of the opening into the

stomach and this helps prevent stomach contents from going the wrong way, i.e. upwards,

which is called reflux. If the area of the hiatus is weak, the function of “clamping down”

on the entry to the stomach is weakened, the result being the reflux of acidic digestive

juices up into the oesophagus, which is not protected against the action of these acids.

The outcome of this is often a quite painful burning sensation.

8.2 Hernia Surgery

Nowadays, there are generally two types of treatments for hernias—the traditional

open hernia repair and the laparoscopy technique. Some hernia in the elderly do not

require surgery, and can either be left alone or treated with a truss. A truss is a surgical

appliance which helps to keep the hernia under control.

8.2.1 The Traditional Hernia Repair

The traditional and still widely used method of hernia repair is to admit the patient

to hospital, whether as a day-case or for a few days, and under general anaesthesia, the

surgeon would push back the bulge of peritoneum through the opening and then close

the defect by stitching one side firmly to the other, as shown in Fig. 8.4. Because the

patient depends upon this stitching for the rest of his life to hold the abdominal wall

closed, the surgeon will normally have to place several stitches, under a degree of tension

in the deep tissue, repeating the process until he is satisfied that the join will hold.

Unfortunately, this stitching distorts sensitive tissue. This will cause tension and

subsequent pain with all movements (including coughing and sneezing). The patient can
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expect to feel the results of the stitching long after he leaves hospital. He is therefore

restricted in physical activity for some weeks.

Figure 8.4. Left: bulging tissue is replaced inside the muscle wall; right: muscle tissue is
repaired [4].

A further problem of this technique of hernia repair is that a significant number of

cases (up to 10 percent or more) will recur by virtue of the internal scar tissue becoming

pulled out at some time in the patient’s life. The repair of this recurrent hernia is therefore

a larger operation than the first and the result is proportionately more uncomfortable.

In order to reduce the tension of the stitching, surgeons developed methods of stitching

the tissue in layers. This technique reduced a little of the pressure, but resulted in more

stitching through the patient’s tissue. Later techniques include placing or stitching a

“patch” over the hernia.

8.2.2 Laparoscopic Hernia Surgery

Another method is the laparoscopy technique in which the surgeon inserts small

tubes into the abdominal cavity. Through one of these tubes (called trocars), he inserts
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a video camera, and using other tubes to insert surgical instruments, and operates while

monitoring at the image on a television monitor. In a laparoscopic hernia repair proce-

dure, the surgeon first pulls the hernial sac back into the abdominal cavity, exposing the

defect in the abdominal wall as shown in Fig. 8.5(a). Then this weakened portion is cov-

ered with a mesh patch, which is shown in Fig. 8.5(b). Laparoscopy allows the surgeon

to place and staple the patch on the inside of the abdominal wall, taking advantage of the

natural outward pressure of the abdomen to secure the repair and promote healing. This

technique is performed under general/spinal anaesthesia. This approach is technically

much more difficult for surgeons to perform successfully than other techniques.

(a) (b)

Figure 8.5. (a) Real inguinal hernia view on the monitor [5]; (b) real mesh placement
procedure [6].

The advantage of this technique from the patients’s point of view is that only the

smallest incisions are required (so-called keyhole surgery). In order that the surgeon may

manoeuvre inside the patient and see what he is doing, the patient’s abdomen has to be

pumped up with compressed carbon dioxide gas. Because the surgeon works ‘remotely’

with these instruments and guided only by what he sees on a TV screen, he has less

control than otherwise, particularly with difficult or complex cases. There are many
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reports of serious accidents to neighboring organs [12, 85]. Thus, laparoscopy requires

extensive and specialized training. As mentioned in chapter one, virtual reality based

surgical simulation fulfills this need.

8.2.2.1 Details of Herniorrhaphy

The external appearance of a groin hernia corresponds to a sac of peritoneum,

filled with omentum or intestine, which extends through a hole in the abdominal wall

fascia. As mentioned before, there are three types of groin hernias–indirect, direct and

femoral hernia. All three types of groin hernia are treated with the same laparoscopic

technique of patching the inguinal floor from the inside. The procedure involves inserting

a laparoscope through the umbilicus and distending the peritoneal cavity to a pressure of

15mmHg. Groin defects are then seen with remarkable clarity. Two additional trocars

are passed through the lateral abdominal wall to the right and left of the midline. Three

ports are generally required, one for visualization, and two ports for instruments operated

by the surgeon’s right and left hands.

The important landmarks for hernia repair glisten through the peritoneum near

the visible hernia defect. From within the peritoneum laparoscopic instruments are used,

first the scissors to open the peritoneum near the hernia defect. Blunt dissection is per-

formed to expose the strong fascial layers that will hold the staples and act as points of

fixation for the mesh. Cautery may be necessary but the dissection is virtually blood-

less in most cases. The preperitoneal space opening allows placement for the sheet of

soft polypropylene mesh to overlay the defect without buckling or curling, which may

predispose to early recurrence.

The mesh is a great deal larger than the groin defect and permits overlap onto

strong fascial surfaces providing greater strength and allowing for tissue ingrowth. Ten

to fifteen staples are placed to hold the mesh. The peritoneum is closed laparoscopically
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over the mesh to prevent visceral adhesions to the repair. The trocars are removed and

the abdominal wall incisions are closed.

The procedure takes as little as thirty minutes and bilateral hernias can be done

with the same trocar-port exposure. The procedure is usually planned as an outpatient

operation; postoperative stay is usually measured in hours as the patient recovers from

general anesthesia.

The anatomy of the inguino-femoral region viewed via a telescope placed in intra-

abdominal position differs radically from the anatomy observed via an open or anterior

approach. The laparoscopic surgeon needs to become familiar with the anatomical struc-

ture of this region. As all anatomical landmarks are covered with peritoneum, they need

to be meticulously exposed with blunt dissection or by incising the peritoneum and de-

velop a lower flap. For the performance of a safe and secure laparoscopic inguinal hernia

repair, the following structures should be clearly and unequivocally identified: cooper’s

ligament, epigastric vessels, the spermatic cord ( or the round ligament), the femoral

canal and the iliac vessels. The inguinal hernia anatomy is shown in Fig. 8.6.

(a) (b)

Figure 8.6. (a) Inguinal hernia anatomy with peritoneal coverage; (b) inguinal hernia
anatomy without peritoneal coverage [7].
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Other tissues involved in an inguinal hernia repair are transversus abdominis, rectus

abdominis, psoas muscle, lliacus muscle, lliopsoas muscle, pubic bone, pubic symphysis,

vas deferens, spermatic vessels, inferior epigastric artery, lliac vessels and lliopubic tract.

8.3 Laparoscopic Hernia Surgery Simulator

Since the groin hernia is the most common and laparoscopy technique has been

widely used for it, a simulator for it is being developed at the Virtual Environment Lab

(VEL) at UT-Arlington in collaboration with UT-Southwestern Medical Center [13,50,

86–91].A successful inguinal hernia surgery simulator should help surgeons get familiar

with the anatomy and practice the skills of manipulating the instrument to expose the

hernia site, puting back the hernia sack and placing the plastic mesh.

8.3.1 Hardware

The hardware required for a surgery simulator is a PC with an enhanced high-end

graphics card, a Phantom interface device and a supporting framework as shown in Fig.

8.7.

Figure 8.7. Laparoscopic hernia surgery simulator [8].
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8.3.2 Software Modules

Figure 8.8. Control flow for laparoscopic hernia surgery simulator.

The system architecture for the laparoscopic hernia surgery simulator under con-

struction by a team of VEL researchers is shown in Fig. 8.8. It contains all the modules

that are necessary for the surgical simulation system for any surgery procedure. Each

organ involved needs to be rendered both geometrically for graphics display and physi-

cally for force feedback (haptics). For graphics display, it is necessary to build geometry

models for the organs. Although the organs are patient specific, i.e. the same organ for

different people varies in size and shape, the result will be more convincing if we can re-

construct the organs according to a real person. Thanks to the Visible Human Project of
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National Library of Medicine [9], we can extract surface triangles according to its visible

human data (VHD). VHD is a set of digitally photographed axial sections of a man and

a woman respectively. As an example, we show one slice of VHD in Fig. 8.9. For the

photograph of each slice, experts at Gold Standard Media Inc. segmented it for different

organs and formed segmented data, which is a set of gray pictures with the label number

of the organ as its intensity. Based on the segmented data, we can reconstruct any organ

in 3D in which we have interest by using the marching cubes algorithm [92], which is an

algorithm to extract isosurfaces from volumetric data. Since the geometry models are

only used once for initiation, it can be constructed by an off-line process.

Figure 8.9. One slice of the VHD for a male [9].

For haptics rendering, the organ needs to be physically driven, i.e. an physical

model is needed to support the deformation of the organ and provide the force feedback.

This module has to run in real-time to meet the requirement of the graphics update rate

(30Hz) and haptics update rate (1000 Hz).
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During simulation, the instrument interacts with the virtual organs and the virtual

organs also interact with each other. Real time algorithms are needed to handle these in-

teractions, otherwise, the instrument will penetrate the virtual organs without resistance

and also the virtual organs themselves. To prevent penetration, it is necessary to provide

mechanisms to locate the intersection between them (so-called collision detection) and

then apply appropriate force between them (so-called collision response) to prevent large

penetrations.

For realistic graphics rendering, we intend to apply the texture mapping technique

to enhance the visual effects. By using a graphics card, texture mapping can be used in a

scene without much influence on the computation time. In our hernia surgery simulation

project, it is desired that we use real texture of the organs. The texture information are

extracted from VHD [8] or synthesized from videos of real surgeries.

In a hernia surgery, surgeons are mindful of the area between the spermatic vessels

and the vas deferens in proximal to iliac vessels called the “triangle of doom”. Compli-

cations like damage to the spermatic cord, nerves and blood vessels may occur within

the triangle. Since laparoscopic herniorrhaphy requires a longer learning curve for the

surgeon than for more conventional repairs, we provide realistic bleeding simulation dur-

ing virtual laparoscopic herniorrhaphy to train residents to avoid entering the triangle,

or properly handle this accident in case it happens. To achieve this goal, we simulate

the bleeding [93], cauterization and irrigation procedure [94]. All these are called special

effects.

8.3.3 Challenges

The most challenging module is the deformable model part, which is the core

algorithm for the surgical simulation system and the subject of this dissertation. The

models mentioned in chapter 2 have two common drawbacks. First, none of them preserve
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volume, which is a very important property for soft tissues [52]. For all the models, their

volume will be smaller if they are compressed in one direction and be larger if they are

stretched. For models based on elasticity, the strain coupling effect is modeled by Poisson

constant ν. Usually for isotropic materials, ν ≈ 0.3. For plastic materials such as rubber,

ν ≈ 0.5, which can ensure volume preservation for small deformation but not for large

deformation. While for the human organ, volume change probably means damage to the

organ. The second drawback is that the stresses in mutually perpendicular directions are

almost independent. For models based on elasticity, the stress coupling coefficient is ν,

much smaller than 1, while the real organ should have deeply-coupled stress in different

directions. As discussed in chapter 2, the models based on elasticity theory can achieve

accurate results. But they are accurate under the assumption of small deformation which

is usually not valid in a real surgery [95]. And current elasticity theory also assumes linear

properties of the material, while soft tissue display highly nonlinear properties. These

gaps between theory and practice also limit the accuracy of the simulation. Based on the

current problems with deformable models, we have presented a new deformable model in

chapter 3, which views the organ as a combination of a honeycomb fabric structure and

incompressible fluid filled inside. This model can ensure volume preservation for large

deformation and can model high stress coupling coefficient up to 1.

As the honeycomb model was developed and implemented, it turned out that this

model is too slow to fit into real-time applications for the current CPU capacity. There-

fore, in parallel, we also worked on improving the MSD model, which has the most

potential for real-time applications. In laparoscopic hernia surgery, the core part is to

lay a sheet of soft polypropylene mesh over the hernia defect without buckling or curling

and place ten to fifteen staples to hold the mesh in place on the tissue. The mesh is

simulated using a MSD model, which tends to be too soft and this defect cannot be fixed

effectively by simply increasing the stiffness of the springs. Our work in chapter 4–6



155

analyzed the reason behind this phenomenon. As a result, the idea of using preload is

proposed to accurately model the bending resistance. By applying the parameter opti-

mization scheme we proposed, the realism of the mesh simulation is greatly improved.

Then, we extended the parameter optimization techniques to a general 3D MSD model

of an isotropic object.



CHAPTER 9

Conclusion and Future Work

This chapter concludes the dissertation. We will first provide a summary of the

main results/constributions of this thesis and then describe possible future research as a

result of this work.

9.1 Conclusion

There are two main contributions of this thesis. First, a honeycomb model based

on the constitutive elements of the human organ and its volume preservation property

is proposed, which has potential to be more accurate than other models, although it has

too heavy computation to be suitable for real time applications at present. Second, the

parameter optimization schemes for the physical accuracy of the 1D, 2D and 3D MSD

models with both structured and unstructured meshes are proposed, developed and vali-

dated in detail with simulation. Previously, the application of the MSD model was limited

to the structured MSD models. Our work makes it practical to apply the unstructured

MSD models in case the real object does not have a regular shape. For 1D and 2D MSD

models, our investigation finds the intrinsic defect with the traditional MSD models and

extends the traditional models to more general models with preload. For the 3D struc-

tured MSD model, the proposed parameter optimization scheme can completely resolve

the coupling effect between tensile resistance modeling and shear resistance modeling,

which results in accurate modeling of both.
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9.2 Future Work

For deformable modeling, based on the current computer resource, we would still

recommend the use of MSD model for the human organs for the application of surgical

simulation. To truly exploit the potential of the MSD model with respect to physical

accuracy, the current parameter optimization scheme needs to be extended to anisotropic

materials and then incorporated with in vivo tissue properties.

For unstructured MSD models, we have shown in chapter 6 and chapter 7 that

high accuracy is not achievable for a general mesh structure. We would expect that some

mesh structures would be able to achieve better physical accuracy than others. While

the boundary nodes of the mesh structure have to fit into the irregular shape of the

real object, it is possible to move the internal nodes to form an optimal mesh structure

which is able to achieve the optimal accuracy. Therefore, further research can be done

to optimize the mesh and parameters of the model together to enhance the physical

accuracy of the model.

Deformable models have to support the adaptive refinement scheme to fully exploit

the computer resources for real time applications. Previous work on adaptive refinement

of the MSD model is limited to geometric refinement/simplification. Further research

needs to be done based on our parameter optimization methods to find the optimal

parameter re-assignation after geometric refinement/simplification so that the properties

of the model do not have significant changes in the sense of visual effect and physical

accuracy after the refinement/simplification.
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In this appendix, we will investigate the MSD model of a beam under a lateral

central load.

A.1 The MSD model of a beam under a lateral central load

Refer to Fig. 5.1, assume the lateral displacement of node Vk to be dk (−1 ≤ k ≤ n).

For node Vk that is not at the end or center (0 < k < n− 1), the resultant internal force

on the mass from the springs should be zero. By considering the equilibrium condition of

the mass in the lateral direction, when the lateral displacements of the nodes are small

compared to U , we have

P1
dk+1 + dk−1 − 2dk

U
+ P2

dk+2 + dk−2 − 2dk

2U
= 0 (A.1)

According to (5.19) and (5.20), we have P1/P2 = −2. Then from (A.1), we get

dk+2 = 4dk+1 − 6dk + 4dk−1 − dk−2 (0 < k < n− 1) (A.2)

The characteristic equation is r4 − 4r3 + 6r2 − 4r + 1 = 0. Its only solution is r=1. So

dk = C1 + C2k + C3k
2 + C4k

3 (A.3)

From (A.2), we have d3 = 4d2−6d1, d4 = 10d2−20d1, d5 = 20d2−45d1, d6 = 35d2−84d1.

According to (A.3), we have




1 3 9 27

1 4 16 64

1 5 25 125

1 6 36 216







C1

C2

C3

C4




=




4d2 − 6d1

10d2 − 20d1

20d2 − 45d1

35d2 − 84d1




(A.4)



160

We can obtain 


C1

C2

C3

C4




=




0

d1 − d2

6

d1

2

d2

6
− d1

2




(A.5)

From (A.3), we obtain

dk =
(
d1− d2

6

)
k+

d1

2
k2+

(d2

6
− d1

2

)
k3 (2 < k ≤ n) (A.6)

At node Vn−1, by considering the equilibrium condition of the mass in the lateral direction,

we have

P1
dn + dn−2 − 2dn−1

U
+ P2

dn−3 − dn−1

2U
= 0 (A.7)

Since P1/P2 = −2, we have

−4dn + 7dn−1 − 4dn−2 + dn−3 = 0 (A.8)

According to (A.6) and (A.8), we have

−2
(
d1 − d2

6

)
+

d1

2
(−4n) +

(d2

6
− d1

2

)
(−2− 6n2) = 0 (A.9)

We can get

d2 =
3n2 − 2n− 1

n2
d1 = (3− 2n + 1

n2
)d1 (A.10)

By considering the equilibrium condition at node Vn in the lateral direction, we have

F = 2P2
dn − dn−2

2U
+ 2P1

dn − dn−1

U
(A.11)

Then

F

dn

=
P2

U

(
1− dn−2

dn

)
+

2P1

U

(
1− dn−1

dn

)
(A.12)

According to (A.6) and (A.10), we have

dk =
3n2 + 2n + 1 + 3n2k − (2n + 1)k2

6n2
d1k (A.13)
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Thus

dn =
n3 + 2n2 + 2n + 1

6n
d1 (A.14)

dn−1 =
n3 + 2n2 − n− 2

6n
d1 (A.15)

dn−2 =
n4 + 2n3 − 10n2 + n + 6

6n2
d1 (A.16)

According to (A.12), we have

F

dn

=
P2

U

(
1− dn−2

dn

)
− 4P2

U

(
1− dn−1

dn

)
(A.17)

Then

F

dn

=
P2

U

4dn−1 − 3dn − dn−2

dn

(A.18)

F

dn

= −P2

U

12n + 6

n4 + 2n3 + 2n2 + n
(A.19)

Since

P2 = −2EI

U2
(A.19)

Thus

F

dn

=
2EI

U3

12n + 6

n4 + 2n3 + 2n2 + n
(A.19)

We have U = L/2n (see section 5.2.3), so

lim
n→∞

F

dn

= lim
n→∞

2EI

L3

8n3(12n + 6)

n4 + 2n3 + 2n2 + n
=

192EI

L3
(A.20)
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In this appendix, we will analyze the boundary effect of the 1D MSD model.

B.1 Boundary effect of the 1D MSD model

Nonzero preload will cause the 1D MSD system to contract due to the imbalance

of its two ends. Assume the amount of contraction between node Vk−1 and Vk due to this

boundary effect to be sk (k = 0, 1, 2, · · · , n). Refer to Fig. 5.1, at node V−1, we obtain

P1 − k1s0 + P2 − k2(s0 + s1) = 0 (B.0)

At node V0, we have

P1 − k1s0 = P1 − k1s1 + P2 − k2(s1 + s2) (B.0)

At node Vk (k ≥ 1), we have

P1 − k1sk + P2 − k2(sk−1 + sk) = P1 − k1sk+1

+P2 − k2(sk+1 + sk+2) (B.0)

When k2 = 0, from (B.1), (B.1) and (B.0) we have

P1 − k1s0 + P2 = 0 (B.1)

k1s0 = k1s1 − P2 (B.2)

sk = sk+1 (k ≥ 1) (B.3)

According to (B.1), (B.2), (B.3) and (5.18), we obtain

s0 =
P1 + P2

k1

(B.4)

sk =
P1 + 2P2

k1

= 0 (k ≥ 1) (B.5)

We can see that the boundary effect is restricted to only the structural springs and flexion

springs connected to the two ends in this case. If the cross section of the beam modeled



164

is a rectangle of height (depth) h and width b, then I = Ebh3/12. According to (5.19),

(5.20) and (5.29), the preloads on the springs are proportional to the cube of the depth h

of the beam and the spring constant k1 is proportional to h. Then the contraction of the

boundary spring is proportional to the square of h. Similarly, it is in inverse proportion

to the space U between adjacent masses.

When k2 6= 0, let k1/k2 = c. Since k1 and k2 cannot be negative for the stability of

the MSD system, we have c ≥ 0. From (B.1), we have

s1 =
P1 + P2

k2

− (1 + c)s0 (B.5)

From (B.0) we have

sk+2+(1+c)sk+1−(1+c)sk−sk−1 =0 (k ≥ 1) (B.6)

Then

s3 = s0 + (1 + c)s1 − (1 + c)s2 (B.7)

s4 = s1 + (1 + c)s2 − (1 + c)s3 (B.8)

s5 = s2 + (1 + c)s3 − (1 + c)s4 (B.9)

The corresponding characteristic equation of (B.6) is

r3 + (1 + c)r2 − (1 + c)r − 1 = 0 (B.9)

When c > 0, the roots of the equation above are

r1 = 1 (B.10)

r2 =

√
c2 + 4c− 2− c

2
> −1 (B.11)

r3 =
−√c2 + 4c− 2− c

2
< −1 (B.12)

Then

sk = C1 + C2r
k
2 + C3r

k
3 (k ≥ 3) (B.12)



165

In this situation, the contraction of springs will propagate from the boundary to the

whole MSD system. We will show there cannot be three consecutive zero contractions.

According to (B.1), we have




1 rk
2 rk

3

1 rk+1
2 rk+1

3

1 rk+2
2 rk+2

3







C1

C2

C3




=




sk

sk+1

sk+2




(k ≥ 3) (B.13)

Assume sk = 0, sk+1 = 0, sk+2 = 0 (k ≥ 3). Since

det




1 rk
2 rk

3

1 rk+1
2 rk+1

3

1 rk+2
2 rk+2

3




= −(c + 4)
√

c2 + 4c 6= 0 (B.14)

So C1 = C2 = C3 = 0. Then s3 = s4 = s5 = 0. From (B.9), we have s2 = 0. Then from

(B.8) and (B.7), we have s1 = 0 and s0 = 0, which contradicts (B.1).

When c = 0, we have r1 = 1, r2 = r3 = −1. Thus

sk = C1 + (−1)kC2 + (−1)kkC3 (B.14)

We can prove in a similar way that the contraction will propagate all over the 1D MSD

system.
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In this appendix, we will analyze the axisymmetric stretching of a plate.

C.1 Axisymmetric stretching of a plate

Consider a circular plate with depth h under the action of circular stretch. We

apply force evenly at any points on the circumference of the plate, and then a state

of plane stress exists. For convenience, we use the polar coordinate system with origin

at the center of the plate. Let the displacement in the radial direction be ur, and the

displacement in the tangential direction be uθ. Obviously uθ = 0. We can obtain the

radial strain, tangential strain and shear strain as follows [72].

εrr =
∂ur

∂r
(C.1)

εθθ =
ur

r
+

1

r

∂uθ

∂θ
=

ur

r
(C.2)

γrθ =
∂uθ

∂r
+

1

r

∂ur

∂θ
− uθ

r
= 0 (C.3)

Let ur(r) = f(r). Then

σrr(r) =
E

1−ν2
(εrr+νεθθ)=

E

1−ν2

(
f ′(r)+

νf(r)

r

)
(C.4)

σθθ(r) =
E

1−ν2
(εθθ+νεrr)=

E

1−ν2

(f(r)

r
+νf ′(r)

)
(C.5)

σrθ(r) = Gγrθ = 0 (C.6)

For a section of the circular plate of radius x with an infinite small angle dθ, we have

equilibrium equation along its symmetric axis

σrr(x)hxdθ =

∫ x

0

2σθθ(r) sin
dθ

2
hdr (C.6)

Then we have

xσrr(x) =

∫ x

0

σθθ(r)dr (C.7)

So

σrr(x) + xσ′rr(x) = σθθ(x) (C.7)
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Then

f ′(x)+
νf(x)

x
+xf ′′(x)+ν

xf ′(x)−f(x)

x
=

f(x)

x
+νf ′(x) (C.8)

We can get

x2f ′′(x) + xf ′(x)− f(x) = 0 (C.8)

It is an Euler differential equation. Its solution is

f(x) = C1x +
C2

x
(x > 0, C1, C2 are contants) (C.8)

We know f(0) = 0 and f(x) should be continuous at x = 0. So C2 = 0. Thus

εrr =
∂ur

∂r
= C1 (C.9)

εθθ =
ur

r
= C1 (C.10)

Let εrr = ε, then

σrr =
E

1− ν2
(εrr + νεθθ) =

E

1− ν
ε (C.10)

The we can obtain the strain energy of a plate with a radius of a as follows.

Es
p(ε) =

E

1− v
ε2 · πa2h =

πEha2ε2

1− ν
(C.10)
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In this appendix, we will analyze the boundary effect of the 2D rectangle meshed

MSD model.

D.1 Boundary effect of the 2D rectangle meshed MSD model

Refer to Fig. 5.3, for the nodes on the line MN , denote them by Vk, where

k = −1, 0, · · · , starting from boundary nodes. Let the contraction of the structural

spring between adjacent nodes Vk−1 and Vk be sk (k = 0, 1, · · · ). Assume MN to be far

from the boundary in the direction of the x′-axis and the contraction of the structural

springs connected to MN in the direction of the x′-axis is negligible.

Consider the equilibrium condition of the node V−1, we have

P1 − k1s0 + P2 − k2(s0 + s1) +
√

2P3 − k3s0 = 0 (D.0)

At node V0, we have

P1 − k1s0 +
√

2P3 − k3s0 = P1 − k1s1 + P2 − k2(s1 + s2) +
√

2P3 − k3s1 (D.1)

At node Vk (k ≥ 1), we have

P1 − k1sk + P2 − k2(sk−1 + sk) +
√

2P3 − k3sk = P1 (D.2)

−k1sk+1 + P2 − k2(sk+1 + sk+2) +
√

2P3 − k3sk+1 (D.3)

According to (5.52), (D.1), (D.1) and (D.3), we have

k1s0 + k2(s0 + s1) + k3s0 + P2 = 0 (D.4)

k1s1 + k3s1 + k2(s1 + s2)− k1s0 − k3s0 − P2 = 0 (D.5)

k1sk+1 + k2(sk+1 + sk+2) + k3sk+1 − k1sk − k2(sk−1 + sk)− k3sk = 0 (k ≥ 1) (D.6)

We want to restrict the contraction to the area close to the boundary. First we try to

limit the contraction within one structural springs around the boundary, i.e.

sk = 0 (k ≥ 1) (D.7)
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From (D.4), (D.5) and (D.7), we have

k1s0 + k2s0 + k3s0 + P2 = 0 (D.8)

k1s0 + k3s0 + P2 = 0 (D.9)

Then

k2 = 0 (D.10)

And in this situation, (D.4), (D.5), (D.6) and (D.7) are compatible. So we can restrict

the boundary effect to only the boundary springs. Note that the derivation above is only

valid for those nodes far from the corner of the MSD system. Due to the influence of the

corner nodes, we can not completely limit the boundary effect to the boundary springs.

But under (D.10), the boundary effect is very small for the non-boundary springs.
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E.1 Coefficients of the Fourier Series

The coefficients of the Fourier series of cos 2φmi and cos 4φmi mentioned in section

7.2.1 are listed below.

a0,0 =
cos 2αmi − 1

4
(E.1)

a0,2 =
cos 2βmi

4
− cos 2αmi cos 2βmi

4
(E.2)

a2,0 =
1 + 3 cos 2αmi

4
(E.3)

a2,1 = −sin 2αmi sin βmi

2
(E.4)

a2,−1 = −a2,1 (E.5)

a2,2 =
cos 2αmi cos 2βmi

8
− cos2βmi

8
(E.6)

a2,−2 = a2,2 (E.7)

b0,2 =
sin2βmi

4
− cos 2αmi sin 2βmi

4
(E.8)

b2,1 =
sin 2αmi cos βmi

2
(E.9)

b2,−1 = b2,1 (E.10)

b2,2 =
cos 2αmi sin 2βmi

8
− sin2βmi

8
(E.11)

b2,−2 = −b2,2 (E.12)

c0,0 =
9 cos 4αmi − 4 cos 2αmi − 5

64
(E.13)

c0,2 =
cos 2αmi cos 2βmi

4
− cos 2βmi

16
− 3 cos 4αmi cos 2βmi

16
(E.14)

c0,4 = −3 cos 2αmi cos 4βmi

16
+

9 cos 4βmi

64
+

3 cos 4αmi cos 4βmi

64
(E.15)

c2,0 =
5 cos 4αmi − 4 cos 2αmi − 1

16
(E.16)

c2,1 =
sin 2αmi sin βmi

4
− sin 4αmi sin βmi

8
(E.17)

c2,−1 = −c2,1 (E.18)

c2,2 =
cos2βmi

8
− cos 4αmi cos 2βmi

8
(E.19)
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c2,−2 = c2,2 (E.20)

c2,3 = −sin 2αmi sin 3βmi

4
+

sin 4αmi sin 3βmi

8
(E.21)

c2,−3 = −c2,3 (E.22)

c2,4 = −3

2
c0,4 (E.23)

c2,−4 = c2,4 (E.24)

c4,0 =
35 cos 4αmi + 20 cos 2αmi + 9

64
(E.25)

c4,1 = −sin 2αmi sin βmi

8
− 7 sin 4αmi sin βmi

16
(E.26)

c4,−1 = −c4,1 (E.27)

c4,2 = −cos 2αmi cos 2βmi

8
− 3 cos 2βmi

32
+

7 cos 4αmi cos 2βmi

32
(E.28)

c4,−2 = c4,2 (E.29)

c4,3 = −1

2
c2,3 (E.30)

c4,−3 = −c4,3 (E.31)

c4,4 =
3

8
c0,4 (E.32)

c4,−4 = c4,4 (E.33)

d0,2 =
cos 2αmi sin 2βmi

4
− sin 2βmi

16
− 3 cos 4αmi sin 2βmi

16
(E.34)

d0,4 = −3 cos 2αmi sin 4βmi

16
+

9 sin 4βmi

64
+

3 cos 4αmi sin 4βmi

64
(E.35)

d2,1 = −sin 2αmi cos βmi

4
+

sin 4αmi cos βmi

8
(E.36)

d2,−1 = d2,1 (E.37)

d2,2 =
sin 2βmi

8
− cos 4αmi sin 2βmi

8
(E.38)

d2,−2 = −d2,2 (E.39)

d2,3 =
sin 2αmi cos 3βmi

4
− sin 4αmi cos 3βmi

8
(E.40)

d2,−3 = d2,3 (E.41)

d2,4 = −3

2
d0,4 (E.42)
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d2,−4 = −d2,4 (E.43)

d4,1 =
sin 2αmi cos βmi

8
+

7 sin 4αmi cos βmi

16
(E.44)

d4,−1 = d4,1 (E.45)

d4,2 = −cos 2αmi sin 2βmi

8
− 3 sin 2βmi

32
+

7 cos 4αmi sin 2βmi

32
(E.46)

d4,−2 = −d4,2 (E.47)

d4,3 = −1

2
d2,3 (E.48)

d4,−3 = d4,3 (E.49)

d4,4 =
3

8
d0,4 (E.50)

d4,−4 = −d4,4 (E.51)
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