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ABSTRACT
A CMOS ULTRA-WIDEBAND DIFFERENTIAL LOW NOISE AMPLIRER

Publication No.
Timothy Bryan Merkin, M.S.E.E.
The University of Texas at Arlington, 2005

Supervising Professor: Dr. Sungyong Jung

In this thesis, a CMOS Ultra-wideband (UWB) Low seiAmplifier (LNA) was
designed and simulated. In the design, specifibitacture decisions were made in
consideration of ultimately including this LNA insystem-on-chip implementation of
an Ultra-wideband communication system. The baihitecture of the LNA designed
herein exhibits a differential amplifier core witdttive input and output impedance
matching, minimizing the number of expensive spacasuming passive inductors
necessary for passive impedance matching netwoike LNA maintains a gain of
16.4dB with a +0.2%IB ripple over the band of 3.1-6.2GHz. Despite the of an active
input matching stage, the LNA achieved a noiseréganging from 3.6-3dB over the
band of operation. The input active matching st@genmon-gate) maintained a less
than -1@B reflection coefficient, matching successfully wBbiQ over the band of 3-

12GHz. The output active matching stage (sourtievier) maintained a less than -
iii



10dB reflection coefficient, also matching successfullyh 5002, but maintaining the

acceptable reflection coefficient over the ban8-af7GHz.
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CHAPTER 1

INTRODUCTION

One of the latest buzz words in research and téoppotoday is “Ultra-
wideband” or UWB for short. It has become a buzzdifor a plethora of reasons. But
putting these reasons aside, it is safe to saynimaterous universities and companies
alike have been rushing to develop novel architestuhat expand the capabilities of
UWB while developing cost effective systems thatetaadvantage of the unique
features of UWB. However, given the climate of seeiconductor industry today, it is
blatantly obvious that the silicon IC market showartiality toward the CMOS
(Complimentary Metal Oxide Semiconductor) fabrioatiprocess. Consequently, in
order to establish cost effective, high data rke, power wireless UWB solutions in
the commercial market today, these systems nebd bmplemented entirely in CMOS.
Other silicon technologies, such as SiGe (Silicarfanium) or BICMOS, require
specialized fabrication plants and are typicallpriegated on smaller wafers, driving
costs higher and production volumes lower evenndurfull-scale production. In
addition, since CMOS is by far the most attractiigital technology, implementing the
necessary UWB analog system functions with CMO®wall for a system-on-chip
(SOC) design, which can significantly drive overajilstem cost down by reducing
manufacturing complexity.

Most of the concern that surrounds the implememtabf high-speed, UWB

wireless technologies in a standard CMOS proceiwisinalog front-end. The analog
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front-end in UWB wireless systems is one of the travscial stages in determining
overall system performance (in terms of Signal-tmsd Ratio (S/N)). Because of this,
combined with the desire to use a CMOS processsiderable research has been done
attempting to develop CMOS Low Noise Amplifiers (RN with exceptional
performance characteristics suitable for the anflmg-end of a UWB wireless system.
However, to the author’s knowledge, none of the Gvittra-wideband LNAs already
developed utilize a differential architecture. fBiential architectures reject large
amounts of common-mode noise which would be inblytaresent in a mixed-signal
environment (such as in a SOC) thereby increasheg robustness of the analog
circuitry and enhancing the ability of the LNA taurgive in a mixed-signal
environment. However, one of the drawbacks aststiaith differential circuits is the
fact that the circuit implementation essentiallyidies the usage of very costly chip die
area. Therefore, given the necessity of the diffeal architecture for the survival of
the LNA in a SOC implementation, significant desigmeasures must be taken
elsewhere to curtail the increase in size assatiaith differential circuits compared to
their single-ended counterparts.

Many of the UWB CMOS LNAs developed, use passivpadance matching
networks [1, 2, 3, 4]. The number of inductorsdugethese passive input impedance
networks spans from two to five and only the highesder network effectively
matching across the entire ultra-wideband (3.1-1B8z). The only inductance
available to the circuit designer in the CMOS pescen order to realize the passive

matching networks must come from spiral planar abdts. However, in a typical LNA



spiral inductors consume a very large fraction e tircuit area thus significantly
increasing the die size of the chip. From the ghpto of the LNA designed in [1], it
can be observed that even the smallest spiral indgonsumes more die area than all
of the active components combined. In the TSM®@1i process, it is very typical for
an inductor to have a footprint area much largant@00x20Qm?. Therefore, since in
[1] five inductors are used in the wideband passwaiching network, this LNA
becomes very expensive to manufacture. This iauscchip cost for companies rises
exponentially with increasing die size [6].

Since differential amplifiers have a “doubling” sizproblem, implementing
differential amplifiers with passive impedance nhatg networks becomes very
expensive and impractical because of the excessaleestate consumed. In order to
reduce the overall differential LNA size, this tlseproposes realizing ultra-wideband
matching networks using active devices as apposdagh order passive networks.
Active matching networks have the capability of king over an ultra wide-bandwidth
with only the use of one spiral loading inductofFhe main problem associated with
active devices, however, is that they contributeoasiderable amount of noise to the
system - an effect undesired for low noise ampkfieHowever, as shown in this thesis,
active matching networks can be utilized while I spkoviding adequate noise
performance of the LNA. There has been at leastattempt at active input matching
[5], but the LNA therein does not employ a diffei@aharchitecture, thus making it

susceptible and possibly inoperable in the midshisked-signal environment.



This thesis is organized as follows. Chapter Vigles motivation for the work
that was performed, specifically, reasons for chgp&€MOS technology, a differential
architecture, and active impedance matching netsvorkn Chapter 2, some basic
background material is presented to form a foundatiom which to discuss the design
of the CMOS UWB differential LNA. The backgroundatarial consists of a basic
UWB communication system overview and some micr@vawngineering concepts
which will be used in the design and analysis ef tNA. It also gives an introduction
to significant sources of noise and noise modebhga MOSFET transistor. The
purpose of Chapter 3 is to provide a broad overnoélow noise amplifiers and some
of the different architectures available. Also,Ghapter 3, a lower bound for noise
figure for two of the architectures discussed. [@éa4 presents the proposed UWB
LNA, and the design philosophy behind each stagéso, in Chapter 4, a detailed
circuit analysis of the different stages in thegm®ed LNA is shown and insights into
functionality are drawn from the analysis. Chapteiso presents the simulation of the
LNA and discusses important issues about the msesult the end of Chapter 4,
comparisons are made with some of the most reedilished UWB LNAs. The thesis
concludes in Chapter 5, followed by a tabulariasting of the component values used

in the LNA design in Appendix A.



CHAPTER 2
BACKGROUND
This chapter will present an overview of basic U\téBhnology as well as two
of the most common UWB receiver architectures. adidition, this chapter will also
provide an overview of some basic microwave engingetheory pertinent to UWB
LNA design. Sources of the most pertinent noisgreas found in a CMOS LNA are
discussed as well.

2.1 Overview of Ultra-Wideband Systems

2.1.1 Very Brief History of UWB

Ultra-wideband communications and radar systeme Heen in existence for
some time now, although they have not always be&rred to as “Ultra-wideband”.
In fact, the first patent was awarded in 1973 forlAVB communication system, but
different nomenclature was used. Through the 198WWB technology was
commonly referred to as carrier-free, base-bandmpulse communication. It wasn’t
until 1989 that the term “Ultra-wideband” was cainey the United States Department
of Defense. The Department of Defense had beewy iise technology since the early
1960’s, but much of the technological advances rptm 1994 were classified.
However, since the commercial market can beneéimatically from UWB capable
systems, the Federal Communications Commissiorpassed legislation allowing the

use of Ultra-wideband systems.



2.1.2 Definitions and Regulations
In the spring of 2002, the Federal Communicationsm@ission (FCC)

established an unlicensed communication band (@.6-1GHz) and restricted
transmitted power levels within that band to beoaethe noise floor, specifically below
-41.3dBm/MHz, thereby allowing for the possibiliof commercial Ultra-Wideband
(UWB) systems. The low output power restriction @WB systems ensures friendly
coexistence with already available wireless systerastolerable mutual interference.
Figure 2.1 graphically depicts the spectral maakdmission limits established by the
FCC for the ultra-wideband communication channdélRP stands for Equivalent
Isotropically Radiated Power. The outdoor transiois limit is lower from 1.61 — 3.1
GHz than the indoor limit because of existing velac RADAR systems that currently
occupy that bandwidth. Thus, to avoid interferewgé these systems, the FCC placed

a greater restriction on transmitted power in Hpegctral region.

45| ]

— ‘ 1C 6

—— Indoor Limit

.
.
.
' r=== Outdoor Limit

UWRB EIRP Emission
in dBm
n
wh

096 16l

1 2 3 4 £ 6 7 8 9 10 11
Frequency (GHz)

Figure 2.1 Spectral Mask specified by the FCC.
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The FCC defined an UWB signal to have a spectredijpancy over 500MHz or
a fractional bandwidth of more than 20%. Fractidm@andwidth, as defined by the
FCC, is given by,

_ Bandwidth(BW) _ fy —f,
CenterFrequency (f, + f.)/2’

2.1)

bw

where,fy andf_ are the upper and lower -10dB emission pointgaes/ely. The FCC
specifies that a system with center frequency inesx of 2.5GHz must have a
bandwidth of at least 500MHz, but a system whosatetefrequency is less than
2.5GHz, must operate with B, of at least 20% in order to be characterized as an
UWB system.
2.1.3 Attractive features and applications of UWB

To have more bandwidth available for use in a sysie a good thing.
Therefore, to have an ultra amount of bandwidthilabke should be an ultra-good
thing. One of the main attractive features that BJ@ffers is high data rates combined
with low power consumption realizable because & krge amount of bandwidth
available. The viability of UWB systems exhibititigese qualities is easily illustrated
with Shannon’s Information Capacity theorem. Theorem states that the maximum
theoretical channel capacitg (n bits per second) is a function of channel badtw

(B), signal power$), and noise poweiN), specifically,
S
C=8B Eﬂog2(1+ Wj' (2.2)

In a narrowband system, the bandwidth of the chHaimeestricted, leaving

transmitted signal poweiS) the controlling factor in channel capacity (deate). In
7



contrast, UWB systems exhibit very large channeldpadths, drastically reducing the
need to transmit large amounts of power at a ceftaquency to establish adequate
data rates. While adhering to the FCC regulatith&¥B data rates can reach speeds
much greater than 110 MB/s over 10 — 15 meters [8].

With the combination of low power and high dataesatthere are almost a
countless number of wireless applications that lwamefit from UWB technology. To
name a few, UWB stands to offer renovating and eday capabilities in areas
including wireless personal area networks (WPARhs®r networks, RADAR systems,
imaging, and RFID tags. Also, there are numeraameédical applications the have
been conceived specifically to take advantage ofBJWror example, because of the
low power consumption capabilities and the plethofaavailable bandwidth, UWB
technology can possibly allow for wireless realdiphysiological signal monitoring of
the human body [9].

2.1.4 Recent standardization activity for UWB Systems

Important standardized systems that share the Up¢éBtsim include the global
positioning system, IEEE 802.11 systems, and angratireless system that operate in
the 5.8GHz ISM (Industrial, Scientific, and Medicband. In order to ensure seamless
integration with existing wireless communicatiorstgyms and to provide the highest
level of quality to the end user, the IEEE is aighto develop several standards that
exploit the ultra-wideband spectrum allocated yFCC.

Most of the recent activity for standardizationiVB systems by the IEEE has

occurred in the standard for wireless personal astevorks (WPAN — 802.15) task



groups. Within the 802.15 standards family, thek tgroup 802.15.3a was formed to
consider an alternative high data rate physicagrgfPHY) to be implemented with
UWB technology. To date the task group has renthinecontroversial deadlock, not
able to select between two competing proposals.indiuded, UWB will not only
augment the existing standard WPAN options, bub alfer better performance and
capability to systems currently utilizing the Blaeth protocol (802.15.1).

Exploiting a different set of system wide advantatieat UWB offers, the IEEE
802.15.4 standard was also re-opened to considespexific type of UWB
communication, namely, impulse-type UWB (IR-UWBJ)his standard will incorporate
IR-UWB to enhance the low data rate, very low pqveerd low complexity systems it
allows. Such systems include wireless sensor nkswyoln fact, the Zigbee Alliance
(http://www.zigbee.org) is committed adhering t@ tiEEE 802.15.4a standard, and
therefore will soon adopt a UWB technology as ttendard completes. Zigbee is
typically seen as the leader in wireless commuiunatfor sensor networks.

2.1.5 Two Common System Architectures

There are basically two different system level camioation strategies
employed to efficiently utilize the entire UWB speen, namely, Impulse-type UWB
(IR-UWB) and carrier-based orthogonal frequencyision multiplexing (OFDM).
Comparisons of advantages/disadvantages betwesea diféerent system architectures
have received a considerable amount of attentitelyla As previously mentioned,
proponents of both sides have been locked in bé&ttleseveral years over which

architecture should be included in the IEEE 80345standard. The Multi-band



OFDM Alliance (MBOA) supports a type of OFDM ardtture referred to as MB-
OFDM (http://www.multibandofdm.org). The UWB-Foruisi proposing a form of IR-
UWB called Direct-Sequence UWB (DS-UWB) (http://wwamwbforum.org). The
IEEE 802.15.4a task group has already selectedradbIR-UWB to be included in the
IEEE 802.15.4 standard. This was done mainly bsxad the localization capability
and simplicity that IR-UWB systems have as an athganover OFDM systems.

However, in either case, because these systemgltesievideband, stringent,
hard-to-meet specifications are placed on the RRtfend. In the IR-UWB case, the
LNA must operate adequately over the entire intdndpectral use (possibly 3.1-
10.6GHz) of operation. For MB-OFDM, the LNA mugther have a flat-gain response
across the entire band of operation (potentiald~10.6GHz), or exhibit tunability
features to allow for frequency hopping among tifleint bands in the system.

2.1.5.1IR-UWB

IR-UWB communicates using baseband pulses of veoyt gluration (typically
less than 2 nanoseconds) for signaling while usgitiger pulse-position (PPM), pulse
amplitude (PAM), or On-Off keying (OOK) as modutaii schemes. The power
spectral density of the fundamental pulse shapeldrmomply with the spectral mask
mandated by the FCC (as shown in Figure 2.1). HKeweusing a spectrally
conforming impulse shape does not necessarily ensbat the overall system
transmitter will comply with the FCC’s regulatiorin [10], it is shown that in a TH-

PPM (Time-Hopping, Pulse-Position Modulation) UWAB®EmM, spectral lines result in
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mask violation or a reduction in transmitted powsrch in turn reduces the system
performance.

Figure 2.2 depicts a typical coherent IR-UWB reeeivThe analog correlator
in conjunction with the template generator provides functionality of an optimum
matched filter. The matched filter is optimum Ire tsense that the signal-to-noise ratio
IS maximized at its output in the presence of adelihoise. Typically with narrowband
systems, the matched filtering process is performetie digital domain but for UWB
this approach is at best difficult and at worst iagtical. An ADC designed to operate
on a UWB signal at the Nyquist rate or above waub@d to consume impractically

excessive amounts of power.

\/

Analog Correlator

Baseband
» »@—» I ADC > "“Jop >

A

Sequence Template Clock Recovery and
> oy 7
Generator Generator Synchronization

Figure 2.2 A coherent IR-UWB Receiver
As previously stated, an LNA included in an IR-UWstem must be designed
to operate adequately over the entire desired pacdf operation, if possible, 3.1-
10.6GHz. Furthermore, the input and output matgimetworks in the LNA schematic
must have low reflectivity across the entire spautias well. Typically, the reflectivity

coefficients must be constrained below -10dB okierftequency range of operation.
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2.1.5.2MB-OFDM

OFDM techniques for wireless communication haveemdy been made
popular by the almost ubiquitous WiFi (IEEE 802.pi9ducts. Since a form of OFDM
has become the latest architecture trend in Wigdpcts, in order to take advantage of
the design experience and existing libraries, OFRR&hniques have been proposed for
realizing an UWB system.

The MB-OFDM systems can achieve Ultra-Wideband comoation by
essentially adding together multiple orthogonaldsaaf communication, i.e. frequency
division multiplexing (see Figure 2.3). A givenncmunication system was proposed to
communicate on one of the major band groups, amdub-bands (each 528 MHz wide
to satisfy UWB definition requirement) form the comnication channel. A time-
interleaving method was proposed to specify whiab-lsand would be active for
communication at any given moment. This time iegring significantly cuts down on
undesired multi-path effects.

Band Group #1 Band Group #2 Band Group #3 Band Group #4 Band Group #5

Band Band Band Band Band Band Band Band Band Band Band Band Band Band
#1 #2 #3 #4 #5 #6 #7 #8 #9 #10 #11 #12 #13 #14

| 3432 3960 4488 5016 5544 6072 6600 7128 7656 8184 8712 9240 9768 10296 f
MHz MHz MHz MHz MHz MHz MHz MHz MHz MHz MHz MHz MHz MHz

Figure 2.3 Frequency band plan of the MBOA propésathe IEEE 802.15.3a PHY
The PHY (physical) layer of the proposed MB-OFDMasically a descendant
from 802.11a/g systems, but it has many more aiggddrequency bands that it utilizes

in order to transmit the data. In consequencesethgystems have the potential of
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achieving very high data rates. However, just tikeir ancestors, they are plagued by
high power consumption and high circuit complexiBven though a MB-OFDM UWB
system is extremely superior to an 802.11a/g systeémen compared to an IR-UWB

system, it loses in power consumption and systemmpexity.

. cod27t )

-AGC [«
Carrier Phase
and Time

LPF —f VGA » ADC

Tracking

| 7 T

IN R Remove .CP,' FEQ . De-
Synchronizati interleaver De-

A — Remove [~ N
¢ N on, Pilots & Viterbi scrambler

Q & FFT Decoder

LPF > VGA p» ADC

L, AGC «

Figure 2.4 The MB-OFDM UWB receiver as proposedhieMBOA

sin(27f t)

Figure 2.4 shows the MB-OFDM UWB receiver architeetthat is the most
recent proposal for the IEEE 802.15.3a PHY layethigyMultiband Alliance (MBOA).
As one can see from the MB-OFDM system block diegria comparison to a typical
IR-UWB block diagram (Figure 2.2), the complexity much greater for the MB-
OFDM case. The MB-OFDM case is not a valid UWBteys architecture for
inclusion in the IEEE 802.15.4a standard precidedgause of the complexity and
power consumption of such systems as well as katabtn capabilities. However,
when power and ranging ability is of no concerne tMB-OFDM UWB system
provides a very good high data rate solution.

A MB-OFDM system also has the potential to use éhére frequency band

from 3.1-10.6GHz for high speed communication; hesvethe LNAs used in the RF
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front-end do not necessarily need to have a flat ggsponse over this entire spectrum.
Since the system contains multiple channels witr@pmately 500MHz bandwidth,
there are three possible LNA scenarios: 1) a diffeli.NA could be used for each
channel which satisfies the bandwidth and cenegguency constraints; 2) an LNA with
tunable capabilities that span the entire rangeéesired spectrum could be used; 3) or
simply an LNA with a flat gain response acrosseahtre UWB range of operation.

The LNA designed in this thesis satisfies the regyuents to work in scenario
three above for a system designed to operate frénGBIz which also makes it eligible
for inclusion in an IR-UWB system which works owbee same frequency range. As
for scenario two, there has been at least one ssitdeattempt in designing a tunable
LNA operating in the UWB frequency range in [11] ialh was designed fully in
0.18um CMOS technology. Scenario one can be dssdias completely impractical.
2.1.6 UWB Initial Deployment

Even though the FCC allocated the entire spectnom 3.1-10.6GHz, the two
competing proposals for the PHY layer of IEEE 86234, DS-UWB and MB-OFDM,
divide the spectrum up into two different bands(B&gure 2.3 and Figure 2.5). Thisis
done for several reasons. First, since wirelegsntonication products that use the U-
NIl band (Unlicensed National Information Infrastture) are almost ubiquitous, the
spectrum was divided mainly to avoid mutual intesfeee with systems operating in
this band. At first this may appear as sacrificthg characteristic of UWB systems,
namely, the bandwidth. However, in the MB-OFDM gweal [22], they assert that the

MB-OFDM systems are capable of communication wBBMbps at less tham#lusing

14



only the lower band (major band group #1 in Figkr@). In the DS-UWB proposal,
they are much more aggressive and assert that IBp8 can be achieved at less than
4m utilizing just the lower band. This class of datite is unprecedented over the air,
and the market would see numerous products whichuldvanitially benefit
tremendously from UWB technology. Therefore, usordy the lower band of the
spectrum not only provides plenty of bandwidth ttee development of novel systems,
but it will also provide a quicker time-to-market products because the lower

frequency devices can be implemented in CMOS masleethan the upper band.
Low High

— U-NII Band

| | | | | | | | | | | | | | | | | |
3 4 5 6 7 '8 9 10 11 3 4 5 6 7 8 9 10 11
GHz GHz

Figure 2.5 UWB divided spectrum operating bands

2.2 Background Theory

2.2.1 Two-Port S-parameters

Scattering Parameters (sometimes called S-parashdtave become the de
facto standard in characterizing the performancenmfrowave systems and circuits.
This occurred primarily because of the practicdfialilty associated with measuring
short circuit currents and open circuit voltagesaaietwork at microwave frequencies
[12]. At such high frequencies, it is much easgesimply measure the amplitude and
direction of incident and reflective voltage wavehist like impedance and admittance
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matrices, the S-parameter matrix provides a complescription of a network at its
input and output ports. While the impedance anditdnce matrices relate all of the
voltages and currents at and between every potiirwida given network, the S-
parameter matrix relates the incident and reflectiaves at and between every port
within the network. Knowing the reflective and ithent waves can fully characterize
the system.

S-parameters relate incident and reflective wawvef@amplitude and phases

between every port within a two-port network by,

[V{}{Su Sﬂ{v;} (2.1)
Vz_ S21 S22 V2+

In equation 2.1V, represents the voltage phasor of the waveform lirayaway from

porti (reflected waveform)and V," represents the voltage phasor of the waveform
traveling toward port: A phasor is a vector representation of a sinwdoid

signal|V|cogwt + 8), with vector polar notation of the forfa|018. Figure 2.6 gives a

graphical depiction of the traveling reflective andident waveforms acting on a two-

port network.

Zin1 Zin2 .
Vi A AL
V" o - «! o\
50Q Linear
+ twao-port S0Q
network

Figure 2.6 Reflective and incident waveform illasiéon on a two-port network
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In Figure 2.6, a voltage source that has a charstiteimpedanceZy, = 500, is

applied to a linear two-port network which is dngia load with impedance of &0

When the source and load impedances do not pegrfendtch Z,, or Z,,,

respectively, a portion of the driving voltage wiren is reflected back from the
mismatched impedance with or without a phase slafiending on the complex port
impedance.

The individual S-parameters are given by,

S, =¥% whenV,” =0 (2.2)
1
_Vl_ + -
Slz—v+ whenV;" = 0 (2.3)
2
_V2_ +
SZl—V—+ whenV, = 0 (2.4)
1
_V2_ +
822 _V_+ Whenvl =0 (25)
2

In addition to the reflection caused by mismatchmegdedances, fractions of the

waveform applied at port-2 can navigate through nieéwvork to leave port-1, thus

contributing to V; .  Solving 2.1 for V; Illustrates this point and gives

V, =S V" +SV, . Sz is commonly referred to as the “reverse isolatifector
because it represents the portion of the voltageefeam applied at port-2 that appears

leaving port-1. Si; represents the portion of" that appears at port-1 because of a
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mismatched impedance reflection. For this reaSpnis commonly referred to as the
input reflection coefficient. Another common syrmiosed to represent the reflection
coefficient isI". S, is also commonly referred to as the reflectiorfic@ent at port-2.

S represents the fraction of the waveform appliedh® input port-1 that
appears leaving port-2. This is essentially thénden of gain, and thereforé&;
represents the gain of the two-port network.

2.2.2 Combined Differential-mode and Common-mode S-parameters

Because of various advantages that differentiatsires offer over their single-
ended counterparts, they have become very widegd us microwave and radio
frequency circuits. Therefore, S-parameter charaetion has been extended to offer
physically meaningful insights and analysis of eliéntial circuits [13, 14].

Consider a four-port network representation of fhecBntial amplifier. The

network is fully characterized by the standard &peeter matrix,

V1_ Sll S12 S13 S.L4 V1+

V2 [Z|Sa S2 Sk Su|Vy _ (2.6)
V3_ S31 Ssz 333 S34 V3+
\2 S S Siz S|V

In (2.6), the differential input is applied to bgbort-1 and port-2, and the differential
output is taken from both port-3 and port-4. Fritra standard S-parameter matrix in
(2.6), it is not possible to know anything otheaurtlthe single ended parameters with in

the differential circuit (e.g. single ended gaimgte ended reverse isolation, etc.).
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Therefore, there is a need to conv8y, in (2.6) into another matrix whose elements

represent differential-mode and common-mode pamnsietThis has been done before
and so the complete derivation will not be presgiere; however, the transformation
matrix will be presented (for a detailed derivatieae [13]).

The mixed mode S-parameter matrix is organized maaner similar to the
single-ended case where both mode information #isaseort information is included.

The mixed-mode S-parameter matrix is given by,

Vi = SV
Vd_l Sd 1d1 Sd 1d2 Sd Icl Sd 1c2 Vd-'zl.

- Vd__2 — Sd 2d1 Sd 2d2 Sd 2cl Sd 2c2 Vd:Z (211)
V. Sadr  Sadz | Sua Sz | Vg
Vc_ Sc2d1 Sc2d 2 Sc201 SchZ Vc+2

In (2.7), Sy are the differential mode S-parameters &g are the common-mode S-
parameters. S;,; and S,y are the cross-mode S-parameters. After developing
similarity transformation matriXyl, and applying it tosSy,, S,,,, becomes,

Sy = MSgqM ™.
The similarity transformation matri¥, was developed in [14] and is given as,

-1 0

, andM* is given as,

5=
O rr O -
r O +r O
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1 0 10
4_1/0 1 01
J2/-1 0 1 0
0 -1 01
ComputingSmy, gives,

[Sr%‘%ﬁ%s 32_34_%2"'%4} |:§1+S.3_$_»1_333 §2+§4_%2_%4}
Swn:} 9179579193 9079492t 91195791 S S0t 949 S,
2[&1‘%3"‘%1‘%3 32_34"'%2_%4} {%1"’%3"‘%1"‘%3 §2+§4+%2+%4}
S$1795t517Ss $:541S9:7S4] [SitSstSitSs $:1541S5,1S,

2.7)

Comparing (2.6) with (2.7), we can see that théetghtial mode gain is given

1
Sa2d1 = E(Szl =S,3= 54+ Sy3) (2.8)

Equation (2.8) makes intuitive sense. Notice thatdifferential gainSyq1, depends on
the two single-ended gain paramet&s,andS;s.
2.2.3 Impedance Matching

As described in section 2.2.1, when the impedahtieeosource does not match
the impedance loading that source, part of thelard waveform will reflect back to the
source due to the mismatch in impedances. The mimaduthe waveform reflected is
given byS;; in the single-ended case &4 for the differential-mode case. Therefore,
in order to reduce reflections, input and outputaiiag networks must be added to the
analog signal processing device. In addition txim&ing the power transferred (no
waveform reflections) to the load, matching netvgodan also be used to minimize

noise influence and/or to linearize the frequeregponse of a system.
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For DC circuits, the maximum power theorem stalted the maximum power
available from the source will be transferred te libad provided the real internal source
resistance is equal to the real impedance of thd. loHowever, in the case of time-
varying waveforms, the theorem states that maxinpomer transfer occurs when the
complex internal impedance of the source equalsctmplex conjugate of the load
impedance. Therefore, when the source is connéatéd load, the internal impedance
of the source connects in series with the load dapee and the inductive and
capacitive reactance of the load and source comperfer each other and a real
impedance results.

Since the imaginary part of complex impedance dépem frequency, complex
impedance matching is very difficult to realize peevery large bandwidth. Circuits
such as an LNA will load the source with a very pter impedance profile versus
frequency, and thus a simple complex conjugateaisl Ho realize over all of the
frequency. Wideband impedance matching can bezeehlwith either high order
passive networks or active devices. In this thesitive devices were used to perform
the wideband impedance matching.

2.24 Noise Sources

In electronics, noise is usually referred to astling but the desire signal.
There are numerous noise sources that contribwtanted effects to the desired signal
in electronics systems. Noise can be contributed signal from within the device
itself or during transmission of the signal. No&s=umulated during transmission can

usually be prevented or eliminated by various slmel, equalization or filtering
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techniques. However, noise contributed by sourftesn within the device itself
imposes a fundamental lower limit on the perforngant the device. Therefore the
noise sources considered in this section will edelextraneous pickup of noise from
external influences and only include the sourcesabe internal to a device or a
complete circuit. All of the noise source or nopenomenon will not be considered
here, but only noise source that will have a gmegitact on analog CMOS integrated
circuits.

2.2.4.1Shot Noise

Shot noise arises from direct-current (DC) flow amgbresent in diodes, MOS
transistors, and bipolar transistors. The oridirslmot noise results directly from the
randomness associated with electrons jumping adeggtion regions. The passage of
each carrier across a pn-junction is dependent tipoicarrier having sufficient energy
to cross that region. This phenomenon can be radded a random event. Thus, an
external current, which appears to be a steady current, is reallgposed of a large
number of random independent current pulses. Hnmemed closely enough, the
external current will have a small random ripplad awill in fact not be perfectly
smooth as intended.

It can be shown that if the random independenteciirpulses have an average
valuelp, then the resulting shot noise current, whichgide top oflp, has a mean-

square value given by,

i2=2q,B (2.9)
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In (2.9),q is the charge of a carriel.6x10™ Coulombs) and is the bandwidth in
hertz. Notice how shot noise is independent ofenature.

Equation (2.9) is only valid until the frequencycbemes comparable totl/
wheret is the carrier transit time though the depletiegion [6]. For frequencies
smaller than X/ shot noise spectral density is a constant functibfrequency with
amplitude 2lp. Noise with a spectrum of constant frequencyimetimes referred to
as white noise.

The probability density function (pdf) of shot neigss a function ofp is
Gaussian with a standard deviation given &y; /29l , B , and a variancer” =i,

The term shot noise is sometimes corruptly preseageoriginating from the
name “Schottky”. However, the term simply comesnirthe fact that if an audio
system is connected to a shot noise source, thitingsoutput sounds like buckshot
dropping on a hard surface [7].

2.2.4.2Thermal Noise

Thermal noise is sometimes called Johnson Noiseause the first recorded
measurement of this phenomenon was performed ByJbhnson at Bell Labs in 1928.
Later, Johnson’s colleague H. Nyquist was ablexfdagn the phenomenon with a new
atomic level theory (fluctuation-dissipation retatship) which accurately predicted the
measured results obtained by Johnson.

Thermal noise occurs because of the random thammoabn of charge carriers
in a conductor which is independent of any voltagplied across the conductor. Also,

since typical electron drift velocities are muchadler than typical electron thermal
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velocities, thermal noise is also independent of B@rent flowing through the

material. Thermal noise is present in any lineasspre resistor and is usually the
dominant noise contributing source in an amplifieln MOSFET transistors, the
channel acts as a resistor, and therefore a stgnifiamount of thermal noise will be

present.
In a resistoiR, thermal noise can be modeled as a series-voifagerator (7)
for a shunt-current generato?(), whose values are given by,

V2 = 4KTRB (2.10)

i_2:4kT%B (2.11)

2
wherek is Boltzmann’s constant=(l.38><10‘23mz—:ig ), Bis the bandwidth, an@lis the
s

absolute temperature (Kelvin). Thermal noise \g#tas sometimes written in rms form
with units expressed aBV/\/ Hz in order to emphasize the fact that the rms noise

voltage is dependent on the square root of theoiitil

Thermal noise, like shot noise, has a amplitudéridigion function that is
Gaussian and a constant amplitude versus frequehogrefore, shot noise and thermal
noise are indistinguishable once they have mamifeftemselves in a circuit [6].

2.2.4.3Flicker Noise (1f Noise)

Flicker noise is another important noise phenomdaoand in all active devices.
Unlike shot and thermal noise, there is not onecifipephysical phenomenon to

attribute as the cause of flicker noise. Howetke, source is mainly attributed by
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charge traps associated with crystal defects ieanaiconductor. The traps capture and
release carriers in a random fashion thereby dmritrig a noise signal. Flicker noise
energy is concentrated at low frequencies. Heheedason is it sometimes referred to
asPink Noise.

Flicker noise is always associated with DC currerdnd is given by,
i?=K,—B (2.12)

whereB is a small bandwidth; is a constant for a particular devieeis a constant in
the range of 0.5 to 2, ardis a constant approximately unity. Since the tamtsa, b,
andK; are all different from device to device, even amaevices on the same die,
flicker noise cannot be characterized by a wellraisf mean-square value depending on
current flow and resistance such as shot and thenoise. This is due to the
randomness in the fabrication process producingeatefin the crystal in the
semiconductor devices.

Flicker noise is more significant in MOSFET transis than in any other active
device because of the abundance of charge flow thearg/SO, interface, which
typically abounds with silicon defects. Howevére targer size the MOSFET, the less
flicker noise present because the gate oxide cpama smoothes the fluctuations in
channel charge. Nonetheless, in a MOSFET, th&eilicioise can be modeled as a

voltage source in series with the input gate teamamd is given by [6],

ve_f g (2.13)
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2.25 Noise Model of a MOSFET

Typically, the major noise sources in a MOSFET eaased by both thermal
and flicker noise. Using the mean-square curreptasentation of noise, the noise
sources can be represented by noise-current gerseest shown in the schematic in the

small-signal model in Figure 2.7.

N

G J l D
i Jq CgST A 9a(,) Yao ;

S

Figure 2.7 Noise sources in the MOSFET small-sigmadiel

When the only input considered is the drain-to-seuroise current, the output

noise voltage of the NMOS transistor is givenwy=i2r,

The most significant noise source produced in thanoel, especially for short-
channel devices, is thermal noise. It can be shibahconsidering only thermal noise

in the channel of the MOSFET, the drain to soummsacurrent is given by,

i2 = 4KT&gyoB (2.14)
where the drain noise coefficiefifor long-channel transistors is only 2/3< 1, but
becomes increasing more significant for short-ckamevices. For examplg, has

been shown to be about 2.5 in some u&5MOS devices [15], but the amount of

increase it remains debatable and somewhat controversial [16].
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The mean gate noise curreri%() shown in Figure 2.7 is an induced quantity.

It is induced by local fluctuations in the channé capacitive coupling through the
gate oxide. The local fluctuations in the charoesl be caused by any one of the noise
phenomenon mentioned above such as thermal, stfyralicker noise. When only
the thermal agitation of channel charge is considlethe gate noise current can be

expressed as [7],

- W’CY

iz, =4KTdy,B; whereg, = (2.15)

Q40

In equation (2.15)y, is the real part of the gate-to-source admittafic® the gate noise
coefficient set at a value of 4/3 in long channeVides (oro = 2%), gqo is the drain
output conductance under zargs, andCgys is the gate-source capacitance. The induced
gate noise becomes increasingly more significamigiter frequencies. This is due to
the fact thegy increases in value as frequency increases.
2.2.6 Noisefigure

Noise figure has commonly been adopted as the eneitri choice when
characterizing receiver sensitivity. Consider gl device operating in the analog
front-end of some RF communication receiver, sichraLNA, mixer or a filter. This
device, in reality, cannot be completely noise faee will thus contribute to the noise
picked up in by the desired signal propagatingugtothe channel. Consequently, the
receiver will be less sensitive, because a greageal power to noise power ratio (S/N)
will have to be applied at the input of the receittecompensate for the noise generated

from within the receiver itself. Therefore, the tne noise factor K), as given in
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equation (2.16), indicates the degree of S/N degia caused by a specific block
within the system.

(S/N),
(S/N)

(2.16)

out

The (S/N),, will always be larger than the signal to noiséorait the input, precisely

because of the noise sources which exist withirbtbek itself.
Noise figure is essentially the same metric of genance except expressed in a
more convenient manner and is given by (2.17), lwigcsimply the logarithmic to base

ten of noise factor.

NF =10og(F) 2.17)

In order to see how noise figure cumulates througlioe system, consider the
analog front-end shown in the Figure 2.8. In fRigure 2.8, each block represents a
generic device in a communication receiver irreipef functionality for illustrative

purposes.

Gl’ Fl*GZ’ Fo—  — G, Fy—

Figure 2.8 General cascaded receiver front-end géth,G;, and noise factoF;.
The signal enters into the receiver through theram, and is operated on by
each successive block throughout the system. Bhuk contributes to the overall

noise factor of the system governed by equatialB{2.
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0, -1
Fog =F+ ) —+—

"]

Equation (2.18) shows that the noise factor offitts¢ block, F1, and the gain of

(2.18)

the first block,G;, has the greatest weighted effect on cumulativeenfactor Fy) of
the entire system. 16, is large, then terms in the sum portion of (2.18fdme
insignificant when compared #, Therefore, the effective contribution of noise from
any block downstream from the first is significgntleduced, placing the utmost
importance on the first block. This means thatdgood system performance, the first
block must not only add minimal noise to the sigbal it must also have adequate gain
to relax the noise requirements on subsequentstage

Typically, LNAs are the first system block in theeceive path of a
communication system (excluding the antenna), aedrerefore the most influential in
determining the sensitivity of the overall receiveA large gain coupled with an
extraordinary low noise figure, are both esserjiadlity traits that LNAs in general
need to exhibit. For UWB LNAs, this is an espdyidifficult criterion to satisfy
because of the wide-bandwidth of operation.

In addition to the noise contributed by the sourfces within the device itself,
noise figure is also a function of the source athnde (or impedance) driving the

system. The noise factor of a two-port network loarexpressed as,

FoF, +o

min +

2

Ys — Yopt

(2.20)

S
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In (2.20),Y, =G, + B is the source admittance presented to the twor@vork, Yo

= Gopt + ]Bopt is the source admittance that results in the aptinmoise figureFmin is
the minimum noise figure of the networR; is the equivalent noise resistance of the
two-port network, an@s is the real part of the source admittance. The R/Gis an
indicator of how dependent the system noise figaren departures from optimum

conditions. The two-port noise parameters for a9#aT transistor are developed in

Bopt = —aﬁgs(l— ald \/gj (2.20)

[7] as,

o
Gopt = aGCyq §@—|c|2) (2.21)
N 2 Gf 2
I:min =1+ \/g f o |C| (2'22)
_¢ 1
Ri=eB- (2.23)

In the above four equationsy = g,,/9,, Which is typically unity for long channel

devices,c is the cross-correlation coefficient between draorse and gate-noisé,is

the scaling factor (a.k.a. drain-noise coefficiambich is dependent on channel length
(roughly 2/3 <¢ < 2.5),6 = 2¢ as given in [7], andly is the drain output conductance
under zero drain bias. As mentioneds unity for long channel devices but decreases

as channel length decreases. The cross-correlatifficient €) theoretically assumes
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the value of $0.395. [7] states that is very difficult to measure in reality, but
published measurements fall within a factor of 2haf value given.

Fnin IS the approximate minimum noise figure possilde d given MOSFET
device. Figure 2.9 plotBn versus frequency for a short-channel MOSFET device
with transit frequencyfy = 62 GHz. Thidt is the maximum transit frequency for the
TSMC 0.18&m CMOS process. Also in Figure 2.9, the followiagsumptions were

made in order to account for the short-channeleneffectsZ = 2.5 andj = 5.
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2.00 vd
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Noise Figure (dB)

0O 5 10 15 20 25 30 35 40 45 50 55 60
Device Oper ating Frequency (GHz)

Figure 2.10 Approximate minimum noise figure fahert-channel MOSFET device as
given by 3.23¢ = 2.5,6 =5, and = 62 GHz)

2.2.7 Linearity
The most common narrow-band amplifier linearitygmaeters are input referred
third harmonic intercept pointlP3) and the 1dB compression pointBt). For typical

narrow-bandwidth LNAs, input referred third harmomtercept pointl{Ps) is usually
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used as a measure of the system’s linearity. IMRadWB system which does not use a
carrier frequency, the third harmonic of the carrieequency is meaningless and
thereforel IP; will not be calculated in this thesis. But in lsi8B-OFDM UWB system
which does use a carrier signal with band centé&negliency, a measurement l6P3
and WBc would be a valuable metrics to the system designer

In this thesis, thedBc for the LNA designed herein is simulated at aipaldr
in-band frequency. This is done mainly to demaitstthat the LNA has an adequate
linear dynamic range capable of handling anticig&t®V/B signal inputs.

In reality, an amplifier can only handle a pradti@amount of input power before
saturation of the device occurs. Saturation carcdwesed by several factors, but an
amplifier with MOS devices usually saturates beeaase of the transistors in the
circuit enters the triode region of operation doeekcessively high input signals.
Figure 2.10 shows an example response of an asrpidia power sweep of the input
signal. In this figure, there are two responsedishown: fundamental and third-order
inter-modulation. As the input power increasedjcasothat as the power of the input
signal increases, the output responses become fessgud”. The point at which the
fundamental response compresses iy ih the output is called thedB compression
point (1dBc).

The third-order inter-modulation response is praduwhen two signals near in
frequency are applied to the input of an ampliffet is not perfectly linear. The non-
linear terms of the amplifier cause the two signalsmix” together producing a signal

output at either the sum or difference of the tvembiencies.
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Figure 2.10 lllustration of linear dynamic rand@R) and spurious free dynamic range
(DRy)

There are two dynamic ranges which are associatédenher the 1IP3 or the
1dBc of a given amplifier. In Figure 2.10Ry and DR as indicated represent the
output dynamic ranges corresponding to ity and 1Bc, respectively. One end of
the dynamic range metric is bound by the powerlleve¢he noise, and the other by
eitherlIP; or 1dBc. Any signal below the noise floor is cdesed undetectable, and
therefore the noise floor is sometimes referrecagothe minimum detectable signal
level. The spurious free dynamic ran@dR§), is the output power range from the point

at which the third-order response become detectédbleéhe power level of the
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fundamental response. The linear dynamic ramf®)( is the output power range
between the minimum detectable signal level anathput referred dBc.

Unlike most narrow-bandwidth systems, linearitygenerally not a source of
major concern in UWB systems primarily becausehef ECC restrictions binding the
transmitted power level to below -48IBBrWMHz Since powerful signals are not
allowed to be transmitted, the importance of thedrity characterizing parameters for
the amplifiers can usually be ignored providedahmwlifier is at least marginally linear.
2.2.8 Sability

Stability may be the most important property of aggtem. If the system is not
stable, then it may be prone to uncontrollablellzd@ns which can internally damage
the system. And depending on the system applitaiticould be hazardous to system
operators. In the case of an LNA however, un-Btglean cause internal circuitry
damage and ensure that the amplifier will not work.

The Rollett stability factor, denoted by k, is giMey the following expression,

_1-[sul” -[S,[" +[a”
2822

k whereA =S,,S,, - S,,S,, (2.23)

An amplifier is unconditionally stable K > 1.
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CHAPTER 3

LOW NOISE AMPLIFIERS

The low noise amplifier (LNA) is typically the firblock in a wireless receiver.
The main function of the LNA is to provide enouggnal gain so as to minimize the
effect subsequent stages while contributing a mimmamount of noise to the signal
(see equation (2.18)). In addition to this, an LBhould be sufficiently linear to handle
anticipated large input signals and must also pteaespecific real input impedance
over the desired band of operation to the sourtenaa (typically 5).

In section 3.1, desired characteristics of an LNA presented which is then
followed in the next section with a discussion ablddA topologies that can achieve a

real input impedance over a reasonably sized baogeration.

3.1 Characteristics of the LNA

The basic block diagram of a typical LNA employimgdeband impedance
matching networks is shown in Figure 3.1, whichgsts of three blocks, namely, an
input matching network (IMN), an amplifier, and aatput matching network (OMN).
Although the structure shown in Figure 3.1 has bidenmost popular of late and has
shown the most success recently, there have beser structures proposed for
implementing a wideband LNA. Other structures une distributed amplifiers and

noise canceling techniques.
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Low Noise Amplifier

To

From : |
—— IMN OMN |——» subsequent
Antenna | 3
| | stages

Figure 3.1 Functional block diagram of a LNA

The LNA must exhibit several distinguishing featui@ characteristics which
makes it uniqgue when compared to other types oflifierp. As Figure 3.1 suggests,
minimal reflections between presequent and subseggstages must be realized by
employing appropriate matching networks. Idedhg matching network should match
the impedances between stages for maximum powesféiaas well as matching to
realize minimum noise figure. However, this isdesh achieved with any technology,
but specifically with MOSFETS this is next to imgdde [7]. Therefore, the matching
networks must first match impedances and then atberpromises or considerations
within the circuit can be made to reduce noiserBguA typical rule of thumb to ensure
that a good power match has been made is when amglibutput reflection coefficients
(S11 andSy; for a two-port network, respectively) are belodB.

Also, the LNA must have high reverse isolationhigh reverse isolatior(; in
a two-port network) ensures that signals causedpuyious outputs from subsequent
stages which propagate to the input of the LNA bandeemed negligible. Reverse
isolation, although very important, is usually deaith when considering the LNA
architecture. An architecture which is obvioushgeeptible to reverse isolation at any

frequency should not be chosen if possible.
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The LNA must also be acceptably linear, i.e. tmedr dynamic rangeDR)
spans the intended input signal amplitude spacs.praviously mentioned, for UWB
applications, the maximum output power allowed43dBm which does not place a
very tough requirement on the linearity of an UWRA. The proposed LNA should
only expect to see signals with power less thadB#iat the input.

In addition, performing satisfactorily in the arefinput and output matching
and reverse isolation, the LNA must do so whilestoning minimal power, having

adequate gain, and a minimal noise figure.

3.2 Basic Topologies

As previously mentioned, presenting a real (res$timpedance to the driving
source and loading element is a critical requiremdihis is the case because LNAs are
usually driven by antennas with a reatb6bharacteristic impedance in the desired band
of operation. In order to provide an optimum powetch with the source antenna, the
input impedance of the LNA must be very close teepuresistive with a value close to
50Q. However, because the input of the LNA is cone@cto a capacitive node,
providing good impedance matching to the sourcehaut degrading the noise
performance is very difficult [7]. There are fdaasic LNA topologies which employed
to realize a real input impedance.

3.2.1 Resistive Termination
The resistive termination method is the most ruditagy and strait forward in

comparison. The desired input impedariRg (s simply placed as shown in Figure 3.2.
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Figure 3.2 Resistive termination topology

This connection ensures th#f, ~ Ry at frequencies much lower than the transit
frequency fr). This occurs becausk; is lower than the input impedance of the
transistor, and will therefore dominate in the faf@ombination of the two.

One of the main drawbacks associated with thetresisermination method is
that the termination resistdRy, adds a significant amount of thermal noise tosiigeal
as well as attenuates the input signal by a facfo? before the transistor. Thus,
because of these two effects, the noise figure esistively terminated LNA is
significantly degraded and unacceptable for an LNAccording to [7], the lower
bound on noise factor for this topology is given by

FoosXMpgl (3.1)

a gmRy
Equation (3.1) is a very low estimate and is tyjycanly accurate at low frequencies
because induced gate noise has been ignored d&lévget the derivation. With this
topology, noise figures in excess ofdBLhave been reported in an 800MHz CMOS
amplifier [7].
Another drawback is that the parallel combinatioh Ry and the input

impedance of the transistor is directly tied to thequency of operation. This
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immediately suggests that the resistive terminaisonot a good broadband matching
candidate.
3.2.2 1/gy, Termination

The 1fn termination simply uses the input impedance of mmon-gate stage

to present the real impedance. The conceptualdgpas shown in Figure 3.3.

Figure 3.3 1g, Termination topology

A more detailed analysis of the input impedanceaaommon-gate stage is
shown in section 4.2.1, but basically the input éaignce of the common-gate is
determined by b, of the transistor. This architecture is very den@nd can easily
achieve the correct input impedance matching. Heuamore, this topology also appears
to be a good candidate for wideband impedance nmatdiecause the transconductance
(gm) of a MOSFET transistor is at least a weak functbfrequency.

In the common-gate configuration, the noise figisrsolely dependent on the
noise sources from within the transistor. Ignorinduced gate noise, the noise factor

of the common-gate configuration is given by,

F=1+5p % (3.2)

a ngS
whereRs is the source resistance feeding the common-gatgitc When designing the

common-gate shown in Figure 3.4 for optimal poweatoh, 1¢, = Rs and (3.2)

becomes,
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F 21+é (3.3)

a
Equation (3.4) expresses noise factgras a lower bound because induced gate noise
current is not included. In (3.2) and (3.3),is the drain noise coefficient, and

a =0m/940 - Forlong-channel device$= 2/3 andu = 1 which implies a lower bound

noise figure of 2.22iB, which is expected to be significantly higher &rort channel
lengths. The inequality in (3.3) does not considduced gate noise and is therefore a
very low estimate for a lower bound of noise factor

The common-gate topology offers a promising metloodvideband impedance
matching but suffers from an unavoidably high ndigare for short channel devices.
However, when put into perspective, the high néigere is still considerably less than
the resistively terminated topology and the Shusrie€s Feedback topology.
3.2.3 Shunt-Series Feedback

The Shunt-Series feedback topology is shown in rfeéid@i4 and is capable of

providing a real input impedance.
R

Figure 3.4 Shunt-Series feedback topology
This LNA topology outperforms the resistive terntath topology in terms of noise
figure, but its noise figure still exceeds thg, of the MOSFET device. Even though

this topology does not realize the minimum possiiese figure, the wide-bandwidth
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characteristics combined with an acceptable nagged have made it a suitable choice

for wideband LNAs.
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CHAPTER 4
PROPOSED UWB LNA

This chapter will present the proposed LNA and sashehe design issues
associated with it. In the first section, the pedphy behind the choice of architecture
will be presented. In the second, third, and tow#ctions, specific details about the
different stages of the LNA will be discussed. dfiy, in the fifth section, the
simulations of the entire completed LNA will be peated. And lastly, in section six a
comparison is made between the performances dfNAedesigned in this thesis with
other UWB CMOS LNAs.

4.1 Proposed Architecture

Being the first block encountered in a wirelesseneer, the LNA deals with
extremely small analog signals that must be angplifvith minimum noise degradation
so that subsequent stages can perform additiograélsprocessing on the signal. Also,
the most promising implementation strategy whiclivees the lowest cost and smallest
sized product solution to electronic circuits agdtems is combining digital and analog
functions onto one die forming a complete systentioip (SOC). However, much of
the hardship associated with SOCs is that thealigignal components produce large
amounts of switching noise which detrimentally aff¢he sensitive analog circuitry
located on the same chip especially the LNA. Mathhe hoopla surrounding UWB
communication circuitry is that the UWB system vghjoy the same SOC advantages

as Bluetooth and Zigbee have. In order to accahghis, the analog circuitry must be
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robust against the switching noise caused by tgeatlicircuitry. The proposed LNA
utilizes a differential architecture to that endhe differential architecture rejects a
significant amount of noise caused by the digi@atching because such noise would be
regarded as common-mode.

In addition to analog circuit’s sensitivity to nejsanother major issue to be
concerned with for SOC implementation is size. Thdeband characteristics of an
LNA are largely determined by its broadband matghiretwork. In a UWB LNA
design, achieving flat gain is more important thabtaining a high maximum-gain.
Thus, it is necessary to fix the LNA gain over thequency range of interest through
frequency compensated matching techniques. Foowarsandwidth LNA, the input or
output matching network is usually realized withcroi strip lines or simple passive
elements. Broadband matching, however, is extrernbbllenging to realize over a
wide frequency range such as UWB. There are sepesalible topologies such as p, T
and L structure for the broadband matching netweing passive elements [17]. In
these structures, however, it is necessary to aser¢he order of the filter in order to
broaden the bandwidth with small ripple and snaskl Increasing the order of the filter
engenders a large chip size due to the large nuoflgssive components needed. For
this reason, the proposed LNA utilizes active congmis to perform the wideband
impedance matching.

In choosing active matching, a fundamental tradeaals made between noise
figure and size. Passive matching networks dodegtrade the noise performance of

the system nearly as much as active matching. Menvas shown and verified by this
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thesis, the active matching networks can still pfeva suitable noise figure for an
UWB LNA.

The proposed UWB LNA functions as the block diagrstmwn in Figure 3.1.
However, both input and output matching networke active circuits instead of

passive. The overall simplified schematic propaseshown in Figure 4.1

Vpp

Rdr G

50Q Ry.cq Ry.cq 50Q

o Lo
f W W

Figure 4.1 Schematic of the Proposed UWB LNA
One of the difficulties with Ultra-wideband desigames from the realizability
of “true” inductance. In planar fabrication prosgsuch as CMOS, in order to make an
inductor a spiral trace pattern from a metal lagasst be formed to provide self
inductance. Therefore, making inductors in CMOSdificult, and making good

inductors is even harder. When it comes to desgytiWB circuits in CMOS, one
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does not actually have inductors in the “box” olvides and elements of which to
choose from. What a designer actually has at am@dspiral inductor, which can be

modeled by ideal R, L, and C components as showvagure 4.2.

Vin T Cox Cox77 % VUu "
Rs RsS |

Figure 4.2 Component model of a spiral inductor [18

In Figure,Ls represents the actual self-inductance realizetheyspiral patterning and
Rs is the series resistance in traces. The modela@lstains oxide capacitances,),
bulk resistances Rg), and inter-wire (inter-trace) capacitanc€p), Ideally, the
impedance of the spiral inductor would Hes jwLs. However, because @, andCp,
parasitic capacitances involved with the spirauictdr overcome the inductance effect,
and the impedance actually starts decreasing weiuency [18]. Cp andCox become
shorts at high frequencies.

Figure 4.3 shows the magnitude of impedance vefmapiency of an ideal
7.5nH inductor and actual impedance realized by an gitedn7.5H realized in a spiral
inductor from the TSMC 0.18n technology. As can be seen from the table in
Appendix A, this is the actual spiral inductor usedthe feedback path of the

differential core ().
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Figure 4.3 Magnitude of impedance of arlHSspiral inductor versus frequency

4.2 Input Active Matching Stage

The common-gate input stage (as shown in Figurewa3 designed to perform
two very important functions. First, the commoneyatage must have an input
impedance of about 8Din order to satisfactorily minimize reflectionstiveen the
source and the common-gate stage. Second, in twrderlize a reasonably low noise
figure for the entire LNA, the common-gate stagestrprovide sufficient gain so as to
minimize the effect of the noise contributions frtme downstream differential pair and
source follower stages. Simulations showed thghia of at least 1dB across the
entire band in the common-gate stage as configurddgure 4.3 must be realized in
order to keep the noise figure of the entire LNA®Babelow about 5dB. The common-

gate stage exhibits a shunt-peaking load inductenhance the wideband properties.
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Figure 4.4 Schematic of the input active matchitage

4.2.1 Input Impedance of Common-gate stage

To calculate the input impedance of the common-getge, consider the small-
signal model shown in Figure 4.4. In (4.B. is calculated ignorin@m,. This is
fairly accurate because the body and source adetdigether in the actual situation
shown in Figure 4.4. Even thoughy, helps the gain of the common-gate stage, the
noise sources generated as a direct resutj@moticeably degrade the noise figure

while the small additional gain achieved does mohpensate for the noise added.
The small-signal model shown in Figure 43, =(Ry_cs +SLy-cs J|Zi-op -

represents the entire load seen by the transisiduyding the effects of the differential

pair input impedance. For calculation purposetesa voltage \() was applied at the

node where the test curreny (s labeled in Figure 4.5. In this figui@ys represents the

gate-source capacitance of transidfior
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Ve-CG

[ JE
Cice 1 iy -
Zicq Ri.cq

Figure 4.5 Small-signal model of the common-gaprit stage for input impedance

calculation

Performing KCL at node A and re-arranging gives,

=V +—+
Zogs T Ro-co

1 1 1 V_
+gml _ oCG.
rol

Performing KCL at the output node and re-arrang@jivgs,

1
Vil —+0mn
_ r01
VO——l 1 .
I T

e 2L
Substituting (4.1) into (4.2) and performing alggbmreduction gives,

Vi _ g +Z,
rg +Z,

+1-94Z, |
+gml:|

Rb—CG

(4.1)

(4.2)

4.3)

The impedanc&cqs = 1/(SCqs). Now, including the effect dfi.cs, the input impedance

of the common-gate stage can be expressed as,

Vi 1 ra T2,
I SCice

Zi—CG

-CG
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(4.4)
For simplification purposes, let; — « and (4.4) becomes,

1 1

+ .
[chs"' 1 +gmlj| Lice

-CG

(4.5)

Zig =

Notice how lettingro; — o removes the dependency of the loaded input impedah
the common-gate stage from the effectZof SinceCi.cis really large in comparison
to Cg, the second term in (4.5) can be ignored in the BJ¥kequency range of
operation. Now, the input impedance of the comigate stage becomes,
1
. } '
mil
Rb—CG

Notice, if Cgs = 0, and IRy,cc — 0, we have the same situation as described imosect

(4.6)

Zicg =

{i:gs '

3.2.2 of this thesis.
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Figure 4.6 Simulated input impedance of common-gttge
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Figure 4.6 shows the simulated input impedancehef dommon-gate stage
using the component values given in Appendix A.titddofrom the figure, that around
the bandwidth of operation, the impedance magnilod&ing into the common-gate
stage is approximately 80 However, notice at 6GHz a sudden rise in inpygadance
occurs. This occurs but was not predicted by (Aldgcause of the assumption that
— 0. Withry assuming finite values, the input impedance ofcttiamon-gate stage is
more accurately described by (4.6) which variegeprtionally toZ, and thus adding
dependency oF;.cc onto Zpp. Therefore, the spike around 6GHzp (simulated in
Figure 4.8) directly causes the spike at approxetge8@GHz inZ; cc.

4.2.2 Gain Analysis of Common-gate stage

In the model shown in Figure 4.7, =(Ry.cs +SLy-cs )|Zi-op » Which

represents the entire load seen by the commonsgate. Zipp represents the total
input impedance of the differential pair stage. e THody transconductancgn.f) was
ignored because in the common-gate stage the hicehtlg tied to the source terminal,

and thereforey, = O at all times.

-ngJ

T Q’ A4
MH\ O -
1 50Q Cigg! b i) _

Zm +
Cgs ‘[ Vi< Rico

Figure 4.7 Small-signal equivalent model for tbencmon-gate stage

Ve.CG

Vi

Observing Figure 4.7 immediately suggests,
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vV, -V, 1

I = whereZ;, =50Q + (4.7)
in i-CG
v
i, =L 4.8
2= (4.8)
. v
| =——— (4.9)
ZCgs”Rb—CG

In (4.9), Zcgs = 1/(sCys) and it represents the impedance seen betweegateeand
source terminals dfl; in this section. Using Kirchoff's current law (KL at the node
directly aboveR,.cc we get,

V1 7 Voce | OrgVs - (4.10)

rol

I, =

Substituting (4.8) into (4.10) and solving fargives,

_ Vo-cGlo1
v, = . (4.11)
! (1+ gnﬂrol)(zL”rol)

Now, substituting (4.8), (4.9), and (4.11) intol(¢fori,, i; andv,, respectively, gives,

Vo-cc Vo-cclo1 _ Vo-cglo1

+ Mo
Z (1"' gmrol)(ZL”rol)(ZCgs”Rb—CG) Zi, (1"' gmrol)(zL”rol)(ZCgs”Rb—CG )Zin

(4.12)
Re-arranging (4.12),
Vv Gl =— + rol + rol — L ]
” Z (1"' gmlrol)(ZL”rol)(ZCgs”Rb—CG) (1"' gmlrol)(ZL”rol)Zin Z,
(4.13)
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Solving forv,.ce/v; and performing algebraic simplification gives aadlrsignal voltage

gain of,

_Vo-ce _ (1"' gmlrol)(ZL”rol)(ZCgs”Rb—CG )ZL
Vi ZLrol(Zin +Ry o ) +Z;, (ZCgs”Rb—CG )(1"' gmlrol)(ZL”rol)

(4.14)
The result for small-signal gain of the common-gsteege is fairly complete in (4.14);
however, in order to gain some simplifications neetle made. For starters, letting

— oo gives,

Ao = ImlL (ZCgs”Rb—CG)

= . (4.15)
Zin + Rb—CG + Zin (ZCgs”Rb—CG )gml

Also, at really high frequencies (UWB range of @tiem) Zin =~ 50Q, this occurs
becaus&€i.c is very large in comparison .

As shown in (4.15)A..cc depends heavily od, which is dependent 0B pp.
Z, depends strongly o#ipp becauseZipp is comparable t&y.cc = Rycc + Lgcs In
value. Therefore, obtaining a flat gain responsess the entire band of operation
becomes exceedingly difficult because of the compdading profile ofZ pp. Figure
shows the simulated loaded input impedance of tfierential pair (loaded with the
source-follower stage) when the components asshenealues tabularized in Appendix

A.
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Figure 4.8 Loaded input impedance of differenttabse
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Figure 4.9 Gain versus frequency through loadedncomgate stage

4.3 Output Active Matching Stage

The common-drain (source-follower) output stagelmpry purpose is to
provide adequate matching with the loading25t&rminal. However, the gain of a
source follower is always less than unity [6]. Tfeéfere, it is very important that in

addition to matching, the source follower stage thalso realize a gain as close to unity

53



as possible. Accomplishing both of these featsyagity is not possible, and a trade off
between gain and output impedance must be madeco@se, providing acceptable
matching with the 5Q trumps optimal gain, since without acceptable imatg gain

would be sacrificed anyway. As can be seen froguifg, the gain achieved was
approximately -8B through the source-follower. In order to accomsiplihe broadband

matching, the gain of the source-follower had tsigaificantly sacrificed.

VoS

Gain (dB)

-12 I IO O
0 5 10 15 20 25 30

Frequency (GHz)

Figure 4.11 Gain versus frequency of the loadedcssfollower stage
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4.3.1 Output Impedance of Source-follower stage

The test situation for calculating the output imgeck of the source follower is
shown in Figure 4.12. For calculating output imgreck, short the gate of transishds
and remove the %D load from Figure 4.10 and the test situation shawRigure 4.12

results.

Figure 4.12 Test situation for calculating the attimpedance of the source-follower
stage

The reduced and re-arranged small-signal modeFiigure 4.12 is shown Figure 4.13
whereZ, = ZCgSHrot-,”r08 , Zcgs = 1/(SCys) Of transistoiMs, rqg is the output impedance of

transistoMg, andZco.o= = 1/(SCo-r).

x ‘ Z,.sp
ZA Vi 8EmsVi

Vi

Figure 4.13 Reduced small-signal model for caltndpbutput impedance of the
source-follower stage

Performing KCL at the top node in Figure 4.13 gjves

* Qs + - =0. (4.16)

A
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Performing KVL around the outermost loop of the Bre@nal model gives,
Vi =V tiZeo o - (4.17)

Substituting (4.17) into (4.16) and re-arranginggeé

. Zn 1
|1+ 9nslco-o + CZO = } :Vt|:gm5 +Z_} (4.18)
A A

Solving forv/ i;, and simplifying (4.18) becomes,

Zo ¢ = Vi Zp *+ Omsloo-5Zn t Leo-sF _ (4.19)
It 1+9msZa

SinceC,.« is large, assuming frequencies in the gigahertggamplies thalcos —
0. Then (4.19) simplifies to,

Z,

L (4.20)
1+ 9,54,

Zo—SF =

Now, at frequencies great enough to neglegts- but low enough to keefcgs high so
thatgnsZa >> 1, then,

1
Zoyog =— (4.21)

Ons
From (4.21), it can be observed that the valuehef dutput impedance is
roughly independent of frequency around the UWByeanf operation. Therefore, an
output match can be realized by specifyingd~ 50Q.
4.3.2 Input Impedance of Source-follower stage
To calculate the loaded input impedance of the c®tollower stage 4.),

consider the small-signal model of the circuit shaw Figure 4.10.
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Figure 4.14 Small-signal model of the source-fokovior input impedance calculation
purposes

The small-signal model is shown in Figure 4.14 with

Z =Ty

[SOQ+ ! j (4.22)

o-SF

Performing KCL at node A gives,

. V. V.
It =_2_ng(Vt _Vz)"'_z- (4.23)
Z l'os

From observing the small-signal model with KVL inna we can see that,

1

Vy =Vy =i Zcgs WhereZe,o = (4.24)

gs

Substituting (4.24) into (4.23) and performing soagebraic manipulations we get,

Ze Z 1 1
i1+ 4+q 7. +— =y —+ . 4.25
t{ Z|_ gm5 Cgs I'05 t ZL I'05 ( )

Re-arranging (4.25) gives,

(4.26)

Z o =t =
T losZy

V| Zegs T OmsZegstosZi tTosLcgs T TosZt (Z ||r )
|t L||'o5/"

Consider the case wheg — . Equation (4.26) becomes,
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Zi_g = OmslogslL tZogs T L. - (4.27)

Assumingrqe << 52 and at high frequencies §0, 5) — 0 becaus€,.«is large, then

Z, = 50Q. And since€Zcgs = 1/(sCqys), (4.27) can also be expressed as,

— gm5 1
Z o = +1|Z, + . 4.28
i-SF |:SCgs :| L SCgs ( )

Further increasing frequency so thatsC{f) — 0, thenZi.& — 50Q. However, as
verified by simulations (Figure 4.15), this sitwatidoes not occur until the frequency
becomes greater than about 50GHz. Therefore, J42® Z_ ~ 50Q is a good
approximation for the input impedance of the souoi®wer output stage within the

UWB operating band.
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Figure 4.15 Loaded input impedance of the sourtevier at very high frequencies
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Figure 4.16 Loaded input impedance of the sourtdevier in the UWB frequency
range of operation

In fact, sinceZ, = 50Q in the UWB band of operation, the input impedaase
expressed in (4.28) looks like a simple capacitanbtee input impedance of the source
follower for frequencies in the UWB range is showrkigure 4.16. Modeling the input
source follower impedance with a simple capacitareeals theZ;.-~ 65fF. For both
Figures 4.15 and 4.16, the source follower showriguire 4.10 with component values

as indicated in Appendix A was simulated.

4.4 Differential Gain Stage

Feedback was utilized to desensitize gain from beggendent parameters such
asgm[6]. This is very important for sensitive analdgecaits, especially analog circuits
that will reside in a mixed-signal environment. Aeentioned before, in the mixed-
signal environment the digital switching causesdamriations in the power supply.
The effect of these variations on analog bias nesves very difficult to minimize, and
therefore the power supply variations significartigtort the sensitive analog circuitry,
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even to the point of malfunction. Therefore, enypig feedback in the core of the
LNA (the differential pair) decreases the depengesfcthe differential pair gain upon
Om Significantly increases the chances of the LNAfgrening properly in a SOC. As
can be seen from (4.34), wh&nbecomes smaller, the differential-mode gain beme

less dependent ap, as opposed to whefa— oo.

VDE
Ri.pp Ri.pp
o) Ly Lapr Lipp
To Source-
F——> Follower «+—1
G
Ly
Ry
I/A 1-DP
C.pr K M: M,
Vi.or

n +

[ "]

Figure 4.17 Differential Gain Stage
The differential-mode gain of the differential stag shown in Figure 4.18 with
the component values as shown in Appendix A. Ndatiow the gain of the differential
core was not designed to be perfectly flat in tlead of operation. This was done
because of the difficulties associated with obtagna smooth gain response in the
common-gate stage. Therefore, the intentionalgtlesi non-flatness in the differential

offsets the non-flatness seen in the gain of tlmenoon-gate stage.
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Figure 4.18 Loaded gain through differential core

4.4.1 Differential mode gain analysis

In order to perform the differential gain analysfghe differential pair, consider

Figure 4.17. The differential mode half circuitsisown in Figure 4.19.
VDD
Ripp

Lipp

Vo 1-DP

Zi-SF

I/'IJ-DP

Figure 4.19 Differential-mode half circuit
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The small-signal model of the differential modeflaaicuit is shown in Figure 4.20.

Z

4
Vii-pp %Z(-g‘ EmzVi-pP |, Z[% Ve1.0p

T .

Figure 4.20 Small-signal model of the differentiabde half circuit
In the small-signal model of Figure 4.20,

Z = (Rd—DP +8Lg_pp )"(Zi—SF ) = (Rd—DP +8Lg_pp )"65ﬂ: (4.29)
Z, =R, +sL, +—— (4.30)
f f f sC,
1
ZCgs = SC— (4-31)

gs
TheCgyin (4.31) is the gate-source capacitance of tsamdis.
Evaluating KCL at the output node of the small-aigmodel differential half-

mode circuit gives,

Viz-op ~ Voi-pp Voi-op _ _

COaVer o — 0. (4.32)
Zf gm3 i1-DP (r03||ZL)

Re-arranging (4.32) we get,

1 1 1
Vo ppl=—+——|=Vipp| =— — : 4.33
ol DP|:Zf r03||ZL} i1 DP|:Zf gm3:| ( )
Solving for small-signal differential mode voltagain and re-arranging gives,
Vo, 1-9msls
A, _pp = -20P :|: = }(quroe,”ZL). (4.34)
Vi1-pp f
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Notice from equation (4.34) that & — oo, then the output gain increases and
approaches the small-signal voltage gain expredsioa normal common-source stage

with no feedback.

4.5 Overall System Simulations and Performance

45.1 Input and Output Matching

As seen in Figure 4.21, the input and output réfbeccoefficients §1 and )
remain below -10B in the band of 3-12GHz. Therefore, validating J4a6d (4.21),
and establishing a good method for wideband impeslanatching. Also, from the
Smith Chart plot in Figure 4.22, the complex inpupedance of the common-gate
stage and output impedance of the source-followaggeshave capacitance components

as accurately predicted by (4.6) and (4.21), respy.

o

S11

a

S22

L L '
(& o)
coa Lo e L

)
]

Reflection Coefficient (S11, S22) dB

5 10 15 20 25 30
Frequency (GHz)

o

Figure 4.21 Input and output reflection coeffice (@1 andS;,)
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S22
S11

Frequency 0 to 30 GHz

Figure 4.22 Smith Chart plot of input and outpdlereion coefficients

452 Gain

The complete LNA achieved a gain flatnesstdd.2dB over the band from 3.1-

6.2GHz.

The overall gain of the LNA, includingetkadB attenuation from the source-

follower stage, is 16dB. Figure 4.23 shows the gain versus frequenchefitbmplete

schematic shown in Figure 4.1 with the componerties assuming those given in

Appendix A.

Differential-mode Gain (dB)

20

18—
16—
14—
12
10—
8_
6_
4_
2|

Frequency (GHz)

Figure 4.23 Differential-mode gain versus frequency
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Figure 4.24 Common-mode rejection ratio

The common-mode rejection ratio (CMRR) is givertlg following,

CMRR = A\/—differential -mode . (4.35)

—common-mode

The simulated CMRR is shown in Figure 4.24. FroguFe 4.24, it can be seen that
common-mode signals, such as voltage supply vanattaused by switching of nearby
digital signals, will be attenuated by approximat®fidB with reference to the desired
differential-mode signals. In mixed-signals enwiments, the 1dB attenuation of
common-mode signals can dramatically increase #réopnance of the LNA when
compared to single ended counterparts such as 81,4 5, 19, 20, 21].
453 NoiseFigure

Not including any losses associated with a preesdilter, the budget link in
the MB-OFDM proposal for IEEE 802.15.3a standar@] [8pecifies that an overall
noise figure for the RF receiver chain should tss [han 4.8B. Therefore, since an
adequate gain of 168 was achieved, a noise figure for the LNA of lelsant 4B

should be adequate as well. For example, considerbsequent stage after the LNA
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with a noise figure of 1dB. Using equation (2.18), the cumulative noise riggand the

input of this LNA would be approximately 4B, which is still less than the needed

4.9dB.
8
m1

~ freq=4.190GHZ
g nf(2)=3.639
é | m1 M2 m2
S freq=6.000GHz
2 nf(2)=3.903
5 2

9 \ \ \ | T

0 2 4 6 8 10 12
Frequency (GHz)

Figure 4.25 Single-ended noise figure

As can be seen from Figure 4.25, the noise figaréges from 3.64-3dB over
3-6GHz. The noise figure simulated is the singldesl noise figure and no
differential-mode noise theory was employed suchnaR3]. Therefore, the actual
differential-mode noise figure is expected to bgtgly better than that shown in Figure
4.25.
454 Sability

The differential-mode parameters were used in gurtjan with equation
(2.23), for simulating the stability factok, Figure shows the simulated k versus
frequency. After the S-Parameter simulatitnyas determined using the following

equation,

_ 1_|Sd2d1|2 _|Sd2d2|2 +|Sg101Suza2 = Sd1d25d2d1|2

k
2S1a2] Suzan|

(4.36)
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Figure 4.26 Stability Factok)

As can be seen from Figure 4.26, the stabilitydiaof the LNA is greater than
unity. Therefore the feedback in the differentiate did not cause instability.
455 Reverselsolation

Reverse IsolationSj142) should be well below -2IB so that unwanted signal
transfer from the subsequent stage back through.W#e does not occur. Unwanted
signals propagating back through the LNA could eaignificant distortion. As shown
in Figure 4.27, the differential-mode reverse isola obtained was less than €&
across the entire band of operation. This low r&¥ésolation was realized because the
active output matching stage (source-follower) doed easily allow signals to

propagate from the source terminal of the transistthe gate terminal.
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Figure 4.27 Reverse Isolationy($)
45.6 Linearity

As mentioned in section 2.2.8, thdBt referred to the input must be at least
greater than -41.3dBm to successfully handle UWBnas without significant
distortion. As can be seen from Figure 4.28, tiNALachieved a dBc of -24dBm.
This is sufficient for an UWB LNA. Also, for theasons discussed in section 2.28, 3

order intercept point was not simulated.
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Figure 4.28 Input power sweep illustratingBt

4.6 Performance Comparison with Recent UWB Low edimplifiers

The performance of the LNA designed in this thdsits just about in the
middle of the pack when compared to the most réceunblished CMOS UWB LNAs.
However, as discussed before, several design cmasions were made to make this
LNA more suitable for a mixed-signal environmentS@dC (e.g. Active matching and a
differential architecture). The LNA designed inisththesis is, to the author’s
knowledge, the only differential UWB LNA capable $6GHz operation (lower UWB
band, see section 2.1.6). Also, the LNA in [5]péoys active input matching.

The power consumption values given in Table drllie LNAs in [1], [3], and
[20] do not include the power consumption of anpatitbuffer stage that will be
necessary for proper operation of these LNAs. dloee, when listing this thesis’s

LNA, the output buffer stage (source-follower) powensumption was ignored for an
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accurate comparison. The LNA in this thesis corediri8mW power without the
source-follower and 28.3mW including it. The oth#tAs listed in Table 4.1 do not

require and output buffer stage.

Table 4.1 Performance comparison with recent UWBoise amplifiers

Ref. Tech. BW Gain | Power| Max. NF | Min. NF
(CMOS) | (GHz) | (dB) | (mW) (dB) (dB)
[1] 0.18um| 2.3-9.2 9.3 9.0 9.0 4.0
[2] 0.18um| 3.0-7.0 153 21.0 1.9 1.4
[3] 0.18um| 2.0-4.6 9.8 16.2 5.2 2.3
[4] 0.18um| 3.0-6.0 24.0 51.C 2.9 2.7
[5] 0.18um| 3.1-4.8 165 21.Q 4.3 4.0
[19] 0.18um| 3.0-6.0 16.0 59.4 6.7 4.7
[20] 0.18um| 2.0-9.0 135 252 7.4 2.6
[21] 0.13um| 2.0-5.2 16.0 38.( 5.7 4.7
This Thesis | 0.18um 3.0-6_2 164 18|0 3.9 3.7

The noise figures listed in Table 4.1 for the LNiAs[1], [3], [19], [20], and
[21] are actual measured values from the fabricatemiit. The others, including this
work, are simulated values.

As seen by equation (2.18), gain and noise figdird@ LNA are the two most
important parameters affecting the overall noigeire and consequently sensitivity of
the analog-front end. Therefore, Figure 4.29 ptbts gain/noise figure space of the
LNAs compared in Table 4.1. Figure 4.29 gives apyrcal illustration of how this
LNA compares in terms of important performance peaiers. Caution should be used
when comparing measured data with simulated resultse the simulations are only
best estimates. Nonetheless, Figure 4.29 givegpproximate overview how the LNA
designed in this thesis should perform in comparisoothers. Also, keep in mind that

Figure 4.29 does not highlight the advantage ofifeeréntial architecture or active
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matching when compared to the other LNAs, but nyeshbws that the LNA designed

herein adequately performs.

30 ~

25 @ Simulated

® [4]

20 - ¢ Measured

This Thesis [5] [21] [19]

- ° A® * o

[2] ¢
[20]

10 -
*. ®

Gain @B)

Maximum Noise Figure (dB)

Figure 4.29 Graphical illustration comparing re¢gpublished LNAs and this work
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CHAPTER 5
CONCLUSION

In this thesis a differential low noise amplifieritiv active matching was
designed and simulated using the TSMC Qra8MOS technology. As seen in Figure
4.29, the performance of this thesis’ LNA is congtde to those who have gone before
it. However, because of the differential architeet this LNA will perform much better
in a mixed-signal environment, such as a SOC implgation of a UWB
communication or RADAR system. One of the majaavelvacks associated with the
differential architecture is that it consumes veajuable real-estate. To combat this
drawback, active impedance matching networks weesl uo realize a smaller overall
amplifier size. This proved successful, with thdditional active components not
significantly degrading the noise figure. The fisemulations reveal a noise figure
ranging from 3.6-3@B. The amplifier operates over 3.1-6.2GHz with & fjain of
16.40B and a +0.@B ripple. The LNA presented herein can work adegjyan the
lower band of the divided UWB spectrum.

The method of using active matching networks, haweyproved to work
excellent over an ultra-wideband while still pravigl a reasonable noise figure for a
UWB amplifier. Viewing just the single-ended paeters,S;; was kept below -1dBm
over 3-12GHz an&;, was kept below -1dBm over 3-17GHz.

For future work, an LNA that was designed to operater the entire UWB

spectrum is desirable. And the method and philegab using active matching proved
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to be a very successful method for realizing ercelimpedance matches over that
bandwidth. However, the real limiting factor frgareventing the LNA designed herein
reaching a bandwidth of the entire UWB spectrum s parasitic capacitances
associated with the spiral inductors. Since reddyi large inductance values were
needed (7.8H), the Cox in Figure 4.2 relegated the entire induaseless above about
6GHz. It appears as if gain is significantly shceid by using much smaller loading
inductors and a much smaller feedback inductoss(tean 8H), then the architecture

presented herein might have sufficient bandwidth.
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APPENDIX A

COMPONENT VALUES

74



The table in appendix A contains a list of all bé tvalues of the components
shown in Figure 4.1. The component values includettis table are the exact values
that obtained the simulation results shown in ttiiesis. Note that the CMOS
technology used was TSMC 0. Therefore, the dimension listed in this talde f
the transistors is the width of the transistor #redlengths are fixed at 0.L&. Also, as
mentioned before, the TSMC 048 inductors are far from ideal. Therefore, the
inductance listed in this table represents the d¢tahce value attempted to be realized
by the spiral inductors offered by the TSMC QuaBtechnology.

Table A.1 Tabularized list of component values

Component Name Schematic Value
M3 50 um
M, 50 um
Ms 65 um
Me 65um
M- 40 um
Mg 30 um
Mg 60 um
Mo 30 pm

Cicc 4.5 pF
Ciop 0.99 pF
Cosr 1.98 pF
C 110 fF
Lg.co 6.5 nH
L 7.5nH
Laop 5 nH
Roco 300Q
Race 300
R 900Q
Ri.op 280Q
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