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ABSTRACT 

 

OPTIMIZATION OF H.264 HIGH PROFILE DECODER 

FOR PENTIUM 4 PROCESSOR 

 

Publication No. ______ 

 

TARUN BHATIA, MS 

 

The University of Texas at Arlington, 2005 

 

Supervising Professor:  K.R. Rao  

H.264 is an emerging video coding standard, which aims at compressing high-

quality video content at low-bit rates. While the basic idea behind the encoding and 

decoding process still remains the same as in the previous standards, many new and 

innovative tools have been added to provide higher compression capabilities with high 

perceptual quality. These capabilities have also contributed to the increase in complexity 

of implementation of H.264 significantly compared to the previous generation of video 

coding standards. 

In this thesis, the performance analysis of the H.264 decoder for decoding of high 

profile high definition data is done for the Pentium 4 processor and accordingly the 
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optimization techniques based on single instruction multiple data and Windows based 

multithreading have been implemented. The comparison of optimized version of the 

H.264 decoder with the non-optimized version shows significant speed improvements 

after optimization thus making a contribution to the implementation of real-time 

decoding of high definition data encoded using H.264 high profile encoder. 
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CHAPTER 1 

INTRODUCTION  
 

 

 MPEG-4 Part 10/H.264 [4] is an emerging video coding standard, which aims at 

providing high quality video content at very low bitrates. It offers tools for higher 

compression and better error robustness than previous generation of video coding 

standards [9] [10] [19] [38] [39]. While the basic video coding algorithm for H.264 is still 

based on hybrid of motion compensated prediction and transform coding, new and 

improved algorithms used for them add significant complexity and require higher 

computational capabilities for implementation [1].  

 For real-time implementation of H.264 encoding and decoding algorithms on 

commonly used general purpose single processor hardware platforms such as Intel’s 

Pentium 4, it needs significant speed optimizations in terms of computational 

implementation and memory bandwidth requirements. In this thesis, the SIMD (Single 

Instruction Multiple Data) [18] level speed optimization techniques at processor level and 

multithreading at the Operating System level are presented for the H.264 high profile 

decoder. The high profile of the H.264 standard defines a set of coding tools and options 

with the intention of making it a preferable choice for high-quality broadcast and 

entertainment applications. This makes the usage of H.264 high profile for high definition 

(HD) video compression in real-time on general purpose processor like Intel’s Pentium 4 
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one of the most computationally intensive applications at the single processor level .The 

optimizations performed and the results of those optimizations in this thesis have been 

tested specifically for the decoding of H.264 high profile high definition (1280x720 

progressive content) sequences. The real-time encoding of high definition sequences 

using the H.264 high profile is too complex to be implemented on a general purpose 

single processor hardware platform [2] [3]. 

1.1 Thesis Outline 

 

Chapter 2 presents a basic introduction to the H.264 video compression standard. 

The video coding tools and arrangement of the tools in terms of profiles provided in the 

standard are discussed briefly. 

Chapter 3 presents a basic introduction to the target hardware platform of the 

Pentium 4 processor. It presents a brief discussion of the optimization architecture i.e. 

Intel NetBurst Microarchitecture [18] along with the hyperthreading technology which 

offers an opportunity of achieving significant optimization of applications running on the 

Pentium 4 processor.    

Chapter 4 presents the basics of implementation of the SIMD (Single Instruction 

Multiple Data) technology on the Intel’s Pentium 4 processor i.e. MMX (Multimedia 

Extension) and SSE (Streaming SIMD) technology. Further, it presents the performance 

analysis of H.264 high profile decoder using the Intel’s VTune performance analyzer 

[20]. Finally, application of SIMD optimization to the most time consuming blocks in the 
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H.264 decoding process and the performance improvement obtained as a result are 

discussed. 

Chapter 5 presents the basics of multithreading based on Windows operating system. 

It discusses thread creation and synchronization using semaphores. An application of 

thread synchronization to the producer-consumer problem is also mentioned. 

Chapter 6 presents a method of application of multithreading for the speed 

optimization of the H.264 high profile decoder. A specific case of optimization of 

decoding of the group of pictures (GOP) level encoded high profile HD sequence is 

discussed and a multithreaded decoding architecture with resulting speedup is presented 

for the same. 

Chapter 7 outlines the conclusions and further research. The configuration files for 

the JM 9.6 H.264 encoder used for generation of H.264 high profile bitstreams are listed 

in Appendix A.  
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CHAPTER 2 

OVERVIEW OF MPEG-4 AVC/H.264 DECODER 

 
 The new video coding standard MPEG-4 part 10 / H.264 [4] aims at having 

significant improvements in coding efficiency, and error robustness in comparison with 

the previous video compression standards such as MPEG-2 [19], H.263 [39], and MPEG-

4 part 2[38]. It allows coding of non-interlaced and interlaced video and provides better 

visual quality even at higher bitrates. This chapter presents an overview of the decoding 

process and the coding tools provided in the standard which give the H.264 coding 

algorithm its compression capabilities. 

2.1 Introduction 

 

 The design of the H.264/ MPEG-4 part10 [4] video codec is based on the 

traditional hybrid concept of block based motion-compensated prediction and transform 

coding [4] [5] [6] [7] [8]. The coding of the video is done on picture by picture basis 

which is further represented as one or more slices. A slice is the smallest independent 

coding element in the H.264 coding structure. The slice consists of a sequence of 

macroblocks with each macroblock consisting of 16x16 luminance and two chrominance 

components (Cb and Cr). 

Each macroblock’s 16x16 luminance component is partitioned into 16x16, 16x8, 

8x16 and 8x8, and further, each 8x8 luminance can be sub-partitioned into 8x8, 8x4, 4x8 
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and 4x4. The 4x4 sub-macroblock partition is called a block. The hierarchy of data is as 

follows:  

Picture [slices [macroblocks [sub-macroblocks [blocks [pixels]]]]] 

 

 

Figure 2.1 Macroblock and Sub-macroblock partitions [5] 

 

2.2 Profiles 

 

The various coding tools and capabilities of the H.264 video coding algorithm are 

arranged under various profiles (Fig. 2.2) which have been defined with a focus on 

specific target applications. The profiles and the specific tools offered in those profiles 

can be listed as [5]:-  

2.2.1 Baseline Profile (mainly for video streaming applications) 

� I, P slices only 

� CAVLC (Context- Adaptive Variable Length Coding) for entropy coding 
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� Flexible macroblock order (FMO): macroblocks may not necessarily be in the raster 

scan order. The map assigns macroblocks to a slice group. 

� Arbitrary slice order (ASO): the ordering of the slices in the bitstream may not be in 

raster scan order. 

2.2.2 Extended Profile  

 

� All  the features of baseline profile 

� SP, SI slices 

� B slices 

� Weighted prediction 

2.2.3 Main Profile  

 

� I,P,B slices 

� Weighted prediction 

� CABAC (context adaptive binary arithmetic coding) / CAVLC (context adaptive 

variable length coding) for entropy coding 

 

2.2.4 High Profiles [9] [10] 

� Includes high profile (HP) supporting 8-bit video with 4:2:0 sampling, addressing 

high end consumer use and other applications using high resolution video 

� High 10 profile (Hi10) supporting 10-bit video with 4:2:0 sampling 
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� High 4:2:2 profile (H422P), supporting upto 4:2:2 sampling and upto 10-bits per 

sample  

� High 4:4:4 profile (H444P) , supporting up to 4:4:4 sampling, up to 12 bits per 

sample, lossless region coding and integer residual color transform for coding RGB 

video  

� All the features of main profile 

� Adaptive block size transform ( introduction of 8x8 integer DCT) 

� Perceptual quantization matrices 

� 8x8 Intra prediction 

 

 
Figure 2.2 Coding profiles of H.264 [5]  
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2.3 Video coding algorithm 

The block diagrams for the H.264 encoder and decoder are shown in Figs. 2.3 and 

2.4 respectively. Intra-coding uses various spatial modes to reduce spatial redundancy in 

source data for a picture. Inter-coding uses block-based inter-prediction to reduce 

temporal redundancy between various pictures. The deblocking filter helps in reducing 

blocking artifacts at the block boundaries. Application of transform to the prediction 

residual leads to further compression and helps in removal of spatial redundancy through 

quantization. The quantized transform coefficients along with the motion vectors for 

prediction are then entropy coded to create the H.264 encoded bitstream. 

 

 

Figure 2.3 Block diagram of H.264 encoder 
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Figure 2.4 Block diagram of H.264 decoder 

 

2.4 Prediction Process 

 

All types of prediction used in the earlier standards are supported namely I (Intra), 

P (Predictive) and B (Bi-predictive) with addition of number of modes mainly for intra-

prediction. 

2.4.1 Inter Prediction  

 

Unlike previous standards, the P slices can be predicted using reference from past 

or the future in the decoding order. It can also contain intra macroblocks (used in case of 

gradual decoder refresh (GDR) [26]). For B-slices the prediction uses two references but 

unlike the previous standards can be from the past or the future in the decoding order 

along with the regular method of one reference from past and one from future in the 

decoding order. The standard also defines two new types of slices; SI (Switching Intra) 

and SP (Switching Predictive) which as the name suggests are used for switching 
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between streams. The motion estimation also includes options of skipped macroblock, 

direct prediction and weighted prediction of a macroblock. The skipped macroblock uses 

a predicted motion vector to copy a motion compensated block instead of copying a co-

located macroblock as no motion vector is transmitted on the encoder side in the absence 

of residual data. The option of direct prediction allows two modes for motion vector 

prediction: new spatial direct motion vector prediction (which uses motion vectors of co-

located macroblocks to predict motion vectors of current macroblock) and the refined 

temporal direct prediction (which uses temporally scaled motion vectors of macroblocks 

in the reference frames to predict motion vectors of the current macroblock). The option 

of weighted prediction allows scaling of reference slice data in order to facilitate 

prediction for occurrences like scene fading.     

The macroblocks in a picture can be partitioned from 16x16 up to 4x4. Larger 

partitions are for appropriate for homogeneous areas of the picture and smaller partitions 

are for detailed areas. The H.264 standard specifies usage of sub-pel motion estimation 

upto ¼ -pel accuracy. The reference pictures for inter-prediction are chosen from the 

decoded picture buffer which maintains the reference frames in the form of lists.  

2.4.2 Intra Prediction 

 

 The intra coded macroblock is coded itself by without using temporal prediction. 

In the H.264 standard, the process of intra prediction involves predicting the current 

block from the decoded frame (not filtered) and then calculating the residual between the 

source block and predicted block. The residual data is then encoded.  
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The various modes of prediction offered are:-  

For Luma: 9 modes for 4x4 blocks, 9 modes for 8x8 blocks, 4 modes for 16x16 blocks 

For Chroma: 4 modes for each 4x4 chroma block  

The directions of prediction for the all 9 possible modes are shown in the Fig 2.5 [6] 

 

 

Figure 2.5 Intra prediction modes 

 

2.5 Transform and Quantization 

 

 H.264 is based on the use of a block-based transform for spatial redundancy 

removal. H.264 uses an adaptive transform block size, 4x4 and 8x8 (high profiles only), 

whereas previous video coding standards used the 8x8 DCT. The smaller block size leads 

to a significant reduction in ringing artifacts. Also, the 4x4 transform has the additional 

benefit of removing the need for multiplications. For improved compression efficiency, 

H.264 also employs a hierarchical transform structure, in which the DC coefficients of 

neighboring 4x4 transforms for the luma signals are grouped into 4x4 blocks and 

transformed again by the Hadamard transform. For blocks with mostly flat pel values, 

there is significant correlation among DC coefficients of neighboring blocks. Therefore, 
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the standard specifies the 4x4 Hadamard transform for luma DC coefficients for 16x16 

intra-mode only, and 2x2 Hadamard transform for chroma DC coefficients. 

H.264 assumes a scalar quantizer. The basic forward quantizer operation is: 

 

Zi j = round(Yi j /Qstep) …………………………….       (1)                

   

where Yi j is a coefficient of the transform described above, Qstep is a quantizer step size 

and Zi j is a quantized coefficient. The rounding operation here (and throughout this 

section) need not round to the nearest integer; for example, biasing the ‘round’ operation 

towards smaller integers can give perceptual quality improvements. A total of 52 values 

of Qstep are supported by the standard, indexed by a quantization parameter, QP. Qstep 

doubles in size for every increment of 6 in QP. The wide range of quantizer step sizes 

makes it possible for an encoder to control the tradeoff accurately and flexibly between 

bit rate and quality. The values of QP can be different for luma and chroma. Both 

parameters are in the range 0–51 and the default is that the chroma parameter. 

2.6 Deblocking 

 

 A filter is applied to each decoded macroblock to reduce blocking distortion. The 

deblocking filter is applied after the inverse transform in the encoder (before 

reconstructing and storing the macroblock for future predictions) and in the decoder 

(before reconstructing and displaying the macroblock). The filter smoothes block edges, 

improving the appearance of decoded frames. The filtered image is used for motion-
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compensated prediction of future frames and this can improve compression performance 

because the filtered image is often a more faithful reproduction of the original frame than 

a blocky, unfiltered image. 

 

 

Figure 2.6 Block Edges in a macroblock 

 

Filtering is applied to vertical or horizontal edges of 4×4 blocks in a macroblock (except 

for edges on slice boundaries), in the following order. 

 

1. Filter 4 vertical boundaries of the luma component (in order a, b, c, d in Figure 4.4). 

 

2. Filter 4 horizontal boundaries of the luma component (in order e, f, g, h, Figure 4.4). 

 

3. Filter 2 vertical boundaries of each chroma component (i, j). 

 

4. Filter 2 horizontal boundaries of each chroma component (k, l). 

2.7 Entropy Coding 

 The entropy coder converts a series of symbols representing elements of a video 

sequence into a compressed bitstream suitable for transmission or storage. The elements 
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at the slice layer are coded using either context adaptive variable length coding (CAVLC) 

or context adaptive binary arithmetic coding (CABAC). Elements like header information 

and parameter sets (Sequence Parameter Set and Picture Parameter Set) are coded using 

Exponential-Golomb codes [6]. 

2.8 Summary 

  This chapter has presented a basic introduction to the MPEG-4 part 10 / 

H.264 video coding standard. H.264 performs better than the previous video coding 

standards by introducing new innovative algorithms and improving some previously used 

algorithms to provide superior visual quality at lower bitrates with better error resilience. 
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CHAPTER 3 

PENTIUM 4 OPTIMIZATION ARCHITECTURE OVERVIEW 

 

The first step for optimization of an application for a hardware platform is to 

analyze the abilities of the hardware platform. The important features which we need to 

look into before we start optimizing are the processor architecture, cache and processor 

bus. The Intel
®

 Pentium
®

 4 processor is based on Intel
®
 NetBurst

®
 microarchitecture [11] 

[12] [17] replacing the P6 Architecture [11] used until the Pentium
®
 III Processor. The 

architecture as shown in Fig. 3.1 [11] [17] is designed to provide the end user with new 

levels of performance, enabling computationally intensive tasks to be performed at the 

desktop level. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 3.1 Intel NetBurst Microarchitecture 
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3.1 Main Features of Intel
®
 NetBurst

®
 microarchitecture 

 

� hyper-pipelined technology that enables higher clock rates and higher frequency 

headroom (upto 10 GHz) 

� high-performance, quad-pumped bus interface to the Intel
®
 NetBurst

®
 

microarchitecture system bus 

� rapid execution engine to reduce the latency of basic integer instructions 

� out-of-order speculative execution to enable parallelism 

� superscalar issue to enable parallelism 

� hardware register renaming to avoid register name space limit 

� cache line sizes of 64 bytes (up from 32 bytes in Pentium III ) 

� hardware prefetch 

� a pipeline that optimizes for the common case of frequently executed instructions; 

the most frequently-executed instructions in common circumstances (such as a 

cache hit) are decoded efficiently and executed with short latencies 

� Employments of techniques to hide stall penalties; among these are parallel 

execution, buffering, and speculation. The microarchitecture executes instructions 

dynamically and out-of-order, so the time it takes to execute each individual 

instruction is not always deterministic. 
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Figure 3.2 Intel NetBurst Microarchitecture Pipeline 

 

3.2 Pipeline 

 

          As shown in Fig. 3.2 the three stages of the Intel NetBurst Microarchitecture 

pipeline are:- 

3.2.1 Front End  

 

The in-order front end of the Intel NetBurst microarchitecture consists of two parts: 

� fetch/decode unit 

� execution trace cache 

 

Front End 

Superscalar 

Execution core 

Retirement Unit 
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It performs the following functions: 

� prefetches IA-32 instructions that are likely to be executed 

� fetches required instructions that have not been prefetched and decodes instructions 

into µops (micro-operations). The execution trace cache stores decoded instructions in 

the form of µops rather than in the form of raw bytes unlike the conventional 

processor caches. It allows for complex instruction decode logic to be removed from 

the execution unit. Also, it allows code from the target of a branch to be included in 

the same trace cache line as the branch itself reducing cache delays. 

� generates microcode for complex instructions and special-purpose code 

� delivers decoded instructions from the execution trace cache  

� predicts branches using advanced algorithms 

� the execution trace cache stores µops in the path of program execution flow, where 

results of branches in the in the code are integrated. 

3.2.2 Execution Unit  

 
The out-of-order execution unit reorders µops so that the µops whose inputs are ready 

(and have execution resources available) can execute as soon as possible. The core’s ability 

to execute instructions out-of-order is the key factor in enabling parallelism. It considers a 

large number of µops (126 of which 48 can be load and 32 can be store operations) [17] from 

the program to find independent µops. This task is done by the µop schedulers who track the 

input operands to determine if a µop is ready to execute. The µops are then scheduled to 

execute in the data dependent order i.e. when the resources needed by them are available. The 
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Rapid Execution Engine is able to execute up to six µops per main clock cycle. The double-

speed integer Arithmetic Logic Units (ALUs) are able to execute at a rate of two µops per 

clock cycle, providing higher ALU throughput compared to running the ALU at the main 

clock speed. 

3.2.3 Retirement Unit  

 

The retirement section ensures that the results of execution are processed 

according to original program order and that the proper architectural states (flags etc.) are 

updated. It also keeps track of branches and sends updated information to the branch 

target buffer (BTB).  

3.3 Branch Prediction 

 

Branch prediction is important to the performance of a deeply pipelined 

processor. It enables the processor to execute conditional/unconditional branch 

instructions long before their outcome is certain. Branch delay is the penalty incurred in 

case the branch is not predicted correctly. As the pipelines grow deeper and deeper, 

branch delay increases. On the other hand, branch delay for correctly predicted can be as 

low as zero cycles. 

The branch prediction algorithm in Intel NetBurst microarchitecture predicts all 

near branches (conditional calls, unconditional calls, returns and indirect branches). It 

does not predict far transfers (far calls, irets and software interrupts).  

The main features of the branch prediction in this architecture are:- 
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� The ability to dynamically predict the direction and target of the branches based on an 

instruction’s linear address, using the branch target buffer. 

� Static prediction in case of failure/non-availability of dynamic prediction in case of 

which backward branches are taken and forward branches are not. This works well in 

case of loop ending branches. The difference between a loop ending branch and a 

normal backwards branch is determined by comparing the distance between the 

branch and its target to a threshold. If the distance is greater than the threshold then 

the branch is predicted as taken.   

� The ability to predict return addresses using 16-entry return address stack (as the 

return may be invoked from several call sites). 

� The ability to build trace of instructions across predicted taken branches to avoid 

branch penalties. 

3.4 Caches 

 

The Intel NetBurst microarchitecture supports up to three levels of on-chip cache. 

At least two levels of on-chip cache are implemented in processors based on Intel 

NetBurst microarchitecture. The Intel Xeon MP [13] and certain Intel Pentium and Intel 

Xeon Processors [13] may also contain a third level cache.   

The first level cache (L1 cache, nearest to the execution core) contains separate 

caches for instructions and data. These include first-level data cache and instruction 

cache. Other caches are shared between instructions and data. All caches use least 

recently used replacement algorithm. On processors without a third level cache, the 
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second-level cache miss initiates a transaction across the system bus interface to memory 

sub-system. On processors with a third-level cache, a third-level cache miss initiates a 

transaction across the system bus. A bus write transaction writes 64 bytes to cacheable 

memory, or separate 8 byte chunks in the destination are not cacheable. A bus read 

transaction from cacheable memory fetches two cache lines of data. 

3.4.1 Prefetch 

 

3.4.1.1 Software Prefetch 

     Software Prefetch is enabled using SSE instructions. It is not to be used for 

instruction prefetch as it can cause severe problems on a multiprocessor system. Using 

software prefetch requires comprehensive analysis of application by the programmer so 

that factors like type of prefetch to be used and how much in advance do we need to get 

the data can be decided for optimal cache usage. Depending on what type of prefetch we 

use the data is prefetched into the one of the caches, for e.g. the cache nearest to the 

processor which will minimize disturbance of other caches and avoids the need to access 

of-chip cache.  

But using non-optimal software prefetch can cause reduction in performance because:-  

� too many prefetches reduce efficiency  

� bus bandwidth demand increase 

� prefetching data too early in the application will result in data being removed 

from cache  before it is actually used and the whole process of prefetch will just 

add to execution latency 
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3.4.1.2 Hardware Prefetch 

       Hardware Prefetch brings cache lines into the unified second level cache based on 

prior reference patterns. It is triggered automatically but requires regular access patterns. 

It does not cause any bandwidth overhead. But the process has a start-up penalty before it 

triggers and starts fetching data. 

3.5 Hyper-Threading Technology 

 

Intel Hyper-Threading Technology (HT) [11] [12] is available in Pentium 4 and 

Xeon processor families. The basic idea behind HT technology is to provide two logical 

processors on a single physical processor. It enables the software to take advantage of 

task-level and/or thread-level parallelism. Each logical processor has a set of architectural 

registers while sharing physical execution resources of the single physical processor. 

Doubling the architectural state (eight general purpose registers, control registers, 

machine state registers etc.) seem like two physical processors to the software application 

(including the Operating System) running on it and provide a performance boost over a 

traditional multiprocessor system. 
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Figure 3.3 Resources Sharing in Hyperthreading Architecture 

3.5.1 Resource Sharing  

 

As shown in Fig. 3.3 there is a three level resource management in a 

hyperthreaded machine. They are:- 

      3.5.1.1 Replicated Resources  

The architectural state is replicated for each logical processor. The architecture 

state consists of registers that are used by the operating system and application code to 

control program behavior and store data for computations. This state includes the eight 

general-purpose registers, the control registers, machine state registers, debug registers, 

and others. 

      3.5.1.2 Partitioned Resources           

Several buffers are partitioned for usage by both logical processors by limiting 

entries to half for each of them. This is done to allow one processor to bypass operations 

of the other processor which may be stalled by an event like branch misprediction, cache 

miss or certain instruction dependencies. These buffers include µop queues after the 

 

Shared 

Resources 
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execution trace cache, the queues after the register rename stage, the reorder buffer which 

stages instructions for retirement, and the load and store buffers. In the case of load and 

store buffers, partitioning also provides an easier implementation to maintain memory 

ordering for each logical processor and detects memory ordering violations. 

3.5.1.3 Shared Resources 

        Most other resources in the physical processor like the caches and the execution 

unit are completely shared to improve dynamic utilization of the resource. Some shared 

resources include a processor id to indicate to which logical processor the entry belongs.  

3.5.2 Hyperthreading Pipeline  

  Instructions form the two logical processors are executed simultaneously in the 

execution unit not necessarily in program order. There are selection points in the pipeline 

where instructions from one or the second logical processor can be chosen. In case one 

logical processor cannot use the pipeline, then the other logical processor has complete 

control over the pipeline. 

3.5.2.1 Front End 

The execution trace cache is shared between the two logical processors. It is used 

alternately by the two logical processors every clock cycle unless one of them is stalled. 

After fetching the instructions and building traces of µops, the µops are placed in a queue. 

If both logical processors are active then the execution trace cache is partitioned for each 

of them to proceed independently. 
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3.5.2.2 Execution Unit 

The execution unit does not differentiate between instructions of the two logical 

processors once they are placed in the queue. After execution, they are placed in re-order 

buffer. The re-order buffer decouples execution stage from the retirement stage and is 

partitioned equally between the two logical processors.    

3.5.2.3 Retirement Unit 

It tracks when the instructions form the two logical processors are ready to be 

retired. The instructions are retired for each logical processor in program order by 

alternating between two of them.   

3.6 Summary 

   

This chapter briefly discussed Intel NetBurst microarchitecture and optimization 

capabilities of the Pentium 4 processor. The features of the optimization architecture and 

Hyper threading technology which are useful in case of multithreading of applications 

were also mentioned. 
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CHAPTER 4 

SINGLE INSTRUCTION MULTIPLE DATA (SIMD) 

BACKGROUND AND APPLICATION TO H.264 DECODER 

 
Intel had included SIMD technology as an extension to the basic Intel architecture 

(IA-32) designed to improve performance of multimedia and communication algorithms. 

The technology includes new registers at the hardware level and new data types and 

instructions at the software level. This chapter explores the level of performance boost 

that can be obtained for H.264 high profile decoder. 

4.1 SIMD Architecture 

 

Figure 4.1 [11] [14] below shows block diagram of the hardware registers that can 

be used for implementation of code exploiting SIMD technology. By exploiting SIMD 

instructions on the floating point registers of x86 architecture, backward compatibility 

with all application and operating system code is maintained.  

4.1.1 Registers in SIMD Architecture 

 

� 8 XMM registers (128-bit) added Pentium III onwards to be used by SSE, SSE2, 

SSE3 instruction set 

� 8 MMX registers (64-bit) introduced Pentium MMX onwards for to be used by 

the MMX instruction set. 
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� 8 general purpose registers (32-bit) from x86 architecture 

� MXCSR register a special purpose control register that contains IEEE-754 flags 

and mask bits. 

� EFLAGS register containing the all the major flags used by the processor to 

indicate the results of the operation performed for e.g. carry, sign, zero etc. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 4.1 Architectural support for SIMD architecture [11] [17] 
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4.2 MMX Technology 

 Intel MMX
TM

 (multimedia extension) technology [11] [15] [16] [18] is an 

extension to the basic Intel Architecture and includes new registers and instructions. It 

exploits the inherent parallelism in multimedia and communication algorithms which 

help to boost performance of these algorithms on Intel processors. Many multimedia 

applications require simple operations to be performed on large quantities of data items in 

parallel. Also, the size of data is typically 8-bit or 16-bit (e.g. pixel data in an image or 

video).The MMX technology includes 57 new instructions, and four new data types [18]. 

Each of the four data types represents 64-bit data interpreted as packed byte, packed 

word, packed double word and quadword. The representation of data types is shown in 

Fig. 4.2. 

Packed Byte 

 

BByyttee  BByyttee  BByyttee  BByyttee  BByyttee  BByyttee  BByyttee  BByyttee  

 

Packed Word 

 

WWoorrdd  WWoorrdd  WWoorrdd  WWoorrdd  

 

Packed Double Word 

 

DDoouubbllee  wwoorrdd  DDoouubbllee  wwoorrdd  

 

Quadword 

 

QQuuaaddwwoorrdd  

 

Figure 4.2 MMX Data Types [11] 
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4.2.1 Features of MMX Technology 

� 57 new instructions  

� 4 new data types 

� 8 64-bit registers derived from 8 80-bit floating point registers in the Pentium 

architecture [11] [15] [16]. Therefore, regular floating operations are suspended 

when using MMX registers. At the end of the MMX operations, emms instruction 

is used to indicate to the CPU that floating point operations can be resumed. 

� “saturation arithmetic”: the results of operations can be set to zero or maximum 

range of the data type instead of a normal wraparound. This feature is particularly 

helpful in video coding algorithms like H.264 where truncation after an arithmetic 

operation [4] is used to limit the results to a certain range. 

� the instruction types include arithmetic operations (add, sub etc.), comparison 

operations (<, > etc.), logical operations ( AND , OR etc.), conversion operations 

(convert byte data into word data) , shift operations (right shift , left shift etc.) and 

data transfer operations. These instructions operate on packed data type. Figure 

4.3 illustrates this property. 

� support for integer, floating point, signed and unsigned arithmetic.   
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Figure 4.3 SIMD operations [11] 

 

4.3 SSE Technology 

 
 Intel SSE (streaming SIMD extension) further extends the power of MMX 

technology by introducing more instructions (SSE, SSE2 and SSE3) and specifically 

providing 8 128-bit XMM registers on chip [11] [18]. The introduction of these 128-bit 

registers Pentium III onwards meant doubling the data processing power of MMX 

registers and execution of regular floating point instruction without interference when 

using SIMD instructions. Other than the extending the above mentioned instructions to 

128 bits, SSE technology introduces instructions for operations like sum of absolute 

difference (PSADBW), masking (PMOVMSKB), average (PAVGB) ,finding minimum 

and maximum value (PMINUB, PMAXUB) and shuffle (PSHUFW). By providing 

instructions, which execute in a single clock cycle for these extensively used operations, 

Intel offers an opportunity of achieving significant optimization of computationally 

intensive applications like multimedia running on its processors. 
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4.4 Application of SIMD 

 SIMD technology operates on data arranged in a particular format. Therefore, 

usage of SIMD for optimization of an application like H.264 decoder needs the data in 

the application to be arranged in that format [12]. Basically, the data arrangement to 

efficiently use SIMD style processing should be converted to structure of arrays (SoA) 

format. An example of the concept stated is if the following operation needs to be 

implemented on 8 bytes of data x1 y1 x2 y2 x3 y3 x4 y4 in the memory 

Sum = x1y1 + x2y2 + x3y3 + x4y4 

Then before SIMD instructions can be used for this operation, the data needs to be 

rearranged in the memory as x1 x2 x3 x4 y1 y2 y3 y4. Such a rearrangement of data will allow 

the first 4 bytes of data (all x) to be read in one SIMD register and next 4 bytes (all y) to 

be read into another SIMD register. Then 4 multiplication operations can be performed in 

parallel. But then a weakness of SIMD technology is encountered as no operations can be 

performed within the same register. Therefore, results of the 4 multiplications can be 

added only 1 addition operation at a time.  

4.5 SIMD Optimization of High Profile H.264 HD Decoder 

 

 H.264 is an emerging video compression standard, which shows more 

compression capabilities than achieved by previous standards [5] [7] [8] [9]. H.264 

provides higher coding efficiency through added features and functionality which also 

entail additional complexity in encoding and decoding processes [1]. The features are 

classified into profiles with each profile defined with a specific target application. In July 
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2004, addition of High Profile through an amendment called fidelity range extension 

(FRExt) [9] [10] further improves the performance of H.264 compared to previous and 

contemporary video compression standards but further adding to already computationally 

intensive encoding and decoding process. Moreover, the application of the codec for 

compression of HD (high definition – 1280x720p) data presents a significant challenge at 

the single processor desktop level [1] [4] [7]. The sheer volume of data to be processed 

puts a severe strain on the computational capabilities of even the fastest processors 

available at the desktop level. On the other hand, for H.264 to be popular among the 

consumers as the next generation of video compression algorithm and a replacement of 

the widely used MPEG-2 [18], real-time performance from at least the decoder is 

expected at the desktop level [3]. SIMD optimization is one of the methods which can 

contribute significantly towards achieving that goal.  

4.5.1 Performance Analysis of H.264 Decoder 

 

 Application of SIMD requires a careful performance analysis of the target 

application which can reveal the “hotspots” in the application code. The “hotspots” in the 

application code are sections of code which utilize maximum of processor time out of the 

total time taken by the application to complete one execution. Application profilers are 

used for the task of performance analysis. For the performance analysis of FastVDO 

LLC’s [37] H.264 High profile decoder, the profiler used is Intel’s VTune performance 

analyzer [20]. The Intel VTune Performance analyzer is a powerful software-profiling 

tool for Windows and Linux. The VTune analyzer helps in understanding the 



 33 

performance characteristics of a software application at all levels: system, application and 

microarchitecture. The VTune analyzer gives results in three formats:-  

� Sampling : It can be time based and event based  

� Call Graph: Flow of control in the application 

� Counter Monitor : Monitoring of system based counters 

For the purpose of H.264 decoder, time based sampling gives the hotspots in the 

decoding process. Accordingly, the targets for SIMD optimization can be identified. 

Figure 4.4 shows a sample graph generated at the system level by using Intel VTune 

performance analyzer while running the H.264 decoder. It shows that the complete 

decoding process is taking 37% (% Clockticks) of the processor time for the decoding 

test. 

 

 

 



 34 

 

Figure 4.4 Results of VTune Analysis of H.264 Decoder -System Level 

 

Table 4-1 lists the test conditions for performance analysis of H.264 decoder at the 

desktop level. Figure 4.5 shows the snapshots of the video sequences [ ] used in 

performance analysis of the H.264 decoder and to further test the optimization achieved 

by application of SIMD techniques for optimization. 
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Table 4.1 Test Setup for performance analysis of H.264 decoder 

 

Platform Pentium 4 Mobile 2.8 GHz, 702MB RAM, Windows XP 

 

H.264 Decoder FastVDO LLC High Profile H.264 Decoder© [37] 

 

Streams Girl, Golf, Karate, Plane, Shore (shown  in Fig. 4.5) [37] 

 

Encoder  JM 9.6 [36] 

 

Encoding 

Parameters 

See Appendix A 

Profiler Intel VTune Performance Analyzer  

 

   

 

 

                      

                      GGIIRRLL                                                                                                                        GGOOLLFF                                                                                  KKAARRAATTEE  

                                                                                                                                          

                                                     

   PPLLAANNEE                                          SSHHOORREE                

 
Figure 4.5 Streams used for performance analysis 



 36 

 4.5.2 Results of Performance analysis of H.264 Decoder 

 

 Results of time-based sampling of H.264 decoder using Intel VTune performance 

analyzer are listed in Table 4-2. It lists the segregation of total decoding time in terms of 

time spent in individual modules as % of the total decoding time. Figure 4.6 shows the 

graphical representation of the data listed in Table 4-2. The results indicate that the most 

time consuming computation modules in the H.264 are IDCT 4x4 (inverse discrete cosine 

transform) and motion compensation. Therefore, these modules are selected as the target 

of application SIMD optimization. 

 

Table 4.2 Results of performance profiling of the H.264 high profile decoder 

 

 

       % Girl.264  Golf.264 Karate.264 Plane.264 Shore.264 

 

IDCT 8x8 4.957879 0.956737 3.2735859 1.894126 1.63884 

 

CABAC 11.026452 5.293592 10.335945 10.01807 6.407274 

 

Memcpy + 

Memset 

13.33369 16.86905 11.849307 11.01987 14.59611 

 

IDCT 4x4 17.02527 20.39636 15.568315 12.89757 17.79446 

 

MC 29.53265 38.00137 40.045078 50.16149 41.66314 

 

Others 24.12405 18.48289 18.927766 14.00887 17.90019 
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Figure 4.6 Results of time based sampling of H.264 Decoder 
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4.5.3 Application of SIMD Optimization to IDCT 4x4 transform in H.264 

 

 The H.264 standard uses an integer approximation of the discrete cosine 

transform which operates on 4x4 block of data after motion-compensated prediction or 

Intra prediction. The steps of implementation [4] [21] of the 1-D inverse transform are 

listed as follows: - 

ei0 = di0 + di2, with i = 0..3  

 

ei1 = di0 – di2, with i = 0..3  

 

ei2 = (di1 >> 1) – di3, with i = 0..3  

 

ei3 = di1 + (di3 >> 1), with i = 0..3  

 

fi0 = ei0 + ei3, with i = 0..3  

 

fi1 = ei1 + ei2, with i = 0..3  

 

fi2 = ei1 – ei2, with i = 0..3  

 

fi3 = ei0 – ei3, with i = 0..3 

 

where, eii is the input to the transformation process. The resulting 4x4 matrix obtained 

after 1-D IDCT is then transposed and then 1-D IDCT is applied to its results to get the 

results of the  2-D IDCT 4x4 module. The final coefficients are obtained by adding 32 

and dividing (right shifting) by 64. 

In the 2-D IDCT process, since the operation remains the same for all 4 pixels, 4 resulting 

values of each of the operations mentioned above can be calculated in parallel (for e.g. 

using the instruction PADDB, PSUBB). This will lead to saving of crucial decoding time. 

Transpose of 4x4 matrix can be implemented using the PUNPCKLBW/ PUNPCKHBW. 



 39 

Table 4-3 shows the comparison of the performance of implementations of 2-D 

IDCT 4x4 with and without SIMD. Figure 4.7 shows the speed improvement in the 2-D 

IDCT 4x4 module achieved by SIMD implementation of 2-D IDCT 4x4 over the non-

SIMD implementation. Depending upon the % time consumed by the 2-D IDCT 4x4 

module of the total time taken by the complete decoding process; speedup in the overall 

decoding process can be calculated using the Amdahl’s Law (Appendix B).  The speed 

improvement in the overall decoding process is approximately 6-10 % depending upon 

the type of motion in the sequence. If the motion in the sequence is high, then the time 

taken by 2-D IDCT 4x4 module is lower compared to when motion is low. Therefore, 

overall speedup by optimizing 2-D IDCT 4x4 module using SIMD is more in case of low 

motion sequences. 

 

Table 4.3 Results of SIMD optimization of the IDCT 4x4 block 

 

 

    % Girl.264 Golf.264     Karate.264 Plane.264  Shore.264 

 

No SIMD 

(%) 

17.02527 20.39636 15.56831 12.89757 17.79446 

 

SIMD 

(%) 

8.811405 11.61393 9.16206  7.050434  9.89151 

 

Speedup 

Factor 

1.932186 1.756198 1.69921 1.82993 1.79896 

Overall (%) 

Speedup 

8.9489 9.628 6.8447 6.21 8.581 
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Figure 4.7 % Time consumed by 2-D IDCT 4x4 

 

4.5.4 Application of SIMD Optimization to Motion Compensation  

 

 The motion compensation module [4] [5] [6] [7] in the H.264 standard can be 

classified into two sub-modules:- 

4.5.4.1 Data Manipulation  

The data manipulation module in motion compensation process is involved in the 

process of communication with the inverse transform and quantization module and 

decoded picture buffer (DPB). The task of the data manipulation module is to get the 

motion vectors for the target block from the bitstream, check for type of prediction used 

(skip, intra, direct etc. [4] [5] [7]) and search for the reference frame from the decoded 
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picture buffer if needed. Then the block from reference frame is copied into the 

interpolation sub-module. Since there are no computations involved, therefore application 

of SIMD optimization to this sub-module would not lead any performance improvement. 

4.5.4.2 Interpolation 

The interpolation sub-module in the motion compensation module performs all 

the arithmetic calculations of sub-pixel interpolation and linear interpolation required for 

generation of reference block in the reference frame. The H.264 standard allows the 

motion estimation process at the ½-pixel and the ¼ - pixel levels.  Once the reference 

block is obtained from the reference frame, it can be converted to ½-pixel resolution 

applying the 6-tap filter [1 -5 20 20 -5 1]/32 and rounding the result.  The resulting block 

can be further interpolated to ¼ - pixel resolution by linearly interpolating the 

horizontally or vertically adjacent ½-pixel or full resolution pixels. For the B-frames the 

final block used for compensation is derived by applying linear interpolation to the two 

prediction blocks representing forward and backward prediction. The chroma sample 

interpolation for the 4:2:0 format needs 
1
/8 – pixel resolution if the luma component of 

the target block uses ¼ - pixel resolution. The 
1
/8 – pixel resolution interpolation is 

generated as a linear combination of the neighboring integer sample position.  

Figure 4.8 shows the segregation of % decoding time consumption by the motion 

compensation module into % time taken by the sub-modules of data manipulation and 

interpolation. It is evident from the plot that as motion increases in a video sequence, so 

does the decoding time spent in sub-module of interpolation.    
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Figure 4.8 Segregation of % time consumption by motion compensation 

 

 

4.5.4.3 SIMD Implementation of Interpolation 

 

The linear interpolation section is similar to 2-D IDCT 4x4 block in terms of 

operations involved (shift, addition). Therefore, using packed arithmetic instructions 

helps in optimizing the module of linear interpolation since same operation is performed 

on all the pixels of the block. The main section of the interpolation is the ½-pixel 

resolution applying the 6-tap filter [1 -5 20 20 -5 1]/32. The filtering can be done by 

initially performing the multiplication (by 20 for 3, 4 positions and by -5 for 2, 5 

positions) using PMULLW for a set of pixels and adding the results to get intermediate 
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pixel  values which are then rounded to get the final set of pixels with ½-pixel resolution .  

Then linear interpolation of adjacent full and ½-pixel resolution values results in ¼ - 

pixel resolution values. Figure 4.9 shows the comparison of % time consumed of the 

overall decoding time the interpolation sub-module of the motion compensation process 

with and without SIMD. It shows that using SIMD for interpolation leads to speedup of 

the module by a factor of approximately 1.7.   

 

Table 4.4 Results of comparison of SIMD optimized Interpolation with non-SIMD Interpolation  

 

    % Girl Golf     Karate Plane  Shore 

 

NO SIMD 

(%) 

15.96824 13.02634 23.25319 32.54503 19.7399 

 

SIMD 

(%) 

    9.51832 7.53874 14.32317 19.7414 11.608 

 

Speedup 

Factor 

  1.68  1.73 1.62 1.65 1.7 

 

Overall(%) 

Speedup 

   6.89 5.8 9.8 14.68 8.85 
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Figure 4.9 % Time consumed by interpolation 

 

4.6 Summary 

 

This chapter has presented the basics of implementation of single instruction 

multiple data technology in the Pentium 4 processor and its application for optimization 

of the H.264 decoder for HD video sequences. The performance of the H.264 decoder 

was analyzed using the Intel VTune performance analyzer to identify the hotspots in the 

application code of the decoder. Accordingly, the SIMD optimization was applied to two 

of the most time consuming modules of the H.264 decoder namely, 2-D IDCT 4x4 and 

the interpolation process in motion compensation. The results show significant reduction 
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in % of decoding time utilized by SIMD implementation of these modules as compared to 

pure high-level language (C, C++) implementation. 
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CHAPTER 5 

MULTITHREADING 

 
 Multiprocessing is one of the key techniques for getting more performance from a 

system by performing more than one action at a time. The most common application of 

multiprocessing is the operating system e.g. Windows XP [22] where it is used to hide the 

latency associated with access to system resources. For software optimization, it is used 

to do more work in less time. Instruction-level parallelism gives the processor the ability 

to execute more than one instruction at the same time. The application performance can 

be improved even further by using multiple threads and increasing the level of 

parallelism. 

5.1 Basics of Multithreading 

 

 On an operating system like Windows every application consists of one or more 

processes. A process has a virtual address space, executable code, open handles to system 

objects, a security context, a unique process identifier, environment variables, a base 

priority, minimum and maximum working set sizes, and at least one thread of execution. 

Each process starts with a single thread, often called the primary thread, but can create 

additional threads from any of its threads. 
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 A thread is the entity within a process that can be scheduled for execution. A 

thread is the basic unit to which the operating system allocates processor time. A thread 

can execute any part of the process code, including parts currently being executed by 

another thread. All threads of a process share its virtual address space and system 

resources. In addition, each thread maintains exception handlers, a scheduling priority, 

thread local storage, a unique thread identifier, and a set of structures the system will use 

to save the thread context until it is scheduled. The thread context includes the thread's 

set of machine registers, the kernel stack, a thread environment block, and a user stack in 

the address space of the thread's process. [23] [24] [25] 

 When an operating system supports multitasking on a single processor system, it 

divides the processor time into time slices and allocates them to each of the running 

threads. After the time slice elapses, the execution of the thread using that time slice is 

suspended.  Since the time slices allocated are very small, it gives an impression of the 

threads running simultaneously. On a multiprocessor system, the execution load is 

distributed among multiple processors and actual multiprocessing takes place with 

background process offloaded to the second processor. But running too many threads on 

the system can degrade performance, as more the number of threads are the longer each 

thread has to wait for its time slice of execution.  

There are two ways of implementing multitasking:- 

� Dividing the application into more than one process or multiprocessing, each 

executing independently consisting of one or more threads. 

� Dividing the single process application into multiple threads or multithreading.  
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It is more efficient to implement multithreading rather than multiprocessing for the 

following reasons [24]:-  

� The context switching process  is easier between threads than between processes 

as process context is larger than thread context 

� The threads share the address space and the global variables which simplify inter-

thread communication and synchronization. 

� All threads of a process can share open handles to resources.  

5.2 Multithreading Strategies 

 

To achieve, performance improvement by multithreading the application can be 

divided into tasks and data. Analysis of application in terms of tasks and data will allow 

the programmer to explore the possibilities of implementing one of these two types of 

parallelisms [12] :- 

5.2.1 Data Level Parallelism   

 

Applications that operate on large data sets can divide the calculations among 

multiple threads based upon the different sections of data. For example different filters 

can be applied to different sections of decoded frame data in a video coding application. 

Since the parallelism is driven by data, it is called data parallelism.  

5.2.2 Task Level Parallelism  

 

� Coarse grained: Multiple tasks performed at the same time 

� Fine grained: Each task divided into independent sub-tasks. 
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Therefore, if the threads of an application are organized by tasks, they implement 

task level parallelism and if they are organized by data, they implement data level 

parallelism. In both cases, it is important to achieve maximum processor utilization by 

load balancing and minimizing overhead incurred by creating, managing and 

synchronizing the threads. By maximizing the work each thread performs individually, 

multithreading overhead can be minimized. 

5.3 Thread Synchronization 

 

As mentioned earlier, multiple threads in an application process share the system 

resources allocated to it. Therefore, for a programmer it raises the question of 

synchronization of thread execution so that conflicts between the threads do not occur 

and degrade performance. The most common types of thread conflicts [R] are:- 

� “Race condition”: It occurs when an assumption that one thread will complete 

execution before its results are needed by another thread fails. 

� “Deadlocks”: It occurs when two threads block have blocked each other’s 

execution and can only unblock that execution by proceeding. 

The following methods can be used to prevent thread conflicts:- 

� “Semaphores”: They block execution of the thread at a certain point in the code 

until another thread signals it can resume. 

� “Critical Sections”: They mark a section of the code which cannot be interrupted 

by the operating system so that race conditions can be avoided. 

 



 50 

5.4 Producer-Consumer Problem 

 

 The producer-consumer problem illustrates one of the methods of implementation 

and importance of thread synchronization. The producer thread puts data in the buffer and 

the consumer thread performs operations on that data and then updates the buffer. 

 

 

                Wait                                             Wait         

              

 

 

 

 

         Release                              Release 

 

 

 

Figure 5.1 Producer-Consumer Thread Synchronization 

 

The process of thread synchronization can be described as:- 

� The primary thread creates the producer thread, consumer thread and the 

semaphores needed for synchronization. 

� The control is then passed to the producer thread. 

� The producer thread waits for the consumer thread to release control of the buffer. 

For the first time, this condition is true. 

� The producer thread then proceeds to load the buffer with data. 

Update the Buffer Process the data 

and update results 
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� The producer thread then releases control of the buffer to the consumer thread. 

� The consumer thread waits for the producer to release control and then takes the 

buffer data, processes it and updates the buffer. 

� The consumer thread then releases control of the buffer to the producer thread. 

� When the complete data set has been processed, a flag can be set to indicate to the 

threads to quit execution or the threads can be killed from the main thread. 

5.5 Summary 

 

 This chapter briefly discussed the basic concepts of threads and multithreading. It 

listed some of the pitfalls that can occur due to multithreading and methods of thread 

synchronization. An example of usage of thread synchronization in the form of producer-

consumer problem has been presented. 
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CHAPTER 6 

MULTITHREADING GOP LEVEL H.264 DECODER 
 

As mentioned in the previous chapter, multithreading is one of the methods of 

achieving performance improvement in an application. This chapter explores the 

application of multithreading to the H.264 decoder and presents a design for the same. 

Finally, the performance comparison between single threaded and multithreaded H.264 

decoding is presented.    

6.1 H.264 Decoder Design-Strategies 

 

 To design a multithreaded H.264 decoder, two possible approaches can be used:- 

6.1.1 Task-level  

 

� As shown in Fig. H.264 decoder pipeline consists of various stages through which 

the encoded bitstream passes through to generate the decoded data. Each stage for 

e.g. IDCT, Deblocking etc. can be seen as a task each of which can be performed 

as a separate thread. But implementing multithreading at the task level in the 

H.264 decoder can lead to the following problems:- 

� The tasks share buffers among them and independent execution of each task will 

involve complicated synchronization of buffer access and lead to significant 

threading overhead. 
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� The decoding algorithm is sequential, which will lead to threads further in the 

pipeline to wait for the results from the threads earlier in the pipeline. This will 

lead to performance degradation compared to a single threaded decoder 

implementation.  

6.1.2 Data-level 

 

The second form of implementation of a multithreaded H.264 decoder can be 

done using data-level parallelism, which will use multiple decoder instances to decode 

the bitstream. This type of design would require for the bitstream to have sections which 

can be decoded independently. To efficiently implement a multithreaded H.264 Decoder 

that will decode different sections of the bitstream simultaneously, there should be 

minimal or no interaction between the different decoder threads.  

This requirement is important as neglecting it can lead to the following threading pitfalls 

[24] [25]: - 

� Increase in threading overhead 

� To prevent “deadlocks” when two threads try to access the same variables and 

buffers shared between them. e.g. reference frame buffers. 

� To prevent “race conditions” when one decoder thread tries to access data from 

the other decoder thread buffer, which hasn’t finished updating the buffer. 
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6.2 H.264 GOP level Decoding 

 

The key to implementing a multithreaded H.264 decoder is the concept of using 

Group of Pictures (GOPs) in the encoding process of the bitstream. The H.264 like other 

video compression algorithms derives its compression from exploiting temporal 

correlation between frames or fields (or slices in case of H.264). The compression is 

obtained by encoding the difference between the actual frame and the corresponding 

predicted frame derived using previously encoded frames which occur in the past and the 

future in the decoding order (in case of P and B frames). In H.264, the previously 

encoded frames are maintained in the buffer known as a list [4] [6]. The reference frames 

or pictures are of two types: - 

1) Short term reference: pictures which are regularly replaced using the “sliding 

window” memory control as the new pictures are decoded and sent to the decoded 

picture buffer. 

2) Long term reference : pictures which are older in the decoding sequence and are 

removed explicitly by commands  

If a bitstream not using GOPs in the encoding process is decoded using a 

multithreaded decoder then depending upon the bitstream it can possibly lead to the 

threading pitfalls mentioned above. Basically, if the first frame of the GOP cannot be 

decoded without a reference to the decoded picture buffer, then the frame cannot be 

decoded until the reference frame required by the current frame is decoded and made 

available for reference. This will lead to the current thread being stalled and the 
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parallelism in the decoding is lost. This problem does not end at the first frame. If any 

frame of the GOP n needs a reference from a decoded frame of GOP m, it cannot proceed 

with the decoding process until that reference frame is made available. The solution to 

this problem is sending an IDR frame at the start of each frame. An IDR or Intra Decoder 

Refresh [4] [7] frame is an I-frame which can be decoded without a reference frame from 

decoded picture buffer. Also, on receiving an IDR coded picture, the decoder marks all 

pictures in the reference buffer as “unused for reference” or flushes the decoded picture 

buffer.  

The implications of using an IDR picture at the start of each sequence are listed as 

follows: - 

� Insertion of IDR pictures at regular intervals gives the options of going forward 

and reverse in the video sequence to the media player. The process of going 

forward and reverse in a video or an audio sequence is known as “seeking” [40]. 

The process of seeking to a particular position in the bitstream means that the 

video decoder should have the capability of starting the decoding process from 

that position. For example, the design of the multithreaded decoder presented later 

in the chapter uses streams which are encoded using an IDR frame every 30 

frames to form a GOP of 30 frames . Assuming a decoding rate of 30 frames per 

second, having an IDR frame every 30 frames would give the media player using 

the H.264 decoder seeking precision of 1 second. The capability of “seeking” is a 

must for a media player in playback of video material like movies stored on data 
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disks. An example of the application of “seeking” is playback of chapters in a 

DVD [40].     

� Inserting an IDR frame every 30 frames also provides robustness and error 

correction capabilities to the decoder also with the precision of 1 second i.e. if an 

entire GOP or part of is lost in transmission over a noisy channel or contains 

encoding errors, the decoder will be able to decode from the next GOP (assuming 

that GOP is received error frame) and error is thus localized to that particular 

GOP. Also insertion of I-frames every few frames help in reducing drift due to 

predictive coding [24]. 

� Encoding Time Reduction: Insertion of I-frames also reduces the encoding time 

of the sequence as encoding using Intra- prediction for a frame is much faster than 

using Inter-prediction as Motion Estimation is one of the most time consuming 

block of the whole encoding process. In the H.264 standard, number of intra 

prediction modes [4] [5] [6] has increased thus making the process of choosing 

one of those modes for encoding a block of data more time consuming. But the 

process of inter-prediction in the H.264 standard [4] [5] [6] has also become more 

advanced resulting in complexity and time consumption by using reference lists 

even for P-frames, allowing any frame in the list to be chosen as reference frame 

for prediction. 

� Increase in Bitrate: Insertion of and I-frame after a B or P frame causes a sudden 

surge in bitrate. This surge in bitrate will be detrimental in applications using a 

channel with bandwidth constraints for transmission of data between the encoder 
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and decoder (live capture and transmissions) as it will overload the channel and 

slow the decoding and display process at the decoder side making it non real-time. 

The bandwidth constraint is not a factor in case of playback of previously 

encoded bitstream as in the case of DVD. Also the surge in the bitrate can be 

curtailed by using a good rate control algorithm which can be set to choose higher 

quantization for an I-frame.  

6.3 H.264 Decoder –Threading Architecture 

 

 The architecture proposed for multithreaded GOP level decoding of H.264 is 

shown in Fig. 6.1. The architecture consists of following threads:- 

6.3.1 Main Thread   

 

 The main thread performs the following functions:- 

� Initialize the input interface. 

� Initialize the storage buffers required for the decoded data. 

� Create N number of H.264 decoder objects where “N” is specified by the user. 

� Read the input bitstream and parse the bitstream to get SPS and PPS NALUs  

� Initialize all N decoders using the SPS and PPS NALUs.  

� Create 1 thread to manage the search of position of next N IDR NALUs in the 

H.264 bitstream (which is basically the starting  of GOPs) 

� Create N decoder threads  

� Create semaphores to manage synchronization between the threads created. 
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6.3.2 Get IDR Position Thread 

 

 This thread manages the control of the decoding process once the main thread 

passes control to it. The Get IDR position threads searches for starting position of N 

GOPs in the bitstream, where N is the number of decoder threads running on the system. 

The N starting positions are then passed on to N decoders and thus decoding of N GOPs 

starts simultaneously. Figure 6.2 shows the operations and flow of control in the Get IDR 

position thread. 

6.3.2.1 Get IDR Position Function  

 

 The Get IDR position thread used Get IDR Position function to search for NALUs 

containing IDR frames in the bitstream. This function searches for the start code in the 

bitstream and then compares the next byte immediately following the start code to 

determine if the data in the NALU belongs to an IDR frame or not. The type of NALU 

can be determined from the NALU syntax and Table 7-1 in the [4]. 

6.3.3 Decoder Threads 

 

 The decoder threads use the H.264 decoder objects to decode the frames in the 

GOP. The input to the decoder threads is a pointer to starting position of the GOP, which 

is the start of the NALU containing the IDR frame. The decoded output can be stored to a 

buffer from which a video renderer can take frame data and display it on the screen.  
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Figure 6.2 Flow Control in Get IDR Position Thread 
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6.4 Multithreaded GOP Level Decoding - Results 

To compare the multi-threaded decoding to the single-threaded decoding of High 

Profile H.264 HD bitstreams following test setup was used:-  

Platform                     :  Pentium 4 HT Mobile, 2.8 GHz, 704MB of RAM 

H.264 Decoder used  :  FastVDO LLC
©

 H.264 High Profile Decoder 

Performance Metrics :  Decoding time in seconds 

Resolution                  : 1280x720p 

Encoder Used            :  JM 9.6 [36]  

Encoding Parameters: Appendix A 

Number of Decoder   : 1,2,3,4 

Threads used  

 

Algorithm Overhead: Time taken to search for starting position of NALUs containing 

IDR frames.  

Figures 6.3-6.7 shows the % improvement (decrease) in the decoding time for 5 streams 

required using multiple threads as compared to the decoding time required using a single-

thread. 

Figure 6.8 shows % Time Overhead incurred by using the current architecture, which is 

fraction of the decoding time spent in searching for NALUs containing the IDR frames.  
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Figure 6.3 Speed up in decoding time for Girl.264 
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Figure 6.4 Speed up in decoding time for Golf.264 



 63 

% Speedup for Karate.264

15.02696671

12.87117972 12.72859711

0

2

4

6

8

10

12

14

16

2 3 4

Number of Threads

%
 S

p
e

e
d

u
p

 

Figure 6.5 Speed up in decoding time for Karate.264 
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Figure 6.6 Speed up in decoding time for Plane.264 
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Figure 6.7 Speed up in decoding time for Shore.264 
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Figure 6.8 Overhead Time  
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6.4 Multithreaded GOP Level Decoding - Observations 

 

As shown it can seen in Figs. 6.3 – 6.7, the decoding time for the streams using 

multiple decoder threads show a decrease of at least 8%. The best results are obtained by 

using 2 threads which is the actual capability of a Pentium 4 processor with HT 

technology [11]. If we increase the number of decoder threads, it leads to overloading of 

the processor and thus could lead to slowing down the application instead of boosting its 

performance. This fact is clearly visible in case of decoding of Karate.264 which shows 

maximum decrease in decoding time when using two decoder threads and percentage 

decrease in decoding time reduces as the number of decoder threads increase. The key 

factor determining whether increase in number of threads beyond two will improve or 

degrade performance is level of processor utilization achieved using a two decoder 

threads. If using two decoder threads have low processor utilization, then it indicates that 

the processor has some spare time slices available which are not being used by any 

process. Therefore, decoder threads more than two can be used can be used in the 

application to utilize those spare time slices and further boost the performance. Figure 6.9 

shows the processor utilization while decoding Karate.264 using 2 decoder threads. 

The second performance metric used in the performance analysis is the time spent in 

searching for NALUs containing the IDR frames or the start of GOPs. This metric is 

expressed as the time spent in the search as a % of   the total decoding time. This time is 

classified as the algorithm overhead because the search of NALUs containing IDR frames 

in the bitstream is not required when a single decoder thread is used. However, this 
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overhead can be avoided if position of NALUs containing IDR   frames is known 

beforehand. At the encoder side, the offset in terms of number of bytes from the start of 

the bitstream can be placed and sent to the decoder along with the bitstream. The H.264 

standard provides a method of sending extra information in the bitstream which is not 

necessary for decoding purpose and a compliant decoder doesn’t need to implement 

compulsorily. The method is to send additional information in the form of SEI messages 

[4]. NALUs containing SEI messages can be sent to the decoder at any position in the 

bitstream according to the requirement of the information. The decoder can choose to 

decode and use the information or simply discard the NALU. Another example of usage 

of SEI messages in the bitstream is logo insertion [27]. 
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Figure 6.9 Processor Utilization for Karate.264 using 2 decoder threads 

 

6.5 Summary 

 

This chapter has presented multithreading as a method of boosting performance of 

decoding of an H.264 High Profile bitstream of HD (1280 x 720 p) resolution. Since the 

tests have been performed on a Pentium 4 processor with HT technology, the best 

performance can be achieved by using two decoder threads. With the advent of multicore 

processors like Intel’s Pentium 4 Extreme edition [28] and AMD’s Opteron [29] number 

of decoder threads more than two can be used to further improve performance of the 
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H.264 decoding process for the GOP based bitstream.  The GOP based bitstream are sure 

to find an application at the HD level in the DVD standard for HD content using next 

generation DVD formats namely HD-DVD [30] and the Blu-ray disc [31].  
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CHAPTER 7 

CONCLUSIONS AND FURTHER RESEARCH 

 
 In this thesis, speed optimization techniques for the H.264 High Profile Decoder 

at the processor level in terms of SIMD (Single Instruction Multiple Data) and 

multithreading at the operating system level have been presented and the speedup 

obtained  as result of a application of those techniques have been presented. The specific 

case of decoding of High Definition sequences has been considered. After the 

performance analysis of the H.264 decoder using Intel VTune performance analyzer the 

IDCT 4x4 and Motion Compensation modules were targeted for application of SIMD 

optimization. Significant reduction in execution time of these modules was achieved as a 

result of the same. Application of multithreading to decoding of GOP level encoded HD 

(1280x720 progressive) bitstreams was further studied and a proposed multithreading 

architecture for the H.264 decoder was proposed. Speed comparisons of the 

multithreaded decoder with the single threaded decoding of H.264 bitstreams show 

significant reduction in decoding time making it a target of further study and 

improvement. Other multithreading architectures can be tested for further reduction in 

decoding time. Moreover, the performance of the current decoding architecture on the 

latest multicore processors (Intel’s Pentium 4 Extreme Edition with Hyperthreading 

capabilities in each core [28]) can be tested to determine the limits of H.264 HD decoding 

performance at a single processor (general purpose) level. 
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 The H.264 decoding process is a part of the H.264 encoding process (Fig. 2.1). 

Therefore, any improvement in the decoding performance in terms of speed contributes 

to reduction in encoding time. Also, techniques similar to ones employed in this thesis 

can be applied for improvement of speed of the encoding of HD sequences resulting in 

the real-time performance and minimizing hardware requirements (High Definition real-

time encoding is impossible to achieve on any single processor currently available in the 

market [3]). 

 The rapid increase in the performance of graphics hardware, coupled with recent 

improvements in its programmability [32], have made graphics hardware a compelling 

platform for computationally demanding tasks in a wide variety of application domains. 

Kelly et al. in their paper on Fast image Interpolation for Motion Estimation using 

Graphics Hardware [33] explore the usage of graphic cards for video coding. Application 

of modules of H.264 on the graphic cards and analysis of performance of those modules 

can lead to a vital addition of processing power to a general purpose single processor 

machine [34] [35]. 
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APPENDIX A 

 

H.264 ENCODER SETTINGS FOR GENERATION OF TEST STREAMS USED 
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A.1 Configuration file settings for H.264 encoder JM 9.6 [36] for encoding of streams 

used for testing speed up of the decoding process using SIMD optimization  

 

 

 

Input .yuv (4:2:0) 8-bit  

Output  .264 

Number of frames  239 

Frame Height 720 

Frame Width 1280 

Intra Period 0 (1
st
 frame only) 

QP I-slice 26 

QP P-slice 26 

QP B-slice 28 

Bitstream Structure I - B- P-B-P 

Rate Control Off 

Deblocking filter Off 

Transform 4x4 and 8x8 

Profile  High (100) 

Number of Reference Frames  5 

Entropy Coding CABAC 
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A.2 Configuration file settings for H.264 encoder JM 9.6 [36] for encoding of streams 

used for testing speed up of the decoding process using Multithreaded GOP Level 

Decoding  

 

 

Input .yuv (4:2:0) 8-bit 

Output .264 

Number of frames 239 

Frame Height 720 

Frame Width 1280 

Intra Period 30 (1 every 30 frames ) 

QP I-slice 26 

Frame Rate 30 frames per second 

QP P-slice 26 

Bitstream Structure I – P –P ……..I-P-P 

Rate Control Off 

Deblocking filter Off 

Transform 4x4 and 8x8 

Profile High (100) 

Number of Reference Frames 5 

Entropy Coding CABAC 
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APPENDIX B 

 

AMDAHL’S LAW  
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Amdahl’s Law [11] 

 

The Overall Speedup (O.S.) obtained by optimizing a part of code that takes a portion p 

of the total execution time by a factor s is 

   

       O.S. =                1                       x 100 % 

                       ----------------- -   1 

                        1 – p + (p/s) 

 

 

p  � fraction of the code being optimized 

s  � speedup factor for that fraction of  

Therefore, overall speedup obtained by optimizing a portion of the  code that  takes 20% 

of the total execution time by a factor of 2 can be calculated as : -  

 

       O.S. =                1                       x 100 %   = 11.11 % 

                       -----------------  -   1 

                        1 – 0.2 + (0.2/2) 

 

Amdahl’s law also states the maximum theoretical limit on overall speedup that can be 

obtained by optimizing a particular module which takes portion p of the total execution 

time:- 

 

       O.S. (max) =                1                       x 100 %   

                                 -----------------  -   1 

                                         1 – p 
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