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ABSTRACT

STUDY OF OXIDE SURFACES USING TIME OF FLIGH POSITRON

ANNIHILATION INDUCED AUGER ELECTRON SPECTROSCOPY

Publication No. ______

Manori Prasadika Nadesalingam, PhD.

The University of Texas at Arlington, 2007

Supervising Professor: Alex H. Weiss

Transition metal oxides (TMOs) exhibit a rich collection of interesting and

intriguing properties which can be used for wide variety of applications. In this

dissertation, I will discuss the first PAES measurements on vacuum anneal induced

changes in the surface layers of Cu2O/ Ta, Cu2O/TCO and oxidized Cu(100) prepared

by spray coated, electrochemically deposition and thermal oxidation techniques

respectively. PAES measurements on Cu2O/TCO shows that the a very large increase in

the intensity of the Cu (M2,3 VV) Auger peak after annealing at 250 0C. Similar but

significantly smaller changes were observed in the EAES spectra consistent with the

fact that PAES is primarily sensitive to the top-most atomic layer due to the fact that the
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positrons are trapped just outside the surface prior to annihilation while EAES samples

several atomic layers. While PAES measurements on oxidized Cu(100) show a large

monotonic increase in the intensity of the annihilation induced Cu (M2,3 VV) Auger

peak as the sample is subjected to a series of isochronal anneals in vacuum up to

annealing temperature 300 0C. The intensity then decreases monotonically as the

annealing temperature is increase to ~500 0C. These results provide a clear

demonstration of the thermal reduction of the copper oxide surface after annealing at

300 0C followed by re-oxidation of the copper surface at the higher annealing

temperatures presumably due to the diffusion of subsurface oxygen to the surface.
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CHAPTER 1

INTRODUCTION

1.1 Overview

An increasing amount of attention has been paid to the metal oxides due to their

many current and possible future applications. Most of the transition metal oxides are

being used in the industry of microelectronic applications, solar cell energy production

and photodiodes 1-10, sensors and as catalysts.11,12 A major breakthrough in the study of

transition metal oxide occurred in early 70s when Fujishima and Honda reported that

titanium dioxide (TiO2) could be used as a catalytic electrode in a photo-electrolysis cell

to decompose water into H2 and O2 without applying a external voltage.11,13 Extensive

research has been focusing on oxides of copper (Cu) after the promising results of the

study of photoelectric properties of single crystal copper(I) oxide (Cu2O) by Pollack and

Trivich in 1975.13 As we are experiencing dwindling fossil fuel resources the solar

energy development is much needed today. The high absorption coefficient in the

visible region of solar spectrum, the abundance of constituent of material and non

toxicity are key points for researchers to investigate of copper(I) oxide. The properties

the Cu2O surface has been the subject of numerous studies using X-ray Photoelectron

Spectroscopy14 (XPS), X-ray induced Auger electron spectroscopy15 (XAES),
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Ultraviolet Photoemission Spectroscopy (UPS), Auger Electron Spectroscopy (AES),

and X-ray Diffraction (XRD).16 The goal of this dissertation is to study the top most

layer of different type of copper oxide thin films using Time of Flight Positron

annihilation induce Auger Electron Spectroscopy (TOF-PAES) and the Electron

induced Auger Electron Spectroscopy (EAES). To further understand the growth of

oxide layer on the Cu(100) substrate has been investigated.

The TOF-PAES studies presented in this thesis were able to provide unique

information on the top most atomic layer of the Cu2O and oxidized Cu(100) surfaces

due to the topmost layer sensitivity of PAES. It should be noted that while Electron

Auger electron spectroscopy and X ray induced photoelectron spectroscopies are widely

used as surface analysis techniques to provide quantitative details about the elements on

top layers of the materials, the relatively high energy of the incident beam used in these

techniques limits the surface selectivity to a minimum of 3-10 atomic layers, resulting

in a large secondary electron background and can damage the surface of the sample.

Positron annihilation induced Auger electron spectroscopy (PAES) is capable of

selectively probing the top layer of the surface due to the fact that the core hole

excitations which give rise to Auger electron emission result from the annihilation of

positrons that are trapped at the surface (for example, detailed calculations indicate that

95% of the PAES signal originates from the topmost atomic layer). Because the core

holes are created through annihilation rather than collision the incident positron beam

energy can be selected to be small in the range of few eV s.17 The low incident beam
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energy limits surface damage and eliminates the large secondary electron background

associated with electron and photon excited Auger Electron emission.

1.2 Positron trapping at the surface

The positron is the anti particle of the electron. The positron has the same mass

as an electron, spin (1/2) and a positive charge. The positron was postulated by P.A.M.

Dirac in 1929 and first observed by C. Anderson in 1932.18

Positron spectroscopy has been used as an effective tool for studying the

electronic structure of metallic materials and alloys.17,19 The main positron techniques

used in bulk studies includes: Positron lifetime measurements, measurements of the

Doppler broadening gamma spectra and Angular correlation of annihilation radiation

(ACAR). The first two techniques are used primarily to study open volume defects in

materials, while ACAR is used primarily to study the electronic structure of materials.

Based on low energy positron interaction with target surface, probing techniques can be

summarized as shown in figure 1.1. In order to interpret the experimental results from

these systems it is essential to understand the electron-positron interaction at the

surface. When positron interacts with target surface, a number of interesting phenomena

take place.
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Figure 1.1 Positron surface spectroscopies.17

The main processes19,20 are positron reemission into the vacuum in cases where

the surface has a negative work function, positronium (Ps) formation and emission and

positron trapping into a surface state. The positron interaction at the surfaces of

materials is illustrated in figure 1.2. The initial process of scattering of the incident

positrons, energy loss via core excitation and secondary electron production are shown

in figure 1.2 (a). A few percent of the incident positrons elastically scatter from the

outermost atomic layers. This is the mechanism which gives rise to low energy
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diffraction. Figure 1.2 (b) shows positrons penetrating into the surface and losing

energy via the production of plasmas, electron-hole pairs and phonons. Positron also

can pick up an electron to form a non-thermal Ps or be reemitted as a free positron (the

positron reemission spectroscopy) before they come into thermal equilibrium. Some

thermalized positrons annihilate with electrons in bulk and create two gamma rays of

about 511keV are shown in figure 1.2 (c). In addition to that the thermalized positrons

and Ps can be released to vacuum. Finally figure 1.2 (d) shows a process that is

important in understanding the surface selectivity of positron annihilation –induced

Auger electron spectroscopy. Thermalized positrons become trapped in an image

correlation well at the surface and annihilate with electrons and emit two gamma rays.

Some thermalized positrons can be thermally desorbed. The trapped positron with an

electron leaves the surface as a Ps a process that competes with annihilation in the

surface state.
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Figure 1.2 Positron interactions at the surface of materials.19
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γ2
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(d) Surface
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1.3 Auger electron spectroscopy

1.3.1 Electron induced Auger electron mechanism

Conventional methods of Auger electron spectroscopy make use of energetic

electron or photons to create the core – hole excitation that result in the Auger signal. In

electron induced Auger electron spectroscopy (EAES), the core level electrons are

ionized through an impact process using a relatively high energy incoming electron

beam. Typically the incident electron energy is set at three or more times larger than the

binding energy of the core level that leads to Auger electron emission. Figure 1.3

illustrates the steps of electron induced Auger electron emission with energy level

diagram of oxygen (O) atom. First, a core level electron is removed by electron impact,

leaving the atom in an excited state as shown in figure 1.3 (a). The atom relaxes by

filling the core hole with an electron from a less tightly bound orbital is shown in figure

1.3 (b). In this state, an electron from the L1 sub shell fills a K shell core-hole. The

energy corresponding to the difference between the binding energies of these two levels

transferred to an electron in the L2,3 sub shell causing it to leave the atom. This outgoing

electron is labeled as Auger electron. The Auger process is represented symbolically by

naming the shells in which vacancies occur, in both the initial and final state. For the

transition of figure 2.1, the nomenclature is “Auger KL1L2,3 transition”. Therefore, the

kinetic energy
3,21LKLE of the Auger electron is given by,17

1.1

The energies KE ,
1LE and

3,2LE are the binding energies of the involved electrons

Although the EAES is used widely for materials analysis it has some limitations.

φ−−−=
3,213,21 LLKLKL EEEE



8

Figure 1.3 Electron induced Auger electron process with energy diagram.

1.3.2. Positron annihilation induced Auger mechanism (PAES)

In PAES, a low energy positron beam (<25 eV) is used to create core holes via

the matter anti-matter annihilation process.21-24 The Figure 1.4 shows the PAES

mechanism. During this process positrons with low energy are implanted into the

material. The implanted positrons slow down through a variety of inelastic processes

and then diffuse to the surface and are trapped in surface state with high efficiency.

While in the surface state, the positron may annihilate with an electron or pick up an

electron and be thermally desorbed from the surface as positronium.

As the core holes are created by matter-antimatter annihilation and not impact

ionization, the large secondary electron that occur in conventional AES can be

eliminated by using an incident beam energy that is below the energy of the Auger

K
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electron. Secondary electrons cannot be produced through impact ionization with

energies larger than the kinetic energy due to conservation law of energy.

KEsec ≤ Ek = Ep - φ+ + φ- 1.2

Where KEsec is the kinetic energy of the secondary electrons as it leaves the

surface in equation (1.2), Ek is the kinetic energy of auger electrons and φ+, φ- are the

work functions of the positron and electron respectively.

Figure 1.4 Positron annihilation induced Auger electron process with energy diagram.

e+ (~ 0.025 eV)
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EL1

EL2,3
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EVac ΦS

Ekinetic
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2p3/2

γ

γ

Annihilation

Auger electron
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1.4 Positron interaction with metals and alloys

Hodges and Scott25 were the first to suggest the possibility of the trapping

positrons in the potential well at the metal surface. The behavior of positron at the

surface of a metal26 is discussed in terms of three contributions to the positron work

function for the metal, namely the positron zero point energy, the positron-electron

correlation energy and the surface dipole barrier. Figure 1.5 provides a schematic

representation of trapping of low positrons in the surface state of a metal.

Figure 1.5 Schematic representation of some of the process that occur when slow
positrons are near surface.19

Slow positrons incident on a metal surface quickly lose their kinetic energy

various scattering process. Some of the positrons annihilate with electrons in the bulk

crystal if implanted at energies at larger than 1 keV. Most of the positrons diffuse to the

surface and encounter a surface dipole layer due to spilling out of electrons into the
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vacuum just out side the surface. The dipole provides a potential step that lowers the

energy of electrons as they enter the bulk, but raises the energy of the oppositely

charged positrons. This makes it possible for positrons to have a negative work function

on some surfaces. Outside the surface positron sees an attractive potential-well due to

an image potential at large distance from the metal surface and electron correlation at

small distances. The theoretical calculations of the surface potential and positron wave

function are very useful in understanding the interaction of positrons with atoms at the

surface. The potential ( )(rV + ) due to the surface felt by a positron can be written as

follows.27,28,29

)()()( rVrVrV corrH +=+ 1.3

where )(rVH is an electrostatic Hartree (Coulomb), and )(rVcorr is a correlation

component of the positron potential. The Hartree potential )(rVH was constructed as a

superposition of the atomic Coulomb potentials )( RrV atom
coulomb − from all atoms located

within predetermined radius of the evaluation point, where R is the position of the host

nuclei. The correlation potential )(rVcorr part outside the metal surface is expressed as an

image potential,

]))(([4

1

4
)(

00

2

ZrnZ

e
rV

eff
image −

−=
πε

 1.4

Where e is the charge of positron, 0ε is the vacuum permittivity, ))(( rnZeff is the

effective distance from the surface represented as a function of the total electron density

at the surface )(rn and 0Z defines the effective image-plane position on the vacuum
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side of the top layer of atoms. If there is an absorbate on the metal surface or the

substrate is a semiconductor the image potential is modified as follows,28 

]))(([

1

)1(4

)1(
)(

0ZrnZ
rV

eff
image −+

−
−=
ε
ε

1.5

Where ε is the dielectric constant of the adsobate (semiconductor).

Figure 1.6 shows the surface potential and the ground state wave function of the

positron. Figure 1.6 (a) is the potential seen by the positron at a Cu (100) surface. The

origin at the Z-axis is the center of the first layer. Inside the surface, the potential is

calculated using the local density approximation. Outside the surface, the surface

potential is determined using the local density approximation that reproduces the

classical image potential at large distances. Figure 1.6 (b) is the wave function of the

trapped positrons in a metal. The wave function has an appreciable overlap only with

the first layer of the Cu. The implanted positrons diffuse back to the surface and are

trapped in the potential well just outside the topmost layer. As a consequence, the

trapped positrons that annihilate with core electrons do so almost exclusively associate

with core electrons in the top most atomic layer. The PAES Auger signal that results

from these annihilations is characteristic of the top most atomic layer with extremely

high surface selectivity.

The specific core annihilation probability rate which gives the fraction of positron

annihilation per second with core level electrons of quantum numbers n= 1,2,3,…. and

l=s,p,d, can be calculated using equation (1.6) and it is based on the independent
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particle model (IPM). In the IPM, it is assumed that the electrons are left unperturbed

by the presence of positron or that the positron is a independent particle.

∫ ∑ 




 ΨΨ= +

2

,

232
0, )()( rrdrcr i

lnln πλ 1.6

Where 0r is the classical electron radius, c is the velocity of light, +Ψ is the positron

wave function and i
ln,Ψ denotes core electron wave function described by the quantum

number n and l .

Figure 1.6 Positron surface state: (a) positron potential (b) positron wave
function on the Cu (100)surface (Fazleev et. al.).

The total annihilation rate λ of the surface trapped positrons is calculated by using

equation (1.7). In this calculation positron –electron correlation effect is much more

significant for valance electrons.

(a) (b)
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∫ Γ= + ))(()()(3
2

0 rnrnrrnd
e

crπ
λ 1.7

where )(rn+ is the positron charge density, )(rn is the electron density, and the

))(( rnΓ is the annihilation enhancement factor in an electron gas of density )(rn . The

enhancement factor takes account of fact that the electrons are attracted toward the

positively charged positron, thus increasing the overlap of the positron and core electron

wave functions and annihilation rate. Considering the total annihilation rate )(λ of

surface trapped positrons and the positron annihilation rate )( ,lnλ with specific core-

electron shell described by quantum numbers n and l , the core annihilation

probabilities )( ,lnp can be calculated by equation (1.8). 

λ
λ ln

lnp ,
, = 1.8

1.5 Positronium emission

Other processes that compete with the trapping of positrons into the surface state

include positron reemission and positronium emission. Positronium (Ps) is atomic

bound state of an electron and a positron, like a hydrogen atom. Martin Deutsch first

observed Ps experimentally in 1948. The binding energy of Ps is 6.8 eV, which is equal

to the half of the energy of the 1 s state of hydrogen atom. When the spin direction of

positron is anti-parallel ( in a singlet state) to the spin of electron in the Ps, annihilation

takes place predominantly by two gamma rays. On the contrary, if the spin direction of

positron is parallel to the electron in the Ps (triplet state), annihilation associates with

three gamma rays. Ps formation occurs only at the surface of metals and semiconductors
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as screening reduces the strength of coulombs interaction between electron-positron in

the bulk. Ps is formed in two ways at the metal surface: (1) the positron picks up an

electron and escape from the surface without getting trapped in a surface state (called a

direct process). (2) the positron is first trapped in a surface state and is subsequently

desorbed at elevated temperature as a bound electron-positron pair (positronium) if

sufficient energy is available from thermal fluctuation. The Ps desorption or activation

energy Ea
30 is given by the following equation,

Ea = Eb + φ- - ½ Ry 1.9

where the binding energy of positron in the surface state is Eb> 0, φ- is the

electron wave function of the surface and Ry is the Rydberg energy or hydrogen binding

energy (~13.6 eV ).
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CHAPTER 2

EXPERIMENTAL DETAILS OF TOF-PAES SPECTROSCOPY

2.1 Overview

Figure 2.1 shows a schematic diagram of the Time of Flight Positron

Annihilation induced Auger Electron Spectroscopy (TOF-PAES).31 The TOF-PAES

system consists of a beam transportation chamber with a Na-22 radioactive source, a

sample preparation chamber and the time of flight electronic signal measurement

system. Positron source part, beam transportation chamber and sample preparation

chamber can be isolated by UHV gate valves.

2.2 Positron beam production and beam path

A sodium (Na-22) is used as a positron source in our lab due to its long life time

( 2 ½ years and the reasonable price). The radioactivity of the Na-22 source was ~ 6.88

mCi as of the end of year 2005. The positron emission rate of Na-22 is 2.546 x108 e+/s

(3.7 x 107 x 6.88). Following is the equation of radioactive decay of Na-22 isotope.

υβ ++→ +NeNa 22
10

22
11 2.1

Where +β represents a positron and υ represents a neutrino. The positrons emitted

from the Na-22 source have a wide range of energy with a full width of a 545 keV with
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peak energy of a 178 keV. These fast moving positrons must be slowed down in order

to obtain a mono-energetic slow positron beam. In our beam positrons are moderated

using a 1 µ m thick and a 9 mm diameter polycrystalline tungsten foil (W). The

radioactive source (Na-22) is mounted with a stainless steel disk and electrically

isolated from a tungsten plug by a Macor insulator. A 0.25 mm thin film of Cu on the

source was used to make the electrical contact with the moderator. Figure 2.2 shows a

schematic of Na-22 source holder.
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Figure 2.2 Na-22 source capsule. 31

When the high energy positrons are implanted into the moderator, most of the

positrons (~87%) are transmitted through the moderator foil with a high residual energy

known as fast positrons. A very small fraction (~13%) of positrons is slowed down and

thermalized. Positrons close to the surface undergo diffusion back to the surface. A

fraction of the positrons thermaliz and diffuse to the surface and are emitted into the

vacuum as free positrons due to the negative work function of Tungsten (W). The

energy of outgoing free positrons is determined by the work function ( +φ ) of the W.

The efficiency of the moderator depends on several factors such as geometric

configuration of the moderator, the fraction of positrons arriving at the emitting surface

and the probability of the positrons emitting from the surface. The reason of using
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tungsten as a moderator is due to its reasonable efficiency, highly negative positron

work function and its cleanliness over time.

The slow positrons coming out of the tungsten moderator are extracted by a

grounded grid in front of the moderator and accelerated by ExB fields to the target area.

In our TOF-PAES system the transmission type moderator has been using and the

moderator efficiency (ε ) is in the range of ~10-5 to 10-4. The kinetic energy of the

incident beam hitting sample is determined following equation.

++−=+ φ)( mod sampleeratoronsamplee
VVeKE 2.2

eratorVmod , and sampleV are bias voltages on the moderator, and on the sample respectively.

+φ is the work function of the positron at the sample surface and e is the charge of the

electron.

In front of the moderator there are four E x B plates and two more tungsten

barriers as shown in figure 2.3. The first two E x B plates (labeled A and B) filter only

slow positrons and fast positrons do not have drift through the plates. Each set of E x B

plates consists of a pairs of parallel rectangular stainless steel plates. An approximately

constant electric field is normal to the axial magnetic field produced by a set of coils.

The slow positrons are deflected upward through the first set of E x B plates (A) and

downward through the second set of E x B plates (B).

After passing through the first two E x B plates, slow positrons may be

accelerated by the parallel plate accelerator. In the accelerator slow positrons are

accelerated (depending on potential) by means of a uniform electric field. The

accelerator is a nine-stage, with 5 MΩ UHV resistors (purchased from KDI electronics)



21

placed between consecutive stages to provide a uniformly decreasing potential. Each

stage is made of stainless steel circular disks with a ¾ inch hole in the center to allow

the passage of slow positrons. One side of accelerator is connected with source tube and

set at adjustable voltage Vacc, while the other side is grounded with MCP chamber.

There are another two sets of E x B plates (C and D) sitting in front of the parallel plate

accelerator and the MCP is in between these two sets of E x B plates. These two E x B

plates deflect the beam path below the MCP which is blocking the central axis of the

beam tube. The E x B deflection plates “C” will deflect the positron beam down and let

it pass by the MCP and plates “D” deflect the beam back to normal beam line axis. The

deflection plates “D” guide the Auger and secondary electrons to the MCP. The applied

potential to the E x B plates must be lower and it must be adjusted carefully as it will

cause an additional spread in the flight time of detected electrons.

Table 2.1 Potential on E x B plates

E x B Plate Applied Voltage (V)

A VAE = 0 VAW = +21.3

B VBE = 0 VBW = -70.0

C VCE = +8.8 VCW = -8.8

D VDE = -8.8 VDW = +8.8

There are two sets of rectangular helmholtz in the TOF-PAES system. One set

covers the slow positron beam path and sample preparation region and other covers the
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source chamber region. These two sets of rectangular helmholtz coils compensate for

the earth magnetic field. The current of the each coil is adjusted in order to maximize

the positron beam flux. The axial magnetic field is generated by several circular shapes

helmholtz coils. This magnetic field guides positron beam from source to the target.

Table 2.2 shows the parameters of helmholtz coil used to maintain axial magnetic field

through the coils as of end of year 2005.
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Table 2.2 Parameters of coils that maintain axial magnetic field in positron beam path.

Coil
group
index

Name of
the coil

Inside
Diameter (

inch)

Number
of turns

Current
going

through the
wire (A)

Voltage
(V)

Magnetic
field

(Gauss)

1 A 20 363 5.00 13.08 40
2 1 10 226 3.00 2.53 40

2 10 226 3.00 2.59 40
3 10 226 3.00 2.10 40
4 10 226 3.00 2.51 40
5 10 226 3.00 2.33 40
6 10 226 3.00 2.76 40
7 10 226 3.00 2.54 40
8 10 226 3.00 2.48 40

3 1` 4.5 320 3.00 3.46 100
2` 4.5 320 3.00 3.46 100
3` 4.5 320 3.00 3.45 100
4` 4.5 320 3.00 3.44 100
5` 4.5 320 3.00 3.45 100
6` 4.5 320 3.00 3.46 100
7` 4.5 320 3.00 3.46 100
8` 4.5 320 3.00 3.46 100
9` 4.5 320 3.00 3.49 100 

4 B 20 159 12.00 15.14 70
4` C 20 510 7.00 27.4 70

2.2.1 Gamma ray shielding

As discussed in the section 2.2, 22
11Na isotope is transformed to 22

10Ne by two

competing mechanism: positron emission and electron ( K ) capture followed by

emission of 1.275 MeV gamma rays (photon). According to the decay scheme of 22
11Na

as shown in figure 2.4, positron are emitted in 89.8 % of transformation while the

competing decay mode electron capture occurs in 10.06% of the nuclear transformation.

Each emitted positron annihilates with electron and emits two gamma rays with energy
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of 0.511MeV. These gamma rays are emitted with an angle of 1800 from each other.

These high energetic photons emitted from radionuclide present the most common

external hazard in laboratories.

Figure 2.4 22
11Na radionuclide decay scheme.33

The practical way to reduce the radiation intensity exposure to personnel would be

putting a shield between the source and personnel. The best material to shield photon

would be lead bricks. There is no threshold exposure rate which is considered to be safe

and unrestricted. However the exposure rate of 2.5 mrem/hr is considered to be the legal

limit for people. The thickness of the lead bricks that places around the 22
11Na isotope

can be calculated by following equation,

xeII µ−= 0 2.3

)6088.2(22
11 yearsNa

1.022 MeV

+
1β

0.5454 MeV (89.8%)

Electron capture
(10.06%)

γ 1.2750 MeV
(99.9%)

2.8420 MeV

1.2750 MeV

0
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I is the exposure rate at a distance with a shield and 0I is the exposure rate without a

shield. µ and x represent linear attenuation coefficient and thickness of the shielding

material respectively.

The exposure rate 0I due to the point source with a certain radioactivity can be

calculated by,

20

6

d

CEn
I = 2.4

In equation 2.4, C is strength of the source in Curie (Ci) and En is gamma ray

energy in MeV. Number of gamma rays per disintegration and distance from the source

in feet are represented by n and d respectively. The 90% of two-gamma rays are emitted

with energy of 0.511MeV and 100% of 1-gamma rays are emitted with energy of

1.275MeV per disintegration of Na-22 source. The strength of Na-22 source is 100 mCi

and the distance (d) from the source is 1 foot.

Hence,

%)]100*275.1*1(%)90*511.0*2[( +=En 2.5

Where C= 0.1 Ci , d = 1’

MeVMeV III 27.1511.00 +=

mR)76588.551(
1

%)]100*275.1*1(%)90*511.0*2[(*1.0*6
2

+=
+

= 2.6

Using the equation (2.7) the thickness of the lead bricks is calculated with linear

attenuation coefficients33 of lead for 0.511 MeV and 1.275 MeV are 1.8319 cm-1,

0.6669 cm-1 respectively.
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µ
)/ln( 0 II

x = 2.7

For 0.511 MeV gamma rays

946.2
8319.1

)5.2/88.551ln(
==x cm 2.8

For 1.275 MeV gamma rays

5823.8
6669.0

)5.2/765ln(
==x cm.       2.9

In our PAES system, we have lead bricks with thickness of 4.5 inch that are placed

around the Na source capsule for shielding gamma rays in all direction. Besides the lead

bricks around the source capsule, there are two tungsten collimator barriers in front of

the Na source and a tungsten plug behind the Na source. They block the gamma rays in

backward and forward direction respectively.

2.2.2. Time-Of-Flight retarding tube

The TOF retarding tube is consists of two concentric, stainless steel cylindrical

tubes. The diameter of the inner cylinder is 1 inch, diameter of the outer cylinder is 2

inch and both are 0.7 meter in length. The outer cylinder is a part of the vacuum

chamber. The inner cylinder is isolated from the grounded outer cylinder and a nearly

uniform retarding potential can be established over the length of the tube by applying a

bias voltage to the inner cylinder. The data in this dissertation were acquired with -17V

bias voltage on the inner cylinder. The minimum and maximum voltage that can be

applied to the inner cylinder is 1000± V. When positrons enter the TOF tube, they are
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accelerated at the entrance due to negative bias voltage of the TOF tube and they travel

with constant speed through the field free central region. Electrons emitted from the

sample are decelerated at the entrance of the TOF tube due to the negative bias voltage

of the tube relative to the sample. Electrons maintain a constant speed inside the tube.

They recover their initial speed when they leave the TOF tube and enter the chamber

moving through the E x B plates (D). If electrons do not have enough kinetic energy to

overcome the potential barrier they cannot pass through the TOF tube to the electron

detector (MCP). In order for electrons to pass through the TOF tube the maximum

kinetic energy of electrons in the region of the grounded vacuum tube in front of the

TOF tube must exceed the energy eVTOF where VTOF is the negative bias voltage of the

TOF tube. In the PAES measurements reported in this dissertation, positrons impact the

grounded sample surface at 15eV by maintaining moderator bias and source tube

voltage at 15 V and 0 V respectively. Thus the impact induces secondary electrons

leave the sample with energies less than or equal to 15 eV. The -17 V bias on the TOF

tube prevents all impact induces secondary background electrons from reaching the

detectors. The prevention of the large number of secondary electrons reaching the

detector greatly reduces the electron detector counting rate and thereby reduces the

accidental background under the Auger spectrum. A uniform accidental background

presents in the time of flight Auger electron spectrum is proportional to tNN
e
∆−γ .

Where count rate of gamma rays is γN , −e
N is the count rate of Auger electrons and t∆

is the duration of time.
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2.3 Detection system

There are two types of detectors used in our TOF-PAES. A Micro-channel plate

is used to detect charge particles such as positrons, electrons and Gamma ray detectors

are used to Gamma radiation after positron –electron annihilation.

2.3.1 Gamma ray detectors

The gamma rays are detected by a Barium Fluoride (BaF2) and a Sodium Iodide

(NaI) with Thallium (TI) scintillation detector. These two detectors are mounted on

either side of the sample as shown in figure 2.5. When a γ -ray enters a BaF2 or a NaI

(TI) crystal it delivers energy either through the photoelectric effect or a fraction

through Compton effect of its energy to electrons of the crystal33. These energetic

electrons excite the atoms in the crystal causing the crystal to scintillate and emit

photons which have low energy comparing to incident photon on the crystal. These

emitted photons strike the photocathode of the photomultiplier caused it to eject photo

electrons. The number of electron ejected from the photocathode is proportional to the

energy of the absorbed photons.

Figure 2.5 Basic arrangement of gamma ray detectors

Photocathode

Photoelectron
Preamplifier

2”

Scintillator
BaF2

Scintillator
NaI(TI)

Gamma ray
Dynodes Dynodes

1.5”
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These photo electrons are accelerated on to the first dynode where they are

multiplied by means of secondary electron emission. The multiplied secondary

electrons emitted from the last dynode are collected by the anode. The Output pulse

height of photomultiplier tube depends on the supply voltage to dynodes even though

the input gamma ray energy is a constant. It means that the total gain (G) of the

photomultiplier tube is related to the supply voltage of the dynode as shown in equation

(2.10) .In this equation the secondary electron emission ratio (δ ) is considered to be a

constant.35

nG αδ= 2.10

Where the number of dynodes in the photomultiplier is tube is n and α is the

proportionality constant.

The typical shape of the output of BaF2 detector anode is a negative pulse with

rising time is around ~1.8 ns corresponding to the time to go from 10% to 90% of peak

height. A Bertran power supply is used to provide the operation voltage (-2500 V) for

the photomultiplier tube of the BaF2 detector. NaI crystals have a high efficiency and

focus energy resolution relative to other scintillation detectors for detecting gamma

rays as it have high density and Z ( Z=53) value. In our system NaI detector is used to

measure the positron intensity. Figure 2.6 shows the electronic circuit of NaI gamma

ray detector system.
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Figure 2.6 Electronic circuit used with NaI gamma ray detector.

2.3.2 Microchannel plate

Microchannel plate (MCP) is an array of 104-107 miniature electrons multiplier

tubes (channels) oriented parallel to one another and made from lead glass. Each

channel acts like an electron multiplier. In order to maximize the secondary electron

emission the inner wall of each tube is coated with a semi conducting material. The

cross section of a micro-channel plate is as shown in figure 2.7. A large potential

difference across the MCP causes electrons to move from one side to the other side. The

one side of MCP which is facing the sample is held at a positive voltage (+220 V) and

the opposite side is held at a positive voltage (+2200 V). The Auger electron enters a

channel and emits an electron from the channel wall. This secondary electron

accelerates through the channel starting from the side which has lower potential while

bouncing from the wall of the channel several times.36 During their trajectory they strike

on the inner wall of the channel and emit more secondary electrons. As this process is

Preamplifier

Amplifier

NaIPMT

MultichannelAnalyzer
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repeated many times during their acceleration due to the potential different of the

opposite sides of the channels the single input electron generate ~108 electrons at the

output. These output electrons are collected by the MCP anode which has voltage of

+2460 V.

Figure 2.7 Schematic view of cross section of Microchannel Plate (MCP).36

2.4 Time-Of-Flight (TOF) acquisition system

After positron and electron annihilation in the sample, gamma rays and Auger

electrons release from the sample surface into vacuum. The gamma rays are detected by

the BaF2 fast scintillation detector. The output pulse of the BaF2 is fed to the fast

preamplifier. Then the output pulse from the fast preamplifier is fed to the constant

fraction discriminator (CFD, Canberra 2126). It is delayed by 700 ns ( delayt ) when it

passes through the delay generator (416A). The output pulse of the delay generator is

considered as the stop signal of the TOF coincidence measurement.
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The outgoing Auger electron from the sample drifts through the TOF retarding

tube and it is detected by the micro-channel plate (MCP). The magnetic field due to a

magnet behind the sample parallelize outgoing Auger electrons from the sample and it

also helps to reduce the energy dispersion of Auger electrons from the axis of the TOF

tube. Figure 2.8 shows the trajectories of electrons in an inhomogeneous magnetic field.

The electrons are moving from the region of strong magnetic field to weaker magnetic

field. The weaker magnetic field ( aB )can be calculated as shown in equation (2.11) by

considering conservation of angular momentum if electron experiences negligible

motion during the one revolution.37

2

sin

sin








=

s

a
sa BB

θ
θ

2.11

Where sB represents strong magnetic field, electron emitted with initial angle sθ with

respect to the horizontal axis (z) of the TOF tube and electron reach the analyzer with

final angle aθ . The incident Auger electrons on the anode of the MCP stimulate fast

negative pulse which has a response time less than 1 ns on the cathode of the MCP and

it will be the input signal to the preamplifier. The output pulse of the preamplifier goes

through the second constant fraction discriminator. The output signal of the CFD is the

start signal for the TOF coincidence measurement. The time interval between start and

stop signal is fed to the time to amplitude converter (TAC, Ortec 437A) and it generates

analog input pulse.
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Figure 2.8 Illustration of parallelization of electrons in an inhomogeneous
magnetic field going from region of strong field to weak field.37

The block diagram of TOF acquisition system is as shown in figure 2.9. The

analog output pulse height distributions in the TAC, which is directly related to the

flight time of each and every Auger electron is fed to the multi channel analyzer (MCA,

Ortec, TRUMP/2K). Multi Channel Analyzer (MCA) builds a histogram of counts

depending on their pulse height (in this case pulse height corresponds to time)

representing coincidence events. The reason of selecting MCP output signal as the start

signal TAC is that BaF2 counts per second are much higher than MCP counts per

second. If BaF2 signal is considered as the start signal while an extremely low counting

rate of MCP is supplied to the stop input, the TAC will spend lot of time responding to

the start pulses that have no associated stop pulse within the selected time range. Start

with no stops will cause excessive dead time in the TAC without producing useful data.

So that the reverse timing measurements contribute high efficiency of TAC counts and
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low noise in the flight time spectrum of Auger electrons. Output analog pulses from the

TAC go through the analog to digital converter (ADC) for digitizing the pulse and those

digitized out put pulses of ADC are sorted into bins (channel) according to their pulse

amplitude. These digital values are used as the address of memory location

corresponding to a given channel) that is incremented. Our MCA is micro-processor

controlled. Therefore flight spectrum can be stored in the computer. MASTRO software

is used to collect data and analyze them. Moreover these stored data files can be

converted to Microsoft Excel format. Figure 2.10 shows the time of flight spectrum

obtained from the Cu (100) recorded in MCA and it is a histogram of the number of

counts versus pulse height. Horizontal axis of the graph represents time and channel

number and flight time is inversely is proportional to channel number. Vertical axis

represents number of counts per second. In order to understand the different energy of

Auger electron in the sample, timing spectra of MCA must be converted to energy

spectrum.
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Figure 2.10 Channel/ time of flight spectrum of Cu (100).
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2.4.1 Time to energy conversion

The outgoing Auger electrons from the sample encounter regions with magnetic field,

no field, and electromagnetic fields in between the sample and MCP as shown in figure

2.11.

Figure 2:11 Schematic of Auger electron path from the surface of sample to the MCP.

Total time taken by the Auger electron going from the sample surface to MCP

can be written by following equation.

321 tttt flight ++= 2.12

Travel time of Auger electron going from sample to TOF tube is 1t , travel time of

Auger electron in the TOF tube is 2t , and travel time of Auger electron from the end of

TOF tube to the MCP is 3t .
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The distance from the sample to the TOF tube front side is 1l . The length of the TOF

tube and the distance from back end of the TOF tube to the MCP are 2l and 3l

respectively. The mass of the electron is m and the total energy of outgoing Auger

electron at the sample is AugerE . Here we considered there is no acceleration during

Auger electron entering and leaving the TOF tube.

Following equation can be obtained after rearranging the equation 2.13,

AugerTOFAuger

flight
E

mll

eVE

ml
t

2/)(

)(

2/ 312 +
+

−
=

2.14

Measured flight time ( MCAt ) from spectrum of MCA according to the reverse timing

method is not the true flight time ( flightt ). The true flight time can be calculated from the

following equation

)( MCAdelayflight ttt −= 2.15

Total number of channels in the MCA is 2000 and Channel number of the MCA is

inversely proportional to the flight time as mention in previous section. Time range of

TAC is 800 ns. Therefore the time corresponding to given channel number ( flight# ) can

be calculated by the following equation;

2000
800

#)( ×=−= flightMCAdelayflight ttt 2.16

Channel number can be calculated from equation 2.14 and 2.16,
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E
flight

1
# ∝ as m , l , total number of channel (2000) and time window of the TAC

(800 ns) are constants.
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If MCA# corresponds to MCAt and delay# corresponds to delayt

Then flight# = delay# - MCA# 2.18
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By simplifying equation 2.15
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Where 1P represents delay# , 2P represents ( ) 2/800/2000 2 ml , 3P represents TOFeV , and

4P represents 2/))(800/2000( 31 mll +

The best method to find 1P , 2P , 3P and 4P would be to study timing spectra of

positron induced secondary electrons. When positron incident on the sample surface

some of electrons in the conduction band get excited. Some of excited electrons excite

other electrons in the band who will be emitted into the vacuum if they have enough

energy. Outgoing electrons with maximum energy are shifted ~2-3 eV higher than the

sample bias. As the negative bias voltage on the sample increases, the kinetic energy of

the outgoing electrons increases and the time required by the outgoing electrons to

reach MCP get smaller. Electrons with maximum energy ( peakE ) would be,

eVeVE sbiaspeak 2+= 2.21

Where e is the charge of electron and sbiasV is the negative voltage applied to the

sample. In our research applied negative bias voltage would be in the range of -20 V to -

900 V. Figure 2.12 shows the coincidence counts versus channel spectra for TiO2 on Ta

sample with sample bias voltage at -900V and -50V. Considering peak channel
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corresponding to the bias voltage of the sample, we can plot so called calibration curve

can be plotted. Calibration curve for TiO2 on Ta is shown in figure 2.13. The following

equation 2.22 exactly matches the calibration curve.

32
1

2
2

)#(
P

P

P
E

MCA
Auger +

−
= 2.22

The solution for AugerE in terms of other parameters can be obtained by neglecting the

flight time of Auger electrons in the region of magnetic field and electromagnetic field.

Hence the equation (2.17) can be simplified as shown in equation (2.23).
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Therefore 32
1

2
2

)#(
P

P

P
E

MCA
Auger +

−
= 2.25

Where 1P , 2P and 3P represent delay# ,( ( ) 2/800/2000 2 ml ) and TOFeV respectively. The

value obtained for these parameters explains that P2 parameter depends on the length of

TOF retarding tube, P3 depends on the TOF bias voltage and P1 depends on the channel

number corresponding to delay time. Considering calculated energy in the range of 22

eV to 600 eV gives percent error less than 1%. Calculation of energy less than 22 eV

gives the percent error around~3% while energy in the range of 800 eV to 1000 eV

gives percent error around~1.2%. Hence the simple equation 2.25 can be used as a

calibration function.
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(a) -900 V (b) -50 V.
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Figure 2.13 Calibration curve for TiO2 on Ta sample.

2.5 Sample preparation chamber

Sample preparation chamber of TOF-PAES system consists of Sample holder

with linear transfer shaft, High temperature UHV button (substrate) heater, sputter gun

and low energy diffraction (LEED) system. Side view of sample preparation chamber

is shown in figure 2.14. The sample preparation chamber is made of non magnetic

stainless steel by MDC Inc. from a custom design. Chamber cylinder is 12” in diameter

and 14” in height. The sample holder is attached to the tip of a linear transfer shaft both

made of non magnetic stainless steel. The sample holder is electrically isolated from the

linear transfer shaft using ceramic spacers. A permanent magnet (a disk with 1” in
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diameter and ¼” thick) is mounted in the sample holder head. The purpose of mounting

a magnet behind the sample permanently is to create a strong divergent magnetic field

at the sample surface and near region. This helps to make the trajectory of electrons

parallel to the time of flight retarding (TOF) tube axis. This is shown in figure 2.15.

The sample bias cable is attached to the sample holder. A high temperature (~1200 0C)

UHV button heater sits on the top of the cover of the magnet in a small cylinder with an

opening on sample side. The small cylinder is attached to the magnet cover by

rectangular shaped non magnetic stainless steel legs. The button heater is made of

molybdenum (Mo) and it is 0.502 inches in diameter and 0.135 inches in thickness. Its

maximum power is 60 Watts. A K type thermocouple is attached to the sample to

measure the temperature. It is connected to a digital thermometer (OMEGA) to measure

the surface temperature of the sample for low temperature. Temperatures higher than

400 0C were measured using an infrared thermometer (ULTIMAX, UX-10). A drawing

of the sample holder and a linear transfer shaft is shown in figure 2.16.
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Figure 2.15 Magnetic field variations in front of the sample surface.

The UHV chamber has to be opened in order to mount a sample on to the

sample holder. The pressure inside the chamber is maintained at ~10-10 Torr. This helps

in taking data with a clean surface to achieve reliable results and to minimize significant

contamination by background gases. Impurities such as carbon (C) can be removed

from the sample in-situ using a ion sputter gun (Perkin-Elmer) in an argon (Ar) gas

environment. The energy of the ion beam of the sputter gun can be varied within the

range 0.5 keV to 5 keV with Ion gun control unit (Physical electronics industries, PHI

model 20-115). The size of the ion beam is around 5 mm and it will be expanded up to

10x10mm area with scanning. Scanning during sputtering process helps to maintain

uniform sputter rate. The surface current due to sputtering is varied from 4-10 µ A

depending on the material of the sample. A variable leak valve (Varian 951-5100) is
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used to control the argon gas input to the chamber while sputtering. This valve can also

be used to leak other gases such as O2, N2 and H2 into the chamber.
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2.6 Energy spectrum and smoothing

As discussed in the previous section, time of flight spectrum or channel

spectrum on MCA can be converted to energy spectrum using conversion function with

parameters P1, P2 and P3. The energy is determined from the flight time distribution

using the equation (2.22). However the data are acquired in bins with equal time. In the

time of flight spectrum count rate (N (t)) is the number of counts per unit time and

corresponding count rate in the energy spectrum (N (E)) is number of counts per unit

energy. That can be calculated using equation 2.26.31
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2.26

Figure 2.17 shows the energy spectrum of Cu (100).

Theory behind the conversion from N(t) to N(E) is explained by following equations.

∫
2

1

)(
t

t

dttN ⇔ ∫
eVE

eVE

dEEN
2

1

)( 2.27

Time )(Ett = the derivative of t is dt with partial differential equation,

dE
dE

Edt
dt

)(
= 2.28

Substituting from equation (2.23) to (2.24) 

∫∫ ⇒
1

2

2

1

)(
)(

)((
)(

(

E

E

Et

Et

dEENdE
dE

Edt
EtN 2.29

Hence
dE

Edt
EtNEN

)(
)(()( = 2.30

In figure 2.17 Y axis represents N(E) and X axis represents corresponding energy.

Physics implies that the counts per time interval (channel number) are proportional to
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dE . Consequently the number of counts per time interval (channel number) is small at

low energy as shown in figure 2.17. The data is noisy due to low count rates according

to Poisson statistics. The Poisson distribution is generally appropriate for counting

experiments where data represent the number of events observed per unit time interval.

According to the Poisson statistics relative uncertainty, N
N

N
==σ , it is smaller

when counting rate is higher. Therefore raw data need to be smoothed. Due to the wide

variation in the number of counts per energy, Savitsky Golay method is not suitable for

smoothing of our data. The method, in which the number of points averaged is

proportional to the number of data points per unit energy, is useful. The moving average

method which is used to smooth our data works very well (Appendix A). Figure 2.18

shows smooth spectrum of Cu (100) after smoothing the spectrum in figure 2.17 with

dE =3eV. The low energy side is completely clear after smoothing. Our algorithm has a

ability to smooth according to given energy range ( dE ).
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Figure 2.17 Energy spectrum of Cu (100). 
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Figure 2.18 Energy spectrum of Cu (100) after smoothing with dE =3eV.
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2.7 Energy resolution of the TOF-PAES system

The energy resolution function of the TOF spectrometer strongly depends on

two major factors. Those are time resolution of the TOF measurement itself and the

spread in the distribution of trajectories of electrons through the spectrometer. In

general we can estimate the width of a peak ( mE∆ ) measured using a given

spectrometer using following equation.

22 )()( sspecm EEE ∆+∆=∆ 2.31

))(,( θPEEE specspec ∆=∆ 2.32

Where specE∆ is spread in energy introduced by the measurements in the analyzer and

sE∆ is the width of the peak as it would be measured by a perfect spectrometer.

The energy width mE∆ of a peak measured using our TOF PAES system was modeled

as follows.

))()(()( 222
tsm EEEE ∆+∆+∆=∆ θ 2.33

Where sE∆ is the width of the energy distribution of electrons leaving the surface of the

sample as would be measured by a perfect energy spectrometer. 37
θE∆ is the width of

the distribution of measured energies associated with the angular distribution of

electrons leaving the sample. tEΛ is the width of the distribution of measured energies

associated with time spread.

If the electrons have trajectories parallel to the horizontal axis of TOF then the kinetic

energy can be written as follows

2

2

1






=

t

l
mE e 2.34
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Where, l is the length of the TOF tube, t is the flight time of outgoing electron and

em is the mass of electron.

For the convenience equation 2.34 can be rearranged as follows,

2t
E
α

= 2.35

Where 







=

2

2lmeα is a constant, which is equal to 283 x 104 eV.(ns)2

Taking the derivative of both side of equation 2.35,

( )2−= t
dt

d

dt

dEt α 2.36

After rearranging the equation 2.35 and 2.36 following equation can be obtained

t

t
EEt

∆
≈∆ 2

2.37

where t is the time of flight of Auger electron, t∆ is the width of the peak in time

spectra, and E is the kinetic energy of Auger electron. Here sE∆ , θE∆ , and tE∆ are

assumed to have no cross correlation. The contribution to the estimated width of a peak

measured from the angular distribution of the out going electrons from the sample due

to the magnetic field can be approximated as follows37

)/( sa BBEE =∆ θ 2.38

Where aB the magnetic field in the TOF drift region and sB is the magnetic field at the

sample which is the sum of magnetic field due to the magnet behind the sample and

solenoid currents.

Combining equations 2.33, 2.37 and 2.38 mE∆ can be written as follows.
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mE∆ can be re written by substituting t∆ from equation 2.35 to equation 2.39.
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Comparing equations 2.31 and 2.40, 2
specE∆ can be set as follows,

2
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 ∆
=∆
α 2.41

Where specE∆ , represents the width of the resolution function of the spectrometer and it

would result from a mono-energetic electron leaving the surface of the sample having a

given angular distribution).

The equation 2.41 can be rearranged as follows,

[ ] 2/13
2

22
2

32
1

6 )104.1( AEAEAxEm ++=∆ −

2.42

Where 216 )(104.1
4 −−−= nseVx
α

and parameters 1A , 2A and 3A are t∆ ,
s

a

B

B
and SE∆

respectively.

In order to measure specE∆ directly and to test the model distribution the

secondary electron spectra were measured with a series of different sample bias values.

Figure 2.19 shows the secondary electron spectra as obtained from the Cu (100) single

crystal with different sample bias voltage in the range of -20 V to -900 V. A negative

bias voltage ( sbiasV ) was applied to shift the peak of the secondary electron energy
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distribution to higher energies. It also results in the acceleration of primary positron

beam. Hence the energy of incident positrons on the sample would be (15eV + (-

e sbiasV )). The bias between the sample and the beam tube will also change the angular

distribution of electrons leaving the sample region. Figure 2.20 shows the general shape

of (a) the channel and (b) energy spectrum of secondary electrons from Cu (100) with

primary beam energy at 115 eV on the sample surface. Figure 2.21 contains the FWHM

( mE∆ ) of secondary electron spectra corresponding to different sample bias voltage as a

function of energy. The FWHM of the spectra is narrower with smallest negative

sample bias voltage and it is getting broader at high negative sample bias voltage.38,39

During this experiment the heater button is sitting between sample and the magnet.

Therefore the measured magnetic field in front of sample SB is ~503 Gauss and that is

much smaller than that of without the heater, which has a value of 1850 Gauss.
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Figure 2.19 The change in energy spectrum of secondary electrons from Cu (100)
with different sample bias voltage )( sbiasV .
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Figure 2.20 The general shape of (a) energy (b) channel spectrum of secondary
electrons from Cu (100) with incident primary positron beam energy at 115 eV on the

sample surface. The sharp turn on the intensity is at energy of 100 eV (= sbiaseV− )

The red solid curve is fitted using modeled equation (2.42). The generated

values for parameters 1A , 2A and 3A are 1.93 ±0.407 (ns), 0.0546 ±0.01383, and 2.35 eV

respectively. According to values generated for parameters, the time resolution ( t∆ ) of

the TOF-PAES system itself is 1.93 ns if heater button is between sample and magnet.
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The FWHM ( mE∆ ) of secondary electron spectra corresponding to different sample

bias voltage as a function of energy for polycrystalline Cu are shown in figure 2.22. The

polycrystalline Cu sample is sitting on the magnet in this experiment. According the

fitting parameters, the time resolution of the system ( t∆ ) of the TOF-PAES system is

~1.8036 ±0.41574 ns.
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Figure 2.21 the FWHM ( mE∆ ) of secondary electron spectra as a function of peak

energy. Note there is a heater button between Cu (100) sample and the magnet.
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Figure 2.22 the FWHM ( totalE∆ ) of secondary electron spectra as a function of

peak energy. Note there is no heater button between polycrystalline Cu thin film
and the magnet.
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CHAPTER 3

COPPER(I) OXIDE

3.1 Introduction

Copper(I) oxide, Cu2O has attracted increasing attention in recent years as an

active component in solar cells and photodiodes. It has also been used as a photocatalyst

for solar water splitting and H2 generation.10-12

Cuprous oxide is a simple cubic structure with 4 Cu and 2O atoms in its basis and a

lattice constant of 4.27 Å.40 The Cu atoms form a FCC lattice and O atoms form a BCC

lattice where each O atom is surrounded by a tetrahedron of Cu atoms. It is a p-type

semiconductor due to copper vacancies with band gap energy of 2.1eV. The p-Cu2O

formed junctions with other oxide semiconductors such as n-TiO2
41 and n-ZnO 42,43 for

solar cell applications. Figure 3.1 shows the basis structure of Cu2O. The color of Cu2O

is red and it is an inexpensive, a non toxic and widely available material. Several

methods can be used to prepare Cu2O thin films such as anodic oxidation, thermal

oxidation, vacuum evaporation, electrodeposition, spray coated method and a variety of

gas-phase deposition techniques including radio frequency magnetron or reactive

sputtering, vacuum deposition ,molecular deposition molecular beam epitaxy and laser

ablation. In this chapter, spray coated cuprous oxide powder on Tantalum substrate and
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electrochemically deposited cuprous oxides have been investigated using TOF-PAES

and electron induced Auger electron spectroscopy.

Figure 3.1 Cu2O structure.

3.2 Spray coated Cu2O on Tantalum

3.2.1 Experimental details

Cu2O thin film was prepared by spraying a colloidal mixture of Cu2O powder

(Alfa easer, 99.998%) and isopropyl alcohol onto a Tantalum (Alfa easer 99.95%)

substrate. The spray coated thin film was dried in an oven at temperature at 550C for

one hour. PAES measurements were taken at room temperature from the Cu2O thin film

before and after vacuum annealing at 300 0C for 13 min. PAES measurements were also
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taken after re-oxidation of Cu2O thin film with O2 ( UHP 99.999%) at room

temperature. Oxygen dose was started at 0 L and increased up to 107 L.

3.2.2 Results and discussion

The surface morphology of the Cu2O thin layer on Ta is shown in figure 3.2.

According to the SEM image size of the Cu2O grains are in the range of 1-4 micron.

The surface of the thin film is not uniform. Figure 3.3 shows the distribution of flight

time of electrons emitted subsequent to the annihilation of positrons at the surface of the

Cu2O thin film sample before and after thermal annealing in the vacuum at 300 0C for

13 min.

Figure 3.2 SEM image of dip coated Cu2O on Tantalum substrate.
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The C(KLL) and O(KLL) peaks are clearly visible in the PAES timing spectra

of the “as received” sample shown in fig. 3.3 (a). After thermal annealing at 300 0C, a

strong peak appears in the spectra due to electrons emitted as a result of an annihilation

induced M2,3 VV Auger transition as shown in figure 3.3 (b). Figure 3.4 shows the

energy spectra calculated from the time-of-flight data shown in fig. 3.3 (a) and 3.3 (b)

along with a reference spectra from a clean Cu(100).
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Figure 3.3 Distribution of flight times of positron annihilation induced Auger electrons
from a Cu2O surface (a) before and (b) after thermal anneal at 300 0C for 13 min.
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Figure 3.4 PAES energy spectra of Cu2O (a) before, (b) after thermal anneal at 300 0C
for 13 min., and (c) reference spectra from a clean Cu(100).

The total intensity of PAES energy spectra of the sample before annealing (fig. 3.4 a) is

almost flat while the Cu M2,3VV Auger transition at ~53.5 eV and the Cu M1VV

transition at ~101 eV are clearly visible after thermal anneal (fig. 3.4b) at 300 0C for 13

min. The spectrum for the Cu (100) single crystal features the corresponding signals at

~55.6 eV and ~103.4 eV respectively. Previous studies15 showed that the vacuum

annealing led to the removal of O-H related features. The absence of a Cu PAES peak

before annealing is consistent with the presence of a complete overlayer that pushes the

positron wave function away from the Cu atoms at the overlayer-Cu2O interface.
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Figure 3.5 PAES spectra after re-oxidation at room temperature (a) after thermal
anneal at 300 0C for 13min. (b) ~1.0 x 105 L , (c) ~7.11 x 106 L , and (d) ~1.3 x

107 L.

The appearance of a strong Cu peak indicates that the overlayer present on the

surface of the Cu2O before annealing has been substantially removed after vacuum

annealing at 300 0C.15 The observed shift of 2.1eV to lower energy of the Cu peak

observed from the vacuum annealed Cu2O thin film as compared to the peak observed

from clean Cu(100) is indicative that the Cu atoms at the surface of the Cu2O are bound

to oxygen. 44
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Figure 3.6 Intensity of Cu and O peaks as a function of O2 exposure.

Figure 3.5 shows a series of PAES spectrum obtained before (Fig. 3.5a) and

after exposure of the annealed Cu2O thin surface to 1.0 x 105 L (Fig. 3.5 b), 7.1 x 106 L

(Fig. 3.5 c) 1.3 x 107 L (Fig. 3.5 d) of O2 [the unit L signifies a Langmuir corresponding

to an exposure to 10-6 Torr for 1 sec.]. The Cu M2,3VV peak at ~53.5 eV may be seen to

decrease with increasing oxygen exposure while the O KLL peak at ~500 eV grow

larger and more narrow. Figure 3.6 shows a plot of the intensity of the Cu and O peaks

as a function of O exposure of the Cu2O. The PAES peak intensities were determined

from the areas under the Cu M 2,3VV and O KLL Auger transitions. As may be seen in

figure 4, the Cu M2,3 VV Auger intensity decreases and the O KLL Auger signal
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increases as a function of oxygen dose. Surface modification of a spray deposited Cu2O

polycrystalline thin film by vacuum annealing and low pressure oxygen exposure has

been studied with positron annihilation induced Auger electron spectroscopy. The

PAES measurements showed that Cu was exposed in the top most layer of Cu2O after

annealing in the vacuum at 300 0C for 13 minutes. The PAES measurements during re-

oxidation of the previously annealed Cu2O thin film suggested that Cu atoms at the

surface were partially covered with O after exposure to 1.3 x 107 L of O2 resulting in a

significant decrease in the PAES Cu signal and a significant increase in the PAES O

signal. These results demonstrate the utility of PAES in the study of oxide surfaces.

3.3 Electrochemically deposited Cu2O

3.3.1 Preparation of Cu2O on TCO

The polycrystalline Cu2O samples were prepared by cathodic electro deposition

as described elsewhere.12,45-55 The electrolyte consists of 0.4 M copper(II) sulfate (Alfa

Aesar, 98-102%), 3 M lactic acid and distilled water.56,57 A standard single-

compartment, three-electrode electrochemical cell was used for film preparation as

shown in figure 3.7. A Cu mesh and an Ag|AgCl|satd. KCl reference electrode

(Microelectrode Inc.) along with a transparent conducting oxide (TCO) substrate

(indium tin oxide, ITO coated on soda lime glass) as the working electrode, completed

the cell set-up. Electrodeposition was carried out with an EG & G Princeton Applied

Research Versastat II potentiostat and at a bath temperature of 60 0C. The pH value of

the bath was carefully adjusted to 9.0, 10.0 and 12.0 by controlled addition of 4 M
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NaOH (Alfa Aesar, 97%). The oxide films were grown at -0.40 V (vs. Ag|AgCl|satd.

KCl reference) for a nominal duration of 30 min. The surface morphology of the films

was studied using ZEISS supra 55 VP scanning electron microscopy (SEM). The X-ray

Diffraction (XRD) were measured using X-ray Siemens D-500 powder diffractometer

using CuKα radiation and it confirmed that the predominant crystallographic planes of

the Cu2O thin films on TCO glass were (200), (110) and (111) with electrolyte pH of

9.0, 10.0 and 12.0 respectively.8m These three types of Cu2O films are designated, in

what follows, as Cu2O (9.0), Cu2O (10.0), and Cu2O (12.0) respectively. Figure 3.8

shows the SEM images and XRD spectra of Cu2O on TCO. The SEM micrograph

indicates that the grains in the Cu2O on TCO with predominant orientation (111) are

larger than that of other two predominant orientations. The average thickness of the

Cu2O thin films were in the range of 1-2 µm. The grain size of Cu2O with different

predominant orientation is different.

The average thickness of the Cu2O films was in the range of 1-2 µm as assessed

by stylus profilometry. A Cu (100) film (Matech Company, Germany) was polished on

one side to a roughness less than 0.3 µm prior to measurements.. The XRD spectra

confirmed that the predominant crystallographic planes of the Cu2O thin films on TCO

glass were {200}, {110} and {111} with pH of electrolyte 9.0, 9.9 and 12.0

respectively.
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Figure 3.7 Schematic of electrochemical deposition set up with three-electrode
electrochemical cell.

TOF-PAES spectra were obtained for all electrodeposited Cu2O on ITO samples

at room temperature after each in situ annealing at 100, 200, 250, 300, 350 and 400 0C

for 1 min. The substrate temperature was measured using a K-type thermocouple.

Heating of the sample was performed using non gassy standard UHV button heater

(HeatWave Labs, Inc) situated behind the back of the sample. The sample chamber was

maintained at a pressure below ~ 2.0 x 10-8 Torr during the time of the PAES

measurements.

Cu2O- electrolyte bath
[0.4 M CuSO4 + 3 M sodium lactate]

Cu foil (counter electrode)TCO glass plate
(working electrode)

potentiostat

Ag/AgCl/sat KCl
(Reference electrode)

- 400 mV for 30 min

Temperature of the bath = 600C
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Figure 3.8 SEM images and XRD spectra of Cu2O on TCO with solution pH
(a) (9.0), (b) (10.0), and (c) (111).55
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3.3.2 Results and discussion

Figure 3.9 (a) and (b) contain the PAES spectra for a Cu2O (12.0) sample before

and after thermal anneal at 400 0C. The spectrum prior to thermal anneal is almost flat

(Figure 3.9 a) while the Cu M2,3VV Auger transition at ~53.5 eV and the Cu M1VV

transition at ~101 eV are clearly visible after thermal anneal (Figure 3.9 b). A spectrum

of the Cu (100) is shown for comparison in figure 3.9 (c), and features the

corresponding signals at ~55.6 eV and ~103.4 eV respectively. The observed shift of 2

eV to lower energy going from Cu to the annealed Cu2O surface is consistent with the

corresponding 2.1 eV shift in the Cu LVV peak seen for Cu2O using X-ray induced

AES and is indicative that the Cu atoms at the surface of the annealed Cu2O surface are

at least partially oxidized.44 It should be noted that, unlike the X-ray induced AES data

in reference 44, in which the width of the LVV peak observed for Cu2O is nearly twice

that observed for Cu, the PAES peak from the Cu2O surface remains narrow with what

appears to be a shoulder at the position of the un-shifted Cu peak suggesting that at least

some of the Cu atoms at the surface are in a reduced state.
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Figure 3.9 PAES profiles of Cu2O (12.0) thin film (a) before and (b) after thermal
anneal at 400 0C for 2 min and (c) Cu (100) single crystal. Data corresponding to

spectra (a) and (b) were expanded two times with respect to their original data.

Prior studies have demonstrated that PAES probes the top-most layer and that

the presence of a complete overlayer can block the Auger signal from the substrate due

to the trapping and localization of the positrons just outside the top layer prior to

annihilation.24 Thus absence of a significant Cu PAES signals prior to annealing (Figure

3.9a) and the relatively large Cu PAES signal seen after annealing (~30% of the clean

Cu signal after annealing at 400 0C) provides strong evidence that the Cu2O surface is

completely covered with an overlayer prior to annealing and that this overlayer is
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largely removed after annealing at 400 0C.

Figure 3.10 shows the effect of vacuum annealing on the PAES spectra of the

electrodeposited Cu2O surfaces. The data in panel 3.10a, 3.10b, and 3.10c were

obtained for samples grown in a solution with pH 9, 10 and 12 respectively. Each

sample was subjected to a series of isochronal anneals of 2 min at temperatures of 100,

200, 250, 300, 350 and 400 0C. PAES measurements (~11 hr each) were made before

and after each annealing cycle.

It may be seen that for each of the three series of PAES data shown in Figure 3.10,

the Cu M2,3VV peak grows monotonically with increasing anneal temperature,

obtaining significant intensity starting at ~250 0C in the case of the samples grown at pH

9, pH 10, and ~200 0C for the pH 12 sample. The PAES spectra of all samples reveal

carbon KLL Auger transition at around ~273 eV and an oxygen Auger transition at 503

eV. The carbon peak intensity increases with the annealing temperature up to 300 0C

temperature and decreases noticeably at 400 0C. The O signal intensity stays constant

during this sequence of thermal anneal while the peak width becomes narrower at 300

0C. These trends for Cu, C, and O are consistent with the Cu2O surface becoming

progressively cleaner during the anneal treatment. At 300 0C annealing temperature the

color of all the electrodeposited Cu2O samples changed from red to gray and gave

grayish red color at 350 0C. Previous studies have shown that this color change is an

indication of a change from Cu2O to Cu.
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Figure 3.10 PAES profiles of electrodeposited Cu2O films (a) (9.0), (b) (10.0), and
(c) (12.0) as a function of thermal anneal temperature. Data corresponding to kinetic
energy in the 100 - 200 eV range were expanded five-fold and data corresponding to

energy in the 200 - 900 eV range were expanded 20-fold.
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The fact that the PAES signal increases from near zero to a substantial fraction of

the clean Cu signal upon annealing is consistent with previous studies which have

shown that the presence of a thin over layer results in a large reduction in the PAES

signal from the substrate due to the top-layer selectivity of PAES. It should be noted

that the Cu2O (12.0) sample shows a sulfur Auger LMM peak at ~152 eV after thermal

anneal at 200 0C. This peak subsequently disappears after anneal at ~400 0C. The S

signal presumably originates from the sulfate species (from the electrolyte bath) that

were adsorbed on the oxide surface.

Figure 3.11 maps the dependence of the intensity of the Cu M2,3VV PAES peak on

annealing temperature. It may be seen that for both the sample grown at pH 9 and pH

10, there is a sharp rise in the Cu PAES intensity of starting at ~250 0C. For the sample

grown at pH 12, the increase in Cu intensity with annealing temperature is more gradual

and starts at a lower temperature (~100 0C). The variant evolution for the Cu2O (12.0)

case is correlated with a strong S peak in the PAES spectra for this sample not present

in the spectra of the other two samples. This suggests that significantly more S is

incorporated into the sample grown at pH 12 than for those grown at pH 9 and 10 (the

most likely source of this S is from CuSO4 in the electro deposition solution) and that

the presence of S reduces the temperature at which the Cu becomes exposed in the top

layer of the Cu2O surface.
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Figure 3.11 Cu (M2,3VV) Auger peak integrals from the PAES data for the three
types of electrodeposited Cu2O films as a function of thermal anneal temperature.

Figure 3.12 contains the EAES profiles (dI/dE vs. E) for the baseline (room

temperature) case and for samples subjected to four representative thermal anneal steps

at temperatures ranging from 200 0C to 640 0C. These profiles are shown for the Cu2O

(12.0) sample. The peaks at ~ 58, 770, 844, and 918 eV correspond to the Cu M2,3VV,

LMM, LMV, and LVV respectively. The C KLL Auger transition is seen at ~269 eV

while the O KLL signal appears at ~502 eV (Figure 3.12). The C signal systematically

decreases with increasing anneal temperature while the O signal stays relatively

constant.
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Figure 3.12 EAES profiles of Cu2O (12.0) after thermal anneal at 200, 300, 400
and 640 0C.

The near-surface concentrations of Cu, C, O, and S (averaged over the probe

depth of EAES) were calculated [PHI Handbook] from the peak-to-peak heights of the

Cu M2,3VV (59 eV), C KLL (271 eV), O KLL (503 eV), and S LMM (152 eV)

according to the methods outlined in reference 58. We note that the C signal in the

EAES spectra decreases in the same range of temperatures (between ~350 0C and 400

0C [see Figure 3.13]) as the Cu peak is showing the largest rate of increase in both the

PAES and EAES spectra. The O profile remains relatively invariant with the anneal

temperature in both EAES (Figure 5) and in PAES.
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Figure 3.13 Calculated elemental percentage (from EAES data) at near surface of the
Cu2O (12.0) thin film as a function of thermal anneals temperature. The variant

sensitivity of the two Auger transitions to the presence of carbonaceous overlayer is
underlined.

The EAES data clearly shows that thermal annealing is responsible for the removal

of C from the surface but does not provide unambiguous evidence of the Cu content of

the top most layer due to the fact that EAES probes several atomic layers below the

surface. As discussed above, the PAES data does indicate that the Cu atoms of the Cu2O

are completely covered before annealing and are substantially exposed after annealing.

The EAES data strongly suggests the overlayer that was posited based on the PAES

results is carbon rich. The fact that there is a substantial EAES signal from Cu before

annealing indicates that this overlayer must be thin enough to allow a substantial

number of Auger electrons to escape from the Cu2O surface without losing energy. A
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quantitative estimate of the overlayer thickness is derived below from a consideration of

the inelastic mean free paths of the electrons emitted in the two observed Cu Auger

transitions observed.

The Cu M2,3VV peak to peak intensity observed in the EAES data after

annealing at 400 0C is ~125% larger than the corresponding intensity before annealing.

This increase is significantly larger than the corresponding ~33% increase in the Cu

LVV peak (but still much less than the ~3000% increase in the Cu M2,3VV peak

observed in the PAES data). We note that the relative size of the percent increase in

intensity of the Cu LVV (EAES), Cu M2,3VV (EAES), and Cu M2,3VV (PAES) peaks

can be explained in terms of the relative probe depth of the three signals if it is assumed

that, before annealing, the Cu2O surface is covered by a thin carbonaceous layer which

is removed as a result of annealing to expose the Cu atoms in the top layer. The fact

that the increase in the peak to peak intensity of the Cu M2,3VV EAES signal is larger

than the increase in the Cu LVV EAES signal (see Figure 3.14) is consistent with the

longer mean free path of the higher energy electrons which make up the LVV signal.
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Figure 3.14 Schematic diagram of the path of the outgoing Auger electrons from Cu
atoms in the substrate before and after thermal stripping of the carbonaceous overlayer.

The EAES spectra shows the change in peak to peak height of Cu( M2,3VV) and
Cu(LVV) Auger transitions before and after annealing at 640 0C.

Due to the large difference between the inelastic mean free paths of Auger

electrons emitted from the high energy LVV (920 eV) and low energy M2,3VV (60 eV)

Cu peaks, it is possible to make a quantitative estimate an overlayer covering a Cu

containing substrate.58,59

3.3.3 Calculation of the overlayer thickness

The intensity of electrons ( I ) emitted from all depths greater than ( d ) emitted

at an angle (ϕ ) to the surface normal is given by the extended Beer Lambert

relationship as follows,
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)cos/exp(0 ϕλdII −= 3.1

where 0I is the intensity of electrons from an infinitely thick, uniform substrate and λ is

the inelastic mean free path of electron in the substrate.

According to the thin overlayer thickness d of carbonaceous material on the Cu-O

substrate as shown in figure 3.14, the equation (3.1) can be rewritten for the intensity of

the electrons due to Cu M 2,3 VV and Cu LVV Auger transition at different temperature

)cos/exp( 6060,060, ϕλ eVeVeVT dII −= 3.2

)cos/exp( 920920,0920, ϕλ eVeVeVT dII −= 3.3

Taking the ratio of equations (3.2) and (3.3), 
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By rearranging equation (3.4) the thickness d in terms of the ratio of the Cu M2,3VV

and LVV EAES intensities can written as follows;
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where λ60 and λ920 are the mean free path of electrons emitted in the Cu M2,3VV and

LVV Auger transitions respectively, I0,60 / I0,920 is a constant representing the ratio of

Auger intensities in the absence of an overlayer, IT,60 / IT,920 is the measured ratio of

Auger intensities at a temperature T and ϕ is the escape angle of the electrons with

respect to the surface normal. In our calculations, we assumed that the Cu2O surface

was covered by a uniform carbonaceous layer of thickness d (see Figure 3.15) and the
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carbonaceous overlayer was homogenous-clearly oversimplification of the real

situation. The values of the constants λ60 and λ920 were taken to be 5 Å and 25 Å

respectively based upon the values of the mean free path listed for C in reference 59 and

φ was taken to be the 42.300 average acceptance angle of the cylindrical mirror energy

analyzer used in the EAES measurements.

The value of the constant I0,60 / I0,920 was set equal to intensity ratio, I640,60 /

I640,920, obtained after annealing at 640 0C based upon the PAES results which indicated

that the overlayer had been largely removed by that temperature. Figure 3.15 shows a

plot the film thickness d as a function of annealing temperature calculated using eq. 3.5

and the EAES data (shown in part in Figure 4 panel c) for the Cu2O sample grown at pH

12. We note that the PAES measurements were critical in establishing that there was an

initial overlayer and that it was substantially removed by annealing, two facts that were

used in developing the model described above which was used to estimate of the layer

thickness.
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Figure 3.15 Thickness of the carbonaceous overlayer on Cu2O (12.0) film (see eqn. 1)
as a function of thermal anneal temperatures. The solid sigmoidal curve is a Boltzmann

function that was fit to the data as a guide to the eye.

Finally, figure 3.16 contrasts the differing analytical sensitivity of the two types of

Auger electron spectroscopies, PAES and EAES, to the topmost atomic layers of the

sampled Cu2O surface. To probe this, the Cu M2,3VV Auger transition was considered

and the ratio of the signal intensity for the sample subjected to a given anneal

temperature over the corresponding value at room temperature, was plotted as a

function of the anneal temperature (Figure 3.16). The Cu M2,3VV EAES signal intensity

ratio is relatively invariant up to ~350 0C for reasons discussed earlier. On the other

hand, the PAES signal counterpart starts its growth at ~100 0C (c.f., Figure 3.11) and is

amplified (relative to the EAES signal) by approximately an order of magnitude at the
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higher thermal anneal temperatures. Clearly, the masking effect of the C overlayer on

the Auger signal for Cu (Figure 3.14) is much less of a factor in EAES unlike in the

PAES case, underlining the variant spatial origins of the Auger electrons in the two

cases. While the contrast shown in Figure 3.16 pertains to the Cu2O (12.0) sample case,

similar trends also manifest in the other two PAES cases, albeit to varying degrees.
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Figure 3.16 Contrast of the sensitivity of PAES and EAES to changes in the
topmost atomic layers of Cu2O (12.0) as a function of the thermal anneal

temperature (see text).

Finally, this C overlayer is both transparent and to light as well as electronically

conductive. Thus, electrodeposited and thermally annealed Cu2O films show cathodic

photocurrents under band excitation of the oxides. Similarly well-behaved
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voltammograms were obtained in background electrolytes in the dark (flat and showing

good rectification in the reverse bias mode) with no manifestation of significant ohmic

resistance effects.

3.3.4 Conclusions

We have reported the results of PAES and EAES measurements of the top layer

and near surface elemental composition of electrodeposited Cu2O surfaces which have

been subjected to a series of anneals in vacuum at increasing temperature. The intensity

of the PAES signal from Cu increases dramatically upon annealing from ~1% of the

signal from a clean single crystal Cu standard before annealing to ~30% after annealing

at 400 0C for 2 min in vacuum. In light of the fact that PAES selectively probes the top

most atomic layer due to the trapping of positrons in an image-potential state before

annihilation, these results provide strong evidence that the Cu2O surface was initially

covered by a complete overlayer before annealing and that this overlayer is substantially

removed after annealing in vacuum. In contrast to the large changes seen in the PAES

intensities from Cu, the changes in the EAES spectra are relatively small. The EAES

intensity associated with the Cu LVV transition increased from ~40% of the clean Cu

value to ~50% consistent with the hypothesis that the initial overlayer was thin enough

to transmit most of the 918 eV Cu LVV electrons. The percent change upon annealing

in the M2,3VV Cu EAES signal was about 2 times larger that that for the LVV peak

which is consistent with the greater attenuation of the lower energy M2,3VV electrons in

the initial overlayer. The PAES results were used together with the EAES results to
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provide a quantitative estimate the thickness of the overlayer as function of annealing

temperature yielding an estimate of ~4 Å for overlayer thickness before was annealing.

The results of this study clearly demonstrate the utility of PAES as a complement to

conventional EAES the study of Cu2O surfaces due to its ability to selectively sample to

top most atomic layer.
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CHAPTER 4

VACUUM ANNEALED PREVOIUSL OXIDIZED Cu (100)

4.1 Introduction

This chapter describes the effect of temperature on the stability of the top layer

of oxide on a Cu(100) using Positron annihilation induced Auger electron Spectroscopy.

The understanding of metals oxidation is of both fundamental and practical importance

in a wide variety of applications from corrosion to catalysis. Cu has received much

attention as its oxide is used in vast range of application including heterogeneous

catalysis, high temperature superconductors and metal corrosion. Previous investigators

have used oxides on pure transition metal as a model system to understand oxidation

kinetics experimentally and theoretically.60-66 The Cabrera –Mott Model67 is the most

widely used theory to describe the formation of the metal oxides and assumes a uniform

oxide growth. J Yang and colleagues68 have used modified JOHNSON-MEHL-

AVRAMI-KOHLMOGOROV (JMAC)69 theory to explain the oxidation mechanism.

They have applied this theory to study the intermediate mechanism of the oxidation

using TEM as the probe.68 The system used was a micrometer thick Cu (001) film thick

enough to be treated as a bulk material but thin enough to be studied with a TEM. They

concluded that oxide islands nucleate and then coalesce with time followed by reduction
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in the growth rate.70 TEM is known to sample more than the surface layer. Also the

high energy of the probe can affect the oxidation.68

Motivated in part by this and other limitations of the electron probes, we have

studied the sample using PAES. In our case sample thickness is not a limitation. Hence

the oxidation in our system occurs on bulk sample and not on thin films. PAES has been

shown to selectively sample the topmost atomic layer. This is very critical because the

oxidation is a surface mediated process.67 It has been shown theoretically that oxygen

on Cu surface can adsorb at on-surface as well as subsurface sites.68 Yang et al. found

that, depending on oxygen coverage, subsurface sites may be energetically favorable

than the on-surface site.62 PAES has been shown to be sensitive to submonolayer

coverage of oxygen and is hence ideal for studying the initial stages of oxidation.21-24

The oxidized surface was sputter etched and PAES was used to probe the near surface

region. The same surfaces have been studied with electron induced Auger electron

spectroscopy and the results have been compared to that of PAES. Since the signal in

case of EAES comes from near surface region as compared to the surface region

sampled by PAES, the resulting spectra can be compared to shed more light on presence

of oxygen. The formation of oxide the metal has been done with different methods as

described in chapter 3. In our experiment the oxide layer was formed by exposing the

surface to a low pressure oxygen atmosphere while maintaining a high substrate

temperature (<600oC).
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4.2 Experimental set up

A Cu (100) single crystal (purity 99.999%) was used as a substrate. The sample

is 10 mm in diameter and 1mm in thickness was purchased from the Matech Company.

It was polished on one side with a roughness<0.3 micron. Before mounting to the

sample holder, Cu single crystal was degreased ultrasonically in acetone and rinsed with

ethyl alcohol and deionized water. The sample was then mounted on the sample holder,

rinsed again with deionized water and dried using nitrogen gas (N2). The base pressure

of the PAES system was maintained at 1.0 x 10-9 Torr. The Cu (100) was cleaned in the

vacuum chamber with several sputtering and low temperature annealing (at 300 0C)

cycles in order to remove impurity from the sample surface prior to the oxidation

process. Oxidation of the Cu (100) surface to form a Cu2O layer was performed as

discussed in the ref 71 and 72. Figure 4.1 shows the phase diagram of the Cu-CuxO

system. The annealing temperature in degrees is represented by the X axis and pressure

in the unit of Torr is represented by Y axis. It may be seen from the phase diagram that

surface oxidation may be performed at substrate temperature < 1100 0C and oxygen

partial pressures less than 0.1 Torr. Copper forms two thermodynamically stable oxides

Cu2O and CuO. In our experiment, a pressure of 5.0 x 10-4 Torr was selected as the

oxygen (high purity 99.999%) partial pressure and the substrate temperature was

maintained at ~ 590-595 0C temperature to obtain only Cu2O layer on Cu(100) surface.

The reason for selecting the above parameters including relative high substrate

temperature is that previous attempts at low temperatures did not give us good results.

After oxidation the sample substrate was annealed to a sequence of isochronal annealing
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cycles in vacuum at increasing temperature, holding the sample at each different

temperature for 2 minutes. PAES spectra were acquired at room temperature after each

thermal anneal cycle. The sequence of oxidation and anneal cycle was repeated three

times in order to check the reproducibility. Before each PAES spectra NaI gamma ray

spectrum was obtained in order to calculate the positronium (Ps) fraction.

Figure 4.1 Phase diagram of Cu-CuxO system.71,72
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4.3 PAES results on vacuum annealed previously oxidized Cu(100).

The figure 4.2 shows a comparison of PAES spectra from clean Cu surface and

the oxidized surface. The PAES spectrum from clean Cu is shown in figure 4.2 (a). two

peaks may be observed at ~60 eV and ~103 eV corresponding to the Cu (M2,3VV) and

Cu (M1VV) Auger transition respectively. The PAES spectra obtained from oxidized

clean Cu(100) are shown in figure 4.2 (b). These results indicate that the intensity of the

Cu (M2,3VV) peak is reduced by ~93%. The inset of figure 4.2 shows the higer energy

range of the PAES spectra corresponding to the range of the O (KLL) auger transition at

~503eV and it tells clearly that the O (KLL) peak is increased by ~200 %.
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Figure 4.2 PAES spectra of Cu (100) before and after oxidation.
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The intensities of Cu (M2,3VV) and O(KLL) peak integrals from oxidized Cu(100) as a

function of annealing temperature are shown in figure 4.3 (a) and (b) respectively. It

may be seen that the Cu peak integral intensity increases steadily during annealing up to

300 0C and reaches maximum intensity at 300 0C. Then the Cu PAES intensity

decreases as the temperature is increased further. In contrast, the O (KLL) PAES

intensity is the lowest at 300 0C and it starts to increase again as the temperature is

increased further. During the experiment the intensity of C (KLL) Auger peak at ~272

eV remains virtually constant. The PAES spectrum obtained after annealing at 300 0C

temperature looks similar to the clean Cu PAES spectrum. The PAES spectra obtained

from clean Cu (100) spectra and oxidized Cu (100) after annealing at the temperature

300 0C are shown in figure 4.4.
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Cu(100) that has been previously oxidized as a function of thermal anneal

temperature.



94

20 40 60 80 100 120
0.000

0.005

0.010

0.015

0.020

0.025

0.030

0.035

Cu (M
1

VV)

In
te

ns
ity

(
co

un
ts

/s
ec

)

Kinetic energy (eV)

clean pure Cu (100)
1st Run
1st Run
1st Run

Cu (M
2,3

VV)

Figure 4.4 Comparison of PAES spectra of Clean Cu (100) with the PAES spectra of
previously oxidized surface after thermal anneal at 300 0C.

Based on these results we posit that after oxidation, a Cu2O layer is formed on

the surface of Cu (100) single crystal in a way such that a layer of oxygen covers the

surface of Cu (100). During annealing, O atoms desorb or diffuse into bulk and Cu

atoms appear on the surface. Further annealing of the substrate leads to diffuse bulk

oxygen to the surface and that causes less PAES intensity (Ref fig. 4.3 (a)). In order to

prove the mechanism that we proposed same experiment was done on sputter cleaned

previously oxidized Cu (100) single crystal. After the oxidation of Cu (100) with 4.0 x
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105 L dose of oxygen, the oxide layer was removed by ion beam sputtering in Ar2

environment with partial pressure of 5.0 x 10-5 Torr and ion beam acceleration voltage

of 3 kV. Then the same vacuum annealing experiment was performed two times on

Cu(100) for reproducibility. After sputtering, peak intensity of Cu (M2,3VV) was

reduced by ~42 % with respect to the intensity obtained from Cu(100) substrate before

the oxidation. The calculated Ps fraction from the sputtered surface shows an increase in

Ps fraction by 55% as compared to that of from the surface before oxidation. The less

peak intensity and the higher Ps fraction suggest that the sputtering causes increase in

the surface roughness of Cu(100) surface and leads to the less probability of positron

annihilation with surface electrons. The change in Cu peak integral intensity which

corresponds to (M2,3VV) Auger transition as a function of thermal anneal temperature is

shown in figure 4.5. The intensity of Cu peak integral is increased by ~14% by

annealing in the temperature range of 20 0C to 375 0C. Further annealing causes the

intensity to drop by ~77% at 490 0C. The peak intensity of oxidized Cu and sputtered

previously oxidized surface have the same intensity at vacuum annealing temperature of

~490 0C.



96

0 100 200 300 400 500 600
0.000

0.002

0.004

0.006

0.008

0.010

0.0

0.1

0.2

0.3

0.4

0.5

0.6

(b)

After sputtering

After oxidation

In
te

ns
ity

of
no

rm
al

iz
ed

O
(K

LL
)

Anneal Temperature ( 0C)

(a) 1 st Run
2nd Run

In
te

ns
ity

of
no

rm
al

iz
ed

of
C

u(
M

2,
3V

V
)

After oxidation

After sputtering

Figure 4.5 PAES Intensity of t (a) Cu (M2,3VV) and (b) O (KLL) peak integral of
Cu(100) that has been previously oxidized and sputtered as a function of thermal

anneal temperature.
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4.4 EAES results on vacuum annealed previously oxidized Cu(100).

Vacuum annealing on previously oxidized Cu(100) was also investigated using

electron induced Auger electron spectroscopy (EAES). The incident electron beam was

selected as 3 keV and base pressure of the vacuum chamber was maintained at ~8.0x10-

10 Torr during data acquisition. As described in previous section Cu(100) was cleaned

with different sputtering and annealing cycle until obtained the clean spectra. For

reproducibility, the experiment was performed three times. The set of data was obtained

with elapsed time between anneal temperature similar to that of PAES measurements.

The EAES spectra were obtained with single pass cylindrical mirror analyzer (Model

PHI 10-155) at three different positions on the sample for each isochronal annealing

cycle. The same oxidation and annealing sequence was used as in the PAES

measurement described in the previous section. EAES spectra were obtained at room

temperature after annealing at different elevated temperature for 2 minutes. The EAES

spectrum of clean surface of Cu(100) before oxidation shows ~80.88 % of Cu , ~14.19

% of C and 4.92 % of O considering peak to peak height of Cu(M2,3VV) at ~63 eV,

C(KLL) at ~273 eV and O(KLL) at ~503 eV Auger transitions respectively. On the

other hand ~ 88.62% of Cu, ~ 8.44 % of C and ~2.92 % of O show on the surface by

considering peak to peak height of Cu (LVV) at ~920 eV with C(KLL) and O( KLL)

at ~273 eV and ~503 eV respectively.

Figure 4.6 shows EAES profiles (dI/dE vs E) of oxidized Cu(100) before and

after thermal anneal at 100, 250, 350 and 629 0C. According to EAES spectra, Cu and

O on the surface of Cu(100) after oxidation and Cu peaks at ~63eV and ~920 eV stay
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almost the same during annealing. C signal appears on the surface after annealing at 100

0C and it disappears after annealing 250 0C while O signal intensity remains constant

with anneal temperature.
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Figure 4.6 EAES profiles of oxidized Cu (100) before and after thermal anneal at
100, 250, 350 and 549 0C.

Figures 4.7 and 4.8 show calculated elemental percentage of Cu, C and O on the

Cu(100) as a function of thermal anneal temperature. The peak to peak height of Cu

(M2,3VV) Auger derivative peak along with C(KLL) and O(KLL) were considered for

calculation of relative elemental percentage in figure 4.7. While peak to peak height of

the Cu(LVV) Auger derivative peak along with C(KLL) and O(KLL) were considered

for relative elemental percentage shown in figure 4.8. After oxidation of Cu(100),
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relative percentage of C is decreased by ~70-75% and O is increased by ~150%. After

annealing at 100 0C for 2 minutes, O percentage is decreased by 50% while C

percentage is increased by 275%. Further annealing of sample led to decrease in C

percentage on the surface and increase in O. During the entire annealing process Cu

percentage almost stays same.
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4.5 Positronium fraction

In chapter one, the two ways of positronium (Ps) formation at the metal surface

was discussed. In this section a method of Ps fraction calculation will be discussed.

Positronium may be determined by the gamma ray spectrum obtained by NaI detector

during PAES experiment. Figure 4.9 shows the gamma ray spectrum as a function of

channel number that obtained during positron annihilation experiment on Cu(100).

There are two peaks on the spectrum. Peak at channel ~552 corresponds to energy of

511 keV results from annihilation via two gamma rays (called a photo peak) when

positrons in the surface state (p-Ps). The peak corresponds to energy less that 511 keV

is a result of gamma ray produced via three gamma (o-Ps) and Compton scattering of

511 keV gamma rays.
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Figure 4.9 Gamma ray spectrum as a function of channel number.
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The Ps fraction ( psf ) can be related to gamma ray spectrum by considering the

total number of gamma ray counts per unit time (T ) and the total number of 511keV

gamma ray counts per unit time (P). Considering the Ps fraction, T, and P, following

equations69 can be written.

01 )1( TfTfT PsPs −+= 4.1

01 )1( PfPfP PsPs −+= 4.2

Where subscript 1 and 0 refer to complete Ps formation ( Psf =1) and no Ps formation

( Psf =0) respectively. P and T are the measured peak and total counts of the spectra

from which Psf is to be measured.

Considering equations 4.1, and 4.2, the ratio R is defined by assuming no dependence

on the positron beam strength while R1 and R0 are ratios for 100% and 0% Ps fraction

respectively.
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In order to calculate the Ps fraction using equation (4.6) the three quantities R0, R1 and

P1/P0 must be determined experimentally. The quantities R1 and P1 are pertain to the

spectrum for 100% Ps formation, which can be obtained by heating the sample at high

temperature such that the thermal desorption approaches 100%. Whereas R0 and P0 are

pertain to the spectrum resulting from 0% Ps emission, which can be obtained by

applying a high bias voltage to the sample such that the positrons are trapped in the

bulk. We have considered Psf =0.9 for 100% Ps formation and Psf =0.52 for 0% Ps

formation73 for Cu(100) sample in order to calculate unknown parameters P1, T1, P0 and

T0 respectively. In our case the gamma ray spectra were obtained at room temperature

after annealing at elevated temperature for 2 minutes of previously oxidized Cu(100).

4.6 Core hole annihilation probability using PAES coincident spectrum.

The core hole annihilation probability ( ρ ) is experimentally determined from

the total number of Auger electrons generated by positron annihilation per unit time

within a solid angle ( π4=ΩS ) at the sample surface ( AN ) and the total number of

positrons localized at the surface state ( SSN ) according to following equation.

SS

A

N

N
=ρ 4.7

The measured number of coincidence events yielding Auger electrons per unit time

))(( EN CoinA− is related to the core-hole annihilation probability, the number of positrons
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per unit time at the surface ( )(
(exp)

EN
e+

), and fraction of positrons that contribute to

annihilation ( )1( psss ff −= ) by following equation.

)(.....).1).(()(
2(exp)

ETfENEN MCPBaFAPsecoinA ηεερ Ω−= +− 4.8

Where
2BaFε is the BaF2 detector efficiency for two 511 keV gamma ray emission and

MCPε is the microchannel plate detector efficiency for electrons. T is the transmission

probability of Auger electron traversing the surface layer(s) and AΩ is the solid angle

subtended by the microchannel plate which equals to π2 . The quantity )(Eη is the

electron transport efficiency of electron from sample to MCP. Ps fraction is defined as

the fraction of incident positrons which form positronium.

The measured number of secondary electron per unit time )(sec EN is calculated from

following equation

)(...).().()(
2(sec)sec EEENEN BaFMCPSe
ηεεδ Ω= + 4.9

)(
(sec)

EN
e+

is the number of positrons that generate secondary electrons per unit time at

the surface, )(Eδ the secondary electron yield at a specific energy and SΩ solid angle

subtended by surface. Considering the equations (4.8) and (4.9), the annihilation

probability can be determined as shown in equation (4.10). 

TfEN

ENENEEN

Ps

eeASCoinA

).1)).(((

)(/)()./).(()).((

sec

(exp)(sec)

−

ΩΩ
=

++− δ
ρ 4.10



106

The secondary electron yield (δ ) of Cu Auger peak at 60 eV is calculated using the

universal curve of secondary electron production, which is given by the following

equation.70
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Where PEE is the energy of primary incident beam. m
PEE is the primary beam energy

which corresponds to maximum secondary electron yield mδ . Figure 4.10 shows the

schematic profile of secondary electron yield as a function of primary incident beam

energy and figure 4.11 shows the generated secondary electron yield )( PEEδ curve as a

function of energy of primary beam energy considering 53.1=mδ for eVE m
PE 400= .74

Figure 4.10 Schematic profile of secondary electron yield as a function of primary
incident beam energy.74
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Figure 4.11 The secondary electron yield as a function of primary incident beam
energy with 53.1=mδ for eVE m

PE 400= .

Based on figure 4.10, the secondary electron yield for energy ~58 eV would be 0.45.

The experimental core-hole annihilation probability ( ρ ) of Cu 3p (M2,3VV) was

calculated, which is 2.74% using equation (4.10). This result may be compared to the

theoretical value of 3.02% calculated by Jensen and Weiss75 which is close to the value

obtained experimentally. However annihilation probability of Cu-3p on oxidized

Cu(100) surface is ~0.25% . The core-hole annihilation probability of Cu-3p and O-1s

of positrons trapped in the surface state of Cu (100) that has been previously oxidized

is plotted as a function of thermal anneal temperature in figure 4.12 (a) and (b)

respectively. The core-hole annihilation probabilities of the Cu-3p and O-1s levels for a
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Cu (100) surface that has been previously oxidized Cu (100), and sputtered before it is

annealed are plotted as a function of thermal anneal temperature in Figure 4.13 (panels

(a) and (b) show the annihilation probabilities for the Cu-3p and O-1s levels

respectively). In this case Cu-3p annihilation probability is increased by ~250 % while

O-1s annihilation probability is decreased by 80% after sputtering previously oxidized

sample.
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Figure 4.12 Core-hole annihilation probability of (a) Cu-3p and (b) O-1s of
positrons trapped in the surface state of Cu (100) that has been previously

oxidized as a function of thermal anneal temperature.
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Figure 4.13 Core-hole annihilation probabilities of (a) Cu-3p and (b) O-1s levels for a
Cu (100) surface that has been previously oxidized Cu (100), and sputtered before it is

annealed as a function of thermal anneal temperature.
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CHAPTER 5

DISCUSSION

5.1 Summary

In this dissertation, Time of Flight Positron Annihilation induced Auger

Electron Spectroscopy (TOF-PAES) was applied in the study of the top layer of

transition metal oxides. This work has yielded detailed information on thermal stability

and reduction of Cu2O layer on different substrate which had not been reported earlier.

The experimental results are discussed in chapter 3 and it mainly focused on surface

modification of spray coated Cu2O on Tantalum and electrochemically deposited Cu2O

on TCO (Transparent Conducting Oxide) due to vacuum anneal and low pressure

oxygen exposure. The first PAES measurements on Cu2O on Ta demonstrate the utility

of PAES in the study of oxides surfaces. PAES and EAES measurements on vacuum

annealed electrochemically deposited Cu2O clearly showed that the masking effect of

the C overlayer on Cu2O/TCO and Cu. Top layer of Cu2O is completely covered with

carbonaceous layer and was substantially exposed after the thermal anneal process. To

get better understanding of the powder and polycrystalline oxide samples, PAES

measurements were performed on vacuum annealed thermally oxidized Cu(100) which

are described in chapter 4. In comparison to the bulk oxide surfaces, the oxidized
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Cu(100) surface also showed an increase in the Cu (M2,3VV) Auger intensity with

anneal temperature reaching a peak in Cu intensity at ~300 0C. The Cu Auger signal

increased by more than a order of magnitude. Thermal anneal results on Cu2O/ Ta at

300 0C for 13 minutes also shows the maximum intensity of Cu (M 2,3 VV) signal.

These results reveal that surface becomes more metallic (reduction of Cu+ to Cu0) after

annealing and positrons get trapped in vacancies surrounded by Cu atoms. However,

further annealing of oxidized Cu(100) at higher temperature leads to decrease in Cu

intensity possibly due to either oxygen diffusing from the Cu bulk to the surface or from

Oxygen (or other impurity) desorbed from the inner chamber wall as a result of radiant

heating by the sample. The experimentally derived annihilation probability of surface

trapped positrons with the Cu 3p level (the level that gives rise to Cu(M2,3 VV) Auger

emission) was found to be 2.74% which is close to the theoretical value which is 3.02%

In addition to the PAES and EAES measurements on Cu2O samples, PAES

measurements on MgO , TiO2 and metal on oxide surfaces were obtained. (See

appendix B). This was the first application of PAES to study catalytically important

oxide surfaces. Finally characterization of ultra thin overlayer can be done by

combining PAES and EAES results and this information is useful in understanding the

potential real-world catalytic materials.
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5.2 Future work

The experimental studies presented on this dissertation have demonstrated that

the sensitivity of PAES is the best analytical tool to study the top-most layer of oxide

surface. Building a theoretical model is important to better understand the behavior of

these oxides.

The surface morphology plays a key role in understanding the behavior of oxide surface

during surface modification. The high surface sensitivity (<1 Å) of PAES can be

combined with other techniques like Low Energy Electron Diffraction (LEED) and XPS

to study surfaces. A high intensity positron beam can be used to study the oxidation

state of the surface. We can monitor the growth process of the oxides and generate

surfaces for specific needs. The resolution of TOF-PAES for high energy Auger

electrons (> 100 eV) is low and should be improved. Hence another system with longer

TOF tube is under construction. Mass spectrometer should be added to the system to

study the desorbing species during annealing. The PAES measurements on

electrochemically deposited Ni on TiO2 and Pt on TiO2 (which are important catalytic

materials) under UV irradiation confirmed that positrons are a promising tool to study

the charge transfer between metal nanoparticles and oxide surface. Further work needs

to be done to understand charge transfer between metal nanoparticles on single crystal

oxide surfaces.
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APPENDIX A

SMOOTHING PROGRAM AND ALGORITHM
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SMOOTHING PROGRAM

#include<stdio.h>
#include<stdlib.h>
#include<math.h>

//VARIABLE DECLARATION
int NO_OF_DATA = 2048;
float lifeTime;
int AVG_BACKGND_BEGIN = 1798;
int AVG_BACKGND_END = 1897;

float avgBackGnd;
float p1,p2,p3;
float * energy, * countRate, *countRateWOBkGnd, *NE;
int * channel, * count;
float sampleBias ;

//FUNCTION DECLARATION
void inputData(char * inputFile);
void movingAvg( char * output);
void calculateEnergyCountRate( );

int main(int argc, char ** argv)
{

int i, j;
int n;

//INPUT PROMPT
printf("\nEnter the Live Time: ");
scanf("%f", &lifeTime);

printf("\nEnter P1:");
scanf("%f",&p1);

printf("\nEnter P2: ");
scanf("%f",&p2);

printf("\nEnter P3: ");
scanf("%f",&p3);

printf("\nEnter Sample Bias: ");
scanf("%f",&sampleBias);

//MEMORY ALLOCATION
energy = (float * ) malloc (sizeof(float)*NO_OF_DATA);
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countRate = (float * ) malloc( sizeof(float)*NO_OF_DATA);
countRateWOBkGnd = (float *)malloc(sizeof(float)*NO_OF_DATA);
NE = (float *)malloc(sizeof(float)*NO_OF_DATA);
channel = ( int * ) malloc( sizeof(int)*NO_OF_DATA);
count = (int * )malloc(sizeof(float)*NO_OF_DATA);

inputData( argv[1] );
calculateEnergyCountRate();
movingAvg( argv[2] );

return 0;
}

/* Reads data from the input file to arrays */

void inputData( char * inputFile)
{
int i;
float temp;
char garbage[50];
FILE * fpr = fopen(inputFile, "r");
for( i = 0; i < 2; i ++)
fscanf( fpr, "%s", garbage);

for( i = 0; i < NO_OF_DATA; i ++)
{
fscanf(fpr, "%d", &count[i]);
fscanf(fpr, "%d", &channel[i]);
}
return;
}

/*Performs calculations for energy, count rate,
average Back Ground etc*/

void calculateEnergyCountRate( )
{
int i;
float sum = 0;
double d;
float temp;
FILE * fpw=fopen("input7.txt", "w");

//CALCULATE COUNT RATE
for( i = 0; i < NO_OF_DATA; i ++)
{
countRate[i] = count[i] / lifeTime;
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}

//CALCULATE AVERAGE BACKGROUND
for( i = 0;i <= NO_OF_DATA ; i ++)
{
if(( channel[i] >= AVG_BACKGND_BEGIN )

&&(channel[i] <= AVG_BACKGND_END) )
{
sum += countRate[i];
}

}
avgBackGnd = sum / (AVG_BACKGND_END-AVG_BACKGND_BEGIN+1);

//CALCULATE COUNTRATE W/O BACKGROUND
for( i=0; i < NO_OF_DATA; i++)
{
countRateWOBkGnd[i] = countRate[i] - avgBackGnd;
}

//CALCULATE NE

for( i = 0; i < NO_OF_DATA; i ++)
{

temp = (p1-channel[i])*(p1-channel[i])*(p1-channel[i]);
NE[i] = temp*countRateWOBkGnd[i]/(2*p2*p2);
}

//CALCULATE ENERGY

for(i = 0; i < NO_OF_DATA; i++)
{
temp = (p2/(channel[i]-p1));
temp = temp * temp;
energy[i] = temp + p3 + sampleBias;

fprintf(fpw,"\n%e\t%e\t%e\t%d\t%d", energy[i], NE[i],
countRate[i], count[i], channel[i]);

}

return;
}

/*Calculates moving average*/

void movingAvg( char * output)
{
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int i,j;
int n;
char garbage[20];
int number;
float currEnergy, upperLimit, lowerLimit;
float totalEnergy, totalNE, averageEnergy=0, averageNE=0;
float dE;
float movingDiff;

FILE *fpw = fopen( output, "w");

printf("\nEnter the number of samples : ");
scanf("%d",&n);
printf("\nEnter the value for dE : ");
scanf("%e",&dE);
printf("\nEnter the upper Limit :");
scanf("%e", &upperLimit);
printf("\nEnter the lower limit :");
scanf("%e", &lowerLimit);

j = 0;
i = 0;

while( ( energy[i] < upperLimit ))
{
j = i;
totalNE = 0;
averageNE = 0;
number = 0;
while( energy[j] < energy[i] + dE )
{
totalNE += NE[j];
j ++;
number ++;
}

if( number != 0 )
averageNE = totalNE/number;
fprintf(fpw, "%e\t%e\t%d\n", energy[i], averageNE, number );
i ++;

if( i >= n-1 )
break;

}
return ;
}
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Algorithm of the program

The program is based on the following flow chart.

.
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Each process of the process is explained in brief details.

1. Receive user inputs: Count and Channel column and number of sample data
The user provides the program with various inputs. The user provides the

program with the Count data for every Channel received from the system.

2. Calculate count rate
The program calculates the count rate for data in each channel, using the

formula:

countRatei = counti /lifetime

The pseudo code is quite obvious:

for each channel

count rate for that channel ← count of that channel / lifetime

3. Calculate average background noise
The formula for calculating the average background noise is:

n

avgBki = ∑countRatei/R , R = 1798 - 1897 + 1
i = 1

We know that the data elicited from the channels 1798 to 1897 are noise. So we

calculate the average background noise by finding the average count rate in

those channels.

The pseudo code for doing so is:

for every count rates calculated in the channels 1798 to 1897

sum← sum + count rate

average background noise← sum / (1798 - 1897 + 1)

4. Calculate Count rate without background noise:
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In this step the count rate for each channel is subtracted from the background

noise.

The formula is:

countRateWOBki = countRatei - avgBki

The pseudo code is:

for every channel

count rate without noise← count rate - average background noise

5. Calculate NE:
The formula for calculating the NE is:

NEi = [P1 - channeli)
3 * countRateWOBki]/[2*P2]2

P1 and P2 are parameters that are dependent of the samples used.

The pseudo code for doing so is:

for every channel

NE← ([P1 - channel)3 * count rate without noise]/[2*P2]2

6. Calculate Energy:
The mathematical formulation is:

Ei = [P2/(channeli - P1)]2 + P3 + sampleBias

P1, P2 and P3 are parameters that are characteristic of the sample used.

SampleBias is user-provided information.

The pseudo code is:

for every channel i

Energy← [P2/(channeli - P1)]2 + P3 + sampleBias

7. Calculate Moving Average Energy:
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Since this calculation is not straight forward as the previous ones, perhaps this

could be better explained by another flowchart just to calculate that.
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This operation involves, finding a set of channels for each channel in the data.

The condition for a channel, Cj to belong to a set corresponding to the channel is

that energy corresponding to channel Cj should not exceed the sum of energy

corresponding to channel Ci and ∆E, where ∆E is a user defined parameter. The

program has limited the channels to be considered by establishing an upper limit

on the energy of the channels. This is because, the user may not be confident in

the validity of the calculation if he/she uses the energy that exceeds a certain

upper bound. The data from the channels with high channel numbers are found

to be quite unreliable.

The pseudo code for the operation is:

receive user inputs: number of sample, ∆E, upper limit

i← 0

for each channel i

while Energyi < upper limit

j← i

total NE, frequency← 0

for each channel j such that, Energyj < Energyi + ∆E

total NE← NEj + total NE

frequency← frequency + 1

average NEi ← totalNE / count
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APPENDIX B

TOF PAES SPECTRA OF MgO, TiO2 AND METAL ON TiO2
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Figure B-1 TOF-PAES energy spectrum of pure Ti
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Figure B-2 TOF-PAES energy spectrum of TiO2 on glass substrate.
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Figure B-3 TOF-PAES channel spectra of MgO (100) (a) without UV (b) under
UV irradiation.
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Figure B-4 TOF-PAES energy spectra of MgO (100) (a) without UV (b) under
UV irradiation.
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Figure B-5 TOF-PAES energy spectrum of TiO2/Ta.
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Figure B-6 TOF-PAES energy spectrum of TiO2/Ta under UV irradiation.
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Figure B-7 TOF-PAES energy spectrum of Ni on TiO2/Ta under UV irradiation.

50 100 150 200 250 300 350 400 450 500 550 600
0.0000

0.0005

0.0010

0.0015

0.0020

0.0025

In
te

ns
ity

(c
ou

nt
s/

se
c)

Kinetic energy (eV)

Figure B-8 TOF-PAES energy spectrum of Pt on TiO2/Ta under UV irradiation.
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Figure B-9 TOF-PAES energy spectrum of pure Ta.
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Figure B-10 TOF-PAES energy spectrum of pure Pt.
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