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ABSTRACT 

 

INVESTIGATION OF MINIMUM RESPONSE 

FOR DAMAGE ASSESSMENT 

 

Publication No. ______ 
 

Jeffrey Paul Kirk, M.S.M.E. 
 

The University of Texas at Arlington, 2005 
 

Supervising Professor:  Dr. Bo P. Wang  

Assessment of structural damage based on changes in vibratory response 

characteristics has been researched for many years, with much attention directed toward 

the use of modal parameters.  Modal responses contribute to form points of local 

minima in the frequency response of a system.  The frequency and amplitude values 

corresponding to these points of minimum response can be analytically determined, 

experimentally measured, and shown to exhibit sensitivity to damage.  This work was 

performed to investigate the possible contribution that explicitly targeted minimum 

response information could provide in a damage detection process.  A simple 6-DOF 
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discrete spring-mass system was used to conduct preliminary evaluation of various 

frequency-based techniques adapted for minimum response.  The study was extended to 

the analysis of simulated transverse crack damage in a cantilever beam, followed by 

experimental evaluation.  Relevant conclusions are given, and areas for future work are 

defined.  
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CHAPTER 1 

INTRODUCTION 

 

This chapter is divided into three sections.  In the first section (1.1), a brief 

overview of the some of the background pertaining to the subject of damage detection is 

presented, to bring to mind the broad level motivation behind this thesis research.  The 

second section (1.2) describes the specific motivation behind the selection of minimum 

response information for use in a damage detection process.  Finally, in the third section 

(1.3), a description of the approach used for this research, as well as the organization of 

the remaining chapters of this thesis, are provided. 

 

1.1 Background

In general, the integrity of all structures tends to degrade over time as a result of 

exposure to operational and environmental conditions.  Repeated loadings provide 

potential for the generation and propagation of cracks.  When composite materials are 

involved, these loadings may produce debonds and delaminations within the material.  

In addition, fasteners tend to loosen over time.  Corrosion also acts to reduce the 

integrity of structure.  All of these conditions, among others, are considered to be forms 

of damage.  Any change in the state of a structural system, that adversely affects the 

current or future performance of the system, can be considered as damage. 
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A properly designed structural component is expected to function within all 

expected operational and environmental conditions over some specified service life.  

However, the occurrence of extreme, or unexpected, loading conditions could 

significantly reduce the life of the component, possibly leading to a complete 

catastrophic failure of the system.  In addition, it is not uncommon for a system to 

remain in service well beyond its intended service life.  Consider that the B-52 

Stratofortress aircraft has been in service by the U.S. Air Force for over 40 years and is 

expected to remain in service beyond the year 2040.  Likewise, the Federal Aviation 

Agency has an ongoing research program that is focused on the study of age-related 

problems for aging aircraft in the commercial fleet [24]. 

Clearly, the human safety factor associated with the structural reliability of 

aircraft, bridges, buildings, and other major structure, is of utmost importance.  

However, there are also cost issues that drive the need for the development of tools for 

assessment of structural health.  Production facilities incur significant costs upon the 

breakdown of manufacturing equipment.  Even planned periods of downtime for routine 

maintenance of equipment impose losses in production and profits.  An effective 

monitoring system provides a means to extend the operation of equipment between 

maintenance cycles, and reduce the occurrence of unnecessary and expensive 

maintenance tasks. 

Several related technologies have emerged over the years, to provide means for 

evaluation/assessment of system health.  Some of these include [11]:  (1) Non-

Destructive Evaluation (NDE); (2) Structural Monitoring; (3) Structural Health 
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Monitoring (SHM); (4) Condition Monitoring; and (5) Health and Usage Monitoring 

Systems (HUMS).  Non-Destructive Evaluation (NDE) techniques, which have been 

around for a long time, are primarily used for off-line (i.e. while out of service) 

inspection of components.  The SHM process, however, is geared toward on-line 

assessment of system health.  Currently, this technology is still in a stage of infancy.  

For that reason, there few fielded monitoring systems.  Condition monitoring, 

essentially SHM for rotating machinery, is probably the technology that has seen the 

most advancement and implementation.  Similarly, HUMS has emerged to address the 

structural health concerns for rotor aircraft. 

A variety of methods have been developed to provide a means for the 

assessment of damage in structure based on information obtained from various input 

and output measurements.  Some of these are based on direct visual identification of 

damage, such as through use of x-ray diffraction, dye penetrants, paints, and ultrasonics.  

There are various types of methods based on stress wave measurements that utilize 

acoustic, ultrasonic, or lamb wave inputs.  Measurement of acoustic emissions can be 

used to detect the presence of cracks, or delaminations in composites.  However, most 

of these methods are more suited for performance of non-destructive evaluations. 

For SHM applications, much research has been conducted toward the 

development of vibration-based methods.  These methods are attractive for SHM 

applications because vibration response can be acquired in real-time through any one or 

combination of a wide array of available sensors.  The use of vibration response for 

damage assessment is the interest of this research. 
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1.2 Motivation for Use of Minimum Response

A vast amount of research has been conducted toward development of 

vibration-based methods for structural damage assessment.  All of these methods are 

based on the idea that the response of a structure will be altered in some way by the 

presence of damage.  The vibratory response of a linear structure can be represented as 

a linear combination of all of the natural modes of vibration of that structure.  Each 

mode is characterized by a natural frequency, a mode shape that defines the spatial 

variation of the deflection pattern that occurs at the natural frequency, and an associated 

damping factor.  Dependent on the amount of damping present, response amplification 

occurs at excitation frequencies near the resonant frequency.  Thus, modal responses are 

generally easily produced and observed.  The mode shapes and natural frequencies are 

system properties, dependent on the material mass and stiffness distributions within the 

structure.  So, any changes to mass or stiffness, as a result of damage, will produce 

some change in the modal characteristics.  For all of these reasons, many methods have 

been developed to take observed changes in the modal properties of a damaged 

structure, and attempt to infer from these changes, a description of the damage that has 

occurred. 

It is not necessary to view changes in the modal properties by direct means 

alone.  There are other characteristics, in the frequency response of a structure, that are 

dependent on the natural modes and which have been studied by researchers for 

potential damage assessment applications.  For example, while resonant frequencies 

exhibit response amplification, there are other frequencies, termed anti-resonances,
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which exhibit zero response regardless of the force level.  The special characteristics 

associated with anti-resonant frequencies have captured the interest of many researchers 

looking to develop tools for model updating and damage assessment applications [10].  

Along with anti-resonant frequencies, there are also frequencies for which the response 

for a given excitation will exhibit minimal amplification.  These responses, referred to 

herein as local response minima or minimum response points seem to have held not 

much more than theoretical interest with respect to modal analysis [15].  In an 

exhaustive literature search, no direct application of minimum response for damage 

assessment was found.   

In an advanced structural dynamics course, a very interesting matrix 

formulation was presented for calculation of minimum response frequencies [27], given 

the finite matrix approximations of the mass and stiffness distributions.  From this 

formulation, sensitivities of these points to changes in mass and stiffness can also be 

quantified.  Immediately, this presents potential for a damage assessment process. 

The specific application for a damage assessment process based on minimum 

response has not yet been identified.  However, consider structural systems that are 

inherently subjected to discrete frequency inputs (e.g. rotating machinery, rotor aircraft, 

etc.).  For these systems, it is a natural tendency for the design process to build 

separation between the resonant frequencies and the discrete forcing frequencies.  

Optimally, the forcing frequencies will exist in the relatively stable response regions 

near minimum response points.  Thus, there is potential that these forced responses 
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observed in operating vibration data could be used, based on knowledge of minimum 

response, to detect structural changes caused by damage. 

The goal here is not to define the application, but to determine whether or not 

the potential is real, and if so, draw others to examine. 

 

1.3 Description of Research Approach

The primary purpose of this research is to provide an introductory evaluation of 

the potential use for minimum response point information in the context of damage 

assessment.  There are many aspects of damage assessment that must be considered for 

a practical application, and it is not feasible to address all of these at one time.  The 

intended scope of this research is discussed below.   

Probably the most important step in the creation of a successful SHM system is 

the selection of good features. Features are those quantities that are extracted from 

measured data, and supplied as input into the damage detection process.  The pertinent 

data will typically include some measure of dynamic response, but may also include 

measurements of environmental and operational conditions.  For example, in studies 

performed with modal data collected from the Z-24 bridge in Switzerland, it was 

necessary to quantify changes in the modal parameters due to temperature differentials 

across the bridge, so that damage-induced modal parameter changes could be 

effectively identified [25].  However, for the purpose of this introductory study, the 

effects of such external conditions were not considered. 
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The SHM process can be sub-divided into four levels:  (1) detection – “has 

damage occurred?”; (2) localization – “where is the damage?”; (3) assessment – “what 

type and how severe?”; and (4) prognosis – “how long can I continue to operate?”.    

The object of the detection (level 1) process is to search for changes in dynamic 

response, then compensate for the effects of noise and changing environmental and 

operational conditions, so that a reliable report of damage is attained, and excessive 

false positive reports are avoided.  This is inherently a statistical problem.  There is 

much on-going research devoted to development of new statistical approaches (extreme 

value statistics [29], pattern recognition, genetic algorithms, machine learning 

algorithms, etc.).  The interest in this work, however, was to study the physical 

connection between damage and minimum response, and evaluate the potential for the 

extraction of effective features. 

Therefore, the focus here is placed on localization (level 2) and assessment 

(level 3) of damage.  For all evaluations conducted throughout this work, it is assumed 

that damage is already known to exist, and the goal is to see if the process that uses 

minimum response information can correctly assess the damage.  As much as possible, 

parallel applications of modal response, for the same system/damage conditions, were 

performed to provide performance comparisons to aid in the evaluation of the minimum 

response based damage assessment results.   

In Chapter 2 a more detailed description of minimum response is presented.  The 

planned approach for this research was to first begin investigations through use of a 

one-dimensional discrete spring-mass system (Chapter 3).  A variety of fundamental 
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approaches, identified from the published literature, were explored.  The purpose was to 

establish the theoretical effectiveness with an idealized system, gain insight, and use the 

results to tailor an extension to beam structure.  Identification of minimum response 

information from frequency-domain response data is presented in Chapter 4.  In 

anticipation of experimental evaluation, analytical evaluations were performed for 

transverse crack damage in a cantilever beam (Chapter 5).  Additional insight was 

gathered, and experimental evaluations were performed (Chapter 6).  The conclusions 

derived from all of this work are discussed in Chapter 7, and recommendations for 

future work are given. 
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CHAPTER 2 

MINIMUM RESPONSE 

 

2.1 Definition of Minimum Response Point

Consider a linear structure that is subjected to sinusoidal excitation forces.  The 

structure will exhibit a steady-state response at the excitation frequency, and the point-

to-point variations in the amplitudes and directions of the response will reflect an 

operating deflection pattern.  The response level at any given location is dependent on 

the modal properties of the structure and the particular loading pattern.  When the 

excitation frequency coincides with a resonant frequency, then the operating deflection 

pattern reflects the specific pattern of the mode shape for that resonance, and response 

amplifications occur.  Likewise, excitation at frequencies away from resonant 

frequencies yields lower response amplitudes. 

Thus, somewhere in the frequency span between two separated resonant 

frequencies, there must be a frequency for which the response amplitude at a given 

location will drop to some minimum value, or disappear altogether.  Also, because the 

operating deflection pattern varies with excitation frequency, then a frequency that 

yields a minimal response at one location will likely not correspond to a minimal 

response at another location. 
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The Frequency Response Function (FRF) is a frequency domain function that 

describes the amplitude and phase relationship between a response (output) and force 

(input), as a function of excitation frequency.  Graphical representation of this function 

allows for visualization of the steady-state response characteristics of the structure at a 

specific location.  Resonant frequencies are easily recognized as peaks in the FRF.  

Similarly, those frequencies that exhibit minimal response level are easily recognized.  

An example FRF, with these special response points indicated, is given in Figure 2.1. 

 

Figure 2.1 Illustration of Minimum Response Points  

 

Among those frequencies that produce locally minimal response levels, there 

are some that theoretically yield no response at a given location.  These points represent 

peaks in an inverse FRF relationship, and for that reason are labeled as anti-resonant 

frequencies.  There is a clear distinction, however, between these anti-resonant 
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frequencies and those that are labeled herein as local response minima, or minimum 

response points, as indicated in Figure 2.1.  One primary distinction is that, unlike anti-

resonant response, in the vicinity of a local minimum response point, the response level 

is relatively stable to changes in frequency.  It is this characteristic of minimum 

response points that provided motivation for this research. 

One property that is shared between anti-resonant responses and local response 

minima is that the frequencies of both are non-global.  That is, each and every response 

location will exhibit a unique set of local minima and anti-resonant frequencies.  This is 

unlike the global nature of natural frequencies.  Resonant frequencies are system 

characteristics, and as such, are evident in varying degrees in the responses at all 

locations.  Measurement of response from one location may reveal all of the natural 

frequencies within the measured frequency range, but then other locations will 

contribute no new information.   This uniqueness offered by anti-resonant frequency 

information has been shown to provide localization of damage in symmetrical structures 

[10] that was not possible with resonant frequency data alone.  It is hoped that the same 

benefit can be derived from minimum response point frequencies. 

 

2.2 Mathematical Examination of Minimum Response Point

In general, minimum response information can be derived from any frequency-

domain response function.  However, for purpose of clarity, this discussion is confined 

to the previously mentioned Frequency Response Function (FRF) for single-point 

excitation.  There are many forms of the FRF.  The form that is seems to be most 



12

commonly used in analytical development is the receptance, or sometimes referred to as 

the compliance. The receptance defines the frequency response relationship between a 

displacement response and an applied force.  It is this form that was used throughout 

this research effort, and from which minimum response points were defined.  The 

mathematical representation, based on the principal of mode superposition, for the 

receptance (αij) between a response at coordinate i, and a force at coordinate j, of a

linear undamped multiple-degree-of-freedom (MDOF) system is given by equation 

(2.1) below [18].   

∑
= Ω−=Ω
m

r r

jrir
ij

1
22)( ω

φφα , for m modes.     (2.1)  

where,      φkn ≡ kth coordinate of the nth mass-normalized mode shape, 

 ωn ≡ nth resonant frequency. 

 

Now, computing the derivative of the Receptance with respect to (Ω2) yields, 

 ∑
= Ω−=Ω
m

r r

jrir

1
2222 )()( ω

φφα
d
d ij . (2.2) 

The frequencies (Ωm) that correspond to local response minima are found where the 

slope of the receptance is zero in the frequency domain.  That is, the minimum response 

frequencies correspond to the roots of the following equation, 

0)()()( 222222
2

22
222

1

11 =Ω−++Ω−+Ω− m

ji

m

ji

m

ji

m

mm

ω
φφ

ω
φφ

ω
φφ L . (2.3) 



13

However, it is not possible to perform a direct solution, and even a numerical solution 

seems unrealistic if a large number of modes are included in the process.   

An approximation for a minimum response frequency can be performed with 

the assumption that the response over the frequency span between two resonances is 

dominated by only those two modes.  Assume for the moment that the first two modes 

completely dominate the response over the frequency range, 21 ω<Ω<ω . Then, a 

minimum response point can be found at mΩ=Ω , if 

0)()( 222
2

22
222

1

11 =Ω−+Ω− m

ji

m

ji

ω
φφ

ω
φφ . (2.4)   

Since the denominator terms in equation (2.4) must be positive, then the equation can 

only be satisfied on the condition that 0))(( 2i21i1 <jj φφφφ . This could be used as a test 

condition in a search process.  If the condition is satisfied, then a solution could be 

determined for the minimum response frequency located between the two modes.  If the 

condition is not met, then the test condition could be applied to the next frequency span 

in the search process.  This is still an undesirable approach because this formulation 

does not allow a direct means for determination of the sensitivity of minimum response 

frequencies to changes in the physical parameters of the system.  An improved 

formulation for the determination of minimum response frequencies, that does provide 

an effective means for sensitivity analysis techniques, is presented in the following 

section. 

Before concluding this section, an additional comment will be made regarding 

the condition, 0))(( 2i21i1 <jj φφφφ , for the existence of a local minimum between two 
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dominant modes.  Suppose that the subject response location happens to be in very 

close proximity to a node line of the second mode, such that the first and third modes 

highly dominate the response for 31 ωω <Ω< . The implication is that the sensitivity of 

a minimum response point in this frequency range is likely to be very non-linearly 

sensitive to effects of damage.  A damage induced shift of the node lines of the second 

mode could significantly change the degree of participation of the mode in the response, 

and cause a jump of the minimum response point to another frequency.  This effect 

should be one of the considerations used in the selection of optimal response locations 

for a damage detection process.  

 

2.3  Matrix Formulation for Minimum Response

A matrix formulation [27] for the direct computation of minimum response 

point frequencies from finite element mass and stiffness distribution matrices is 

summarized here.  Given the finite element mass and stiffness matrices, M and K,

respectively, an eigenvalue problem can be defined for a particular response location 

and input force pattern, such that the frequencies of minimum response for that location 

will be contained in the corresponding eigenvalue set. 

The steady-state response amplitude at a point in a system due to a harmonic 

forcing function is denoted herein as Resp(Ω), where Ω denotes the excitation 

frequency.  As described in the previous section, minimum and maximum response 

points occur at frequencies, Ωm, where 0=Ωd(Resp)/d .
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The equation of motion for an undamped N-DOF discrete system under steady-

state harmonic excitation is given by, tie Ω=+ FKuuM && , where F is the input force 

amplitude vector [9].  For the steady-state response solution, tie Ω= Uu , where U is the 

response amplitude vector, the steady-state form of the equation of motion can be 

represented as, 

FUMK =Ω− )( 2 , (2.5)  

Differentiating both sides of equation (2.5) with respect to Ω2 yields, 

 FUMKMU ′=′Ω−+− )( 2 (2.6) 

 where, )( 2Ω=′ d
d UU , and )( 2Ω=′ d

d FF .

For an input force vector of constant peak amplitude, 0=′F , and equations (2.5) and 

(2.6) can be combined into a single matrix representation as, 

 



=





′



Ω−−

Ω−
0

0
2

2 F
U
U

MKM
MK (2.7) 

and which can be rearranged as follows, 

 



=





′








Ω−



− 00

00 2 F
U
U

M
M

KM
K . (2.8) 

 

It is desired to find the minimum response frequencies associated with the 

response at a particular location.  For the response of the ith DOF, iUResp = , or can be 

expressed as, CU=Resp , where [ ]NC CC K1= , with Cj = 1 for j = i, and Cj = 0 for 

j ≠ i. The goal is to find Ωm such that 0=′=′ UCpRes . Thus, the following expression 
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can be written, 

[ ] 0=






′U
UC0 . (2.9)  

If G ≡ null space of [0  C], then, 

 [0   C]Gq = 0     ⇒ GqU
U =






′ , (2.10) 

where q can be any arbitrary vector.  Equation (2.10) can be substituted into equation 

(2.8) to yield the following, 





=








Ω−



− 00

00 2 FGqM
M

KM
K . (2.11) 

Now, if equation (2.11) is pre-multiplied by a transformation matrix, TT, the right side 

becomes, TT[FT 0]T = ([FT 0]T)T. Note that if T is defined to be the null space of the 

matrix quantity [FT 0], then equation (2.11) can be transformed into an eigenvalue 

problem with the final form given below, 

0)( 2 =Ω− qBA (2.12) 

where,  GKM
KTA T






−= 0 , and, GM

MTB T





= 0

0

For mass and stiffness matrices of order NxN, there may be (2N-1) eigenvalues 

and (2N-1) eigenvectors, q, each of length (2N-1). The transformation matrices T and 

G, are based on the response and force pattern for which the minimum response points 

are desired.  The positive-real eigenvalues of equation (2.12) are the squared 
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frequencies (Ω2m) that correspond to points of minimum or maximum response for an 

undamped system.  The second derivative of the response (equation 2.15) at each 

frequency (Ωm) can be evaluated to determine whether or not the frequency corresponds 

to a point of minimum or maximum response.  That is, if Resp(Ωm) > 0 and Resp(Ωm)′′ 
> 0, or if Resp(Ωm) < 0 and Resp(Ωm)′′ < 0, then Ωm is a frequency at a point of 

minimum response amplitude. 

Computing the derivative of equation (2.6) with respect to Ω2 yields, 

FUMUMK ′′=′−′′Ω− 2)( 2 (2.13) 

and since F is independent of frequency, then U′′ at Ω = Ωm can be found by, 

UMMKU m ′Ω−=′′ -12 )(2 .                 (2.14) 

Consistent with the definition of Resp: Resp′′ = CU′′ (2.15) 
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CHAPTER 3 

PRELIMINARY EVALUATION WITH DISCRETE 
SPRING-MASS SYSTEM 

 

A simple one-dimensional discrete spring-mass system was used to conduct 

preliminary evaluations with several methods identified from published literature.  With 

this dynamic system, damage could be represented unambiguously to allow for clear 

interpretation of performance results.  The 6-DOF system used for this system is 

described in the following section (3.1). 

 

3.1 6-DOF System Description

The 6-DOF undamped spring-mass system used for preliminary investigation of 

minimum response for damage detection is illustrated in Figure 3.1.  Evenly distributed 

mass and stiffness elements were used to represent a uniform, homogeneous type 

system.  With this model, the use of proportional damage for sensitivity analysis 

techniques, perturbation theory methods, etc, exactly corresponded to simulated damage 

conditions.  Thus, the results obtained from all of the methods that were included in this 

analytical study were not confounded by misrepresentation of damage.  

The matrix formulation for computation of minimum response parameters does 

not include damping effects.  Consequently, damping was not included in this analysis.  

However, damping should be a consideration in future work. 
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m1 = m2 = m3 = m4 = m5 = m6 = 1

k1 = k2 = k3 = k4 = k5 = k6 = 100 

Modal Parameters     

ω1 = 2.41 rad/s ω2 = 7.09 rad/s ω3 = 11.36 rad/s 
ω4 = 14.97 rad/s ω5 = 17.71 rad/s ω6 = 19.42 rad/s 
φ1 φ2 φ3 φ4 φ5 φ6

0.1327 0.3678 -0.5187 0.5507 0.4565 -0.2578
0.2578 0.5507 -0.3678 -0.1327 -0.5187 0.4565
0.3678 0.4565 0.2578 -0.5187 0.1327 -0.5507
0.4565 0.1327 0.5507 0.2578 0.3678 0.5187
0.5187 -0.2578 0.1327 0.4565 -0.5507 -0.3678
0.5507 -0.5187 -0.4565 -0.3678 0.2578 0.1327

Figure 3.1 System Information for 6-DOF Discrete Model 

 

.

m1 m2 m3 m4 m5 m6

k3k2 k4 k6k5k1

u1 u2 u3 u4 u5 u6
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3.2 Cawley-Adams Criterion Method

One of the primary interests in this research concerned the question of whether 

or not minimum response point frequency changes caused by damage could be used to 

assess the location and severity of the damage.  The Cawley-Adams Criterion method 

represented an ideal starting point since it was based on the use of frequency 

information only.  The fundamental concept of the Cawley-Adams Criterion [5] is that 

the ratio of frequency change between two modes of vibration, as a result of damage, is 

only a function of the damage location.  This method is intended to provide for 

localization of damage only, based on a comparison between theoretical and measured 

frequency changes.   

The general approach is to determine the theoretical resonant frequency changes 

for a set of possible damage conditions, then compare the ratios of the frequency 

changes of selected mode pairs to corresponding measured ratios.  In theory, at least 

two mode pairs are needed to identify the damage location uniquely or at least reduce 

the number of possible damage locations to the minimum number dictated by 

symmetry.  However, due to inaccuracy in the theoretical simulation of damage, and 

presence of error in measured results, the inclusion of additional mode pairs is needed 

to provide for averaging of results.  An error function was defined to provide 

comparison of theoretical to experimental frequency-change ratios.  The mathematical 

approach is summarized in the following section. 
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3.2.1 Mathematical Approach for C-A Criterion  

A matching error function, es(p,q), is defined for computation of the error 

between the measured frequency-change ratios of modes p and q, to the theoretical 

ratios corresponding to damage at site s. The error function is defined as follows, 

1(s)(s)q)(p,e p
s −ΩΩ=

qp

q

δωδω
δδ

/
/ , if 

q

pp

Ω
Ω≤ δ
δ

δω
δω

(s)
(s)

q

1(s)(s)q)(p,e p
s −ΩΩ=

qp

q

δδ
δωδω

/
/ , if 

q

pp

Ω
Ω≥ δ
δ

δω
δω

(s)
(s)

q
(3.1) 

where,    δΩ ≡ measured frequency change, 

 δω(s)  ≡ theoretical frequency change due to damage at site s.

Then, a total matching error, se , is obtained by summation of the error for all mode 

pairs, 

∑∑
= =

=
1-m

1p

1-m

1q
ss q)(p,ee , for m mode pairs     (3.2)  

The location that corresponds to the minimum error value is the indicated damage 

location.  The interpretation can be improved by normalization of the total error such 

that the normalized error, Es, assumes a value of 1 for the indicated damage location, as 

follows, 

s

mins
s e

)(eE = . (3.3) 
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3.2.2 Adjustment of Approach for Minimum Response Frequency 

This approach was easily adapted to use minimum response frequency 

information.  Rather than mode pairs, minimum response point frequency pairs were 

identified for each response location that was included in the damage localization 

process.  Considering the non-global nature of response minima, there was no 

theoretical basis for pairing of minimum response frequencies from different response 

locations.  Thus, sets of frequency pairs were identified, one set for each response 

location included in the analysis.  Those response locations that exhibited less than two 

minimum response frequencies were left out of the damage identification process. 

The matching error function, es , given by equation (3.1) was slightly redefined 

as, (es)r = es(pr,qr), where p and q refer to response minima points obtained from 

response location r. A total matching error, similar to equation (3.2), was redefined as,  

∑∑∑
= = =

=
N

r

m

p

m

q

r

r

r

r1 1 1
rrss )q,(pee , (3.4) 

for N response locations, and mr frequency pairs from location r.

3.2.3 Analysis and Results 

The goal of this analysis was to obtain a base level evaluation of the 

effectiveness of minimum response information in a damage detection process, with 

comparison to similar results based on the original definition of the criterion (i.e. with 

resonant frequency).  Numerous damage scenarios were created to include cases of both 

single-element and multiple-element damage conditions.  The impact of truncated 
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frequency information was explored for some of these damage conditions.  Finally, 

simulated measurement noise was introduced to evaluate the relative susceptibility of 

the process between the two subject frequency parameters.   

Damage to the spring-mass system was simply represented as percentage 

reductions of stiffness in selected spring elements.  Changes in resonant frequencies 

were calculated and treated as measured data.  Minimum response point frequencies 

were also calculated for steady-state force arbitrarily applied at coordinate #1, and 

treated as measured data.  The damage identification process was carried out as defined 

by equations (3.1) through (3.4), first with resonant frequencies only, then with 

minimum response frequencies only.  A perturbation method was used to determine the 

theoretical sensitivity of these frequencies to damage at each element.  The 

perturbations were arbitrarily defined as 10% stiffness reductions. 

The numerical results provided in Tables 3.1 and 3.2 are encouraging in that the 

minimum response point frequency information was just as effective as resonant 

frequency for identification of damage locations.  It is interesting to note that for the 

case of 20% stiffness reduction on elements #2 and #4, the use of only two resonant 

frequencies resulted in the misidentification of element #1 as the damaged element, 

while the corresponding use of only two minimum response point frequencies properly 

gave the strongest indications to elements #4 and #2, respectively.  This result is 

consistent with the idea that each minimum response point contains information from 

all modes.  Thus, even when only a few frequencies are used, in some degree all modes 
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are still included.  On the contrary, the direct use of modal data will only provide the 

information of those modes explicitly included in the process. 

 

Table 3.1 C-A Criterion Based on Resonant Frequency 
Normalized Total Matching Error, Es

E1 E2 E3 E4 E5 E6 Damage Condition 
.012 1.000 .011 .012 .009 .006 -20% on k2 ; Use all 6 freqs 
.002 1.000 .002 .001 0 0 -20% on k2 ; Use first 2 freqs 

.038 1.000 .039 .057 .034 .025 -20% on k2 ; -5% on k4 ; Use all 6 freqs 

.077 1.000 .080 .149 .075 .058 -20% on k2 ; -10% on k4 ; Use all 6 freqs 

.120 1.000 .122 .284 .119 .096 -20% on k2 ; -15% on k4 ; Use all 6 freqs 

.166 1.000 .163 .465 .164 .139 -20% on k2 ; -20% on k4 ; Use all 6 freqs 

.210 1.000 .210 .734 .212 .189 -15% on k2 ; -20% on k4 ; Use all 6 freqs 

.204 .711 .201 1.000 .200 .195 -10% on k2 ; -20% on k4 ; Use all 6 freqs 

.110 .243 .101 1.000 .093 .107  - 5% on k2 ; -20% on k4 ; Use all 6 freqs 

1.000 .105 .027 .183 .039 .021 -20% on k2 ; -20% on k4 ; Use first 2 freq
.017 .003 .001 1.000 .006 .003                      -20% on k4 ; Use first 2 freq 

Table 3.2 C-A Criterion Based on Minimum Response Point Frequency 
Normalized Total Matching Error, Es

E1 E2 E3 E4 E5 E6 Damage Condition 
.025 1.000 .075 .100 .074 .081 -20% on k2 ; Use all 5 freqs (U6)
.044 1.000 .006 .080 .053 .009 -20% on k2 ; Use first 2 freqs (U6)

.042 1.000 .158 .236 .147 .134 -20% on k2 ; -5% on k4 ; All 5 freqs (U6)

.074 1.000 .315 .536 .286 .232 -20% on k2 ; -10% on k4 ; All 5 freqs (U6)

.106 1.000 .477 .960 .439 .324 -20% on k2 ; -15% on k4 ; All 5 freqs (U6)

.093 .664 .420 1.000 .391 .275 -20% on k2 ; -20% on k4 ; All 5 freqs (U6)

.076 .467 .358 1.000 .324 .218 -15% on k2 ; -20% on k4 ; All 5 freqs (U6)

.056 .284 .270 1.000 .241 .157 -10% on k2 ; -20% on k4 ; All 5 freqs (U6)

.037 .141 .169 1.000 .148 .098  - 5% on k2 ; -20% on k4 ; All 5 freqs (U6)

.329 .535 .032 1.000 .443 .048 -20% on k2 ; -20% on k4 ; Use 2 freqs(U6)

.013 .009 .001 1.000 .022 .001                      -20% on k4 ; Use 2 freqs(U6)
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Another study was performed to compare the effect of frequency measurement 

error on damage localization with the Cawley-Adams criterion approach.  A Monte-

Carlo approach was used for which a Gaussian random error of constant variance was 

added to the frequency values prior to their input into the C-A equations.  The 

normalized matching error was computed for a large number of samples.  Results were 

obtained for two different single-element damage conditions.  Three different levels of 

frequency error were applied.  As expected, increased error in the measured frequency 

values resulted in higher incidence of misidentified damage locations.  The percentages 

of samples for which the damage was correctly located are given in Table 3.3.  

 

Table 3.3 Effect of Measurement Error on Damage Localization 
through the C-A Criterion Method 

Percentage of Measurements for which Damage was Correctly 
Identified 

Damage Case:  -20% on k4 Damage Case:  -20% on k2
Frequency 

Error 
Use Resonant 
Frequencies 

Use MRP 
Frequencies 

Use Resonant 
Frequencies 

Use MRP 
Frequencies 

σ = 0.02 94 % 98 % 89 % 100% 
σ = 0.05 58 % 77 % 57 % 73 % 
σ = 0.10 23 % 43 % 29 % 32 % 

The results in Table 3.3 are also encouraging as there is indication that this 

method tolerates more measurement error on minimum response frequency information 

than with resonant frequency data.  Of course, this benefit can only be realized if 

minimum response frequencies can be measured with similar accuracy as resonant 
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frequencies.  It is expected that the error associated with the measurement of minimum 

response frequencies will exceed that for resonant frequencies, as resonant frequencies 

exhibit higher response levels and are more sharply identifiable in the response 

spectrum.  The identification of minimum response point frequencies from measured 

response data is addressed in Chapter 4. 

 

3.3 Damage Location Assurance Criterion    

In another method found in the published literature, is defined an indicator 

function labeled as the Damage Location Assurance Criterion (DLAC) [28].  Since this 

indicator function is also based strictly on the use of frequency-change, then it was of 

interest here for evaluation of minimum response point frequency.   

 

3.3.1 Description of the DLAC Function 

The DLAC function is a coherence function similar in form to the Modal 

Assurance Criterion.  Measured resonant frequency values are collected into a 

parameter vector, from which a frequency-change vector is determined between the 

healthy and damaged states.  The essential idea is to find the frequency-change vector 

predicted from finite element analysis for a known damage condition that is most 

correlated with the measured vector.  Provided that the theoretical frequency-change 

vectors associated with damages not existent in the actual structure are sufficiently 

uncorrelated with the measured vector, then localization is possible. 
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The DLAC function is expressed as, 

}{}{}{}{
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ss ffff
ff

δδ⋅∆∆
δ∆

= , (3.5) 

where,    {∆f} ≡ measured frequency-change vector, 

 {δfs} ≡ theoretical frequency-change vector for damage at site s.

A value of zero for this function indicates no correlation of the measured frequency-

change to that predicted for the analytical damage pattern, and a value of 1 indicates 

exact correlation to that of the corresponding damage pattern.  The frequency-change 

vectors can be defined as absolute changes, or as percentage changes.  The use of 

absolute frequency change will inherently place additional weighting to the higher 

frequencies over the lower frequencies, as the higher frequencies are generally more 

sensitive to local damage.  Conversely, use of percentage change shifts the weighting to 

the lower frequencies.   Intuitively, it would seem that the use of absolute change would 

provide better performance.  However, it has been shown that in the presence of noise 

the recommended approach [28] is to use percentage frequency-change rather than 

absolute frequency-change.  Thus, percentage frequency change was used in the 

application of the DLAC function in this study. 

Minimum response point frequencies can also be collected into parameter 

vectors, and input into the DLAC function.  Several response locations, and perhaps 

responses from multiple force patterns, can be used to provide contributions into a 

single parameter vector.  Note that it may also be beneficial to compute a DLAC result 
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from frequencies obtained from each measurement location separately.  Conceivably, it 

may be possible to use this approach to identify optimal response locations.  That is, 

identify those locations that are most likely to provide reliable localization of damage.  

At the present time, computation of a separate DLAC function for each response 

location has not been studied, and is left for future work.  For this analysis, the 

minimum response frequencies from multiple locations were combined into a single 

parameter vector for localization of damage through the DLAC function. 

 

3.3.2 Analysis and Results 

 An approach very similar to that used in study with the Cawley-Adams 

Criterion method was used here.  Numerous single-element and multiple-element 

damage conditions were created through stiffness reductions of selected spring 

elements, and the corresponding resonant frequencies and minimum response point 

frequencies were computed, and treated as simulated test data.  Stiffness reduction 

(10%) perturbations were performed for each element to produce a corresponding 

theoretical frequency-change vector for damage to that element.  Results were obtained 

for the various damage cases, with DLAC values computed from resonant frequencies, 

and then from minimum response point frequencies. 

Single-location damage conditions were clearly identified in all cases with use 

of resonant frequency vectors, and with use of minimum response frequency vectors.  

The results obtained for multiple-element damage cases are provided in Tables 3.4 and 

3.5. 
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Table 3.4 DLAC Values Based on Resonant Frequency Change 
DLAC(j) Values 

j = 1 j = 2 j = 3 j = 4 j = 5 j = 6 Damage Condition 
.492 .994 .411 .464 .372 .428 -20% on k2 ; Use all 6 freqs 

.537 .970 .462 .620 .429 .475 -20% on k2 ; -5% on k4 ; Use all 6 freqs 

.562 .920 .484 .731 .460 .500 -20% on k2 ; -10% on k4 ; Use all 6 freqs 

.578 .866 .490 .806 .477 .513 -20% on k2 ; -15% on k4 ; Use all 6 freqs 

.590 .816 .487 .856 .485 .520 -20% on k2 ; -20% on k4 ; Use all 6 freqs 

.582 .762 .486 .890 .488 .520 -15% on k2 ; -20% on k4 ; Use all 6 freqs 

.571 .688 .474 .944 .480 .516 -10% on k2 ; -20% on k4 ; Use all 6 freqs 

.555 .593 .446 .980 .458 .508 - 5% on k2 ; -20% on k4 ; Use all 6 freqs 

.684 1.000 .382 .522 .189 .051 -20% on k2 ; Use first 3 freqs 

.913 .852 .385 .870 .554 .209 -20% on k2 ; -20% on k4 ; Use first 3 freq 

Table 3.5 DLAC Values Based on Minimum Response 
Point Frequency Change 

DLAC(j) Values 

j = 1 j = 2 j = 3 j = 4 j = 5 j = 6 Damage Condition 
.510 .995 .740 .785 .774 .812 -20% on k2 ; Use all 5 freqs (U6)
.740 .788 .891 .996 .880 .822 -20% on k4 ; Use all 5 freqs (U6)
.649 .919 .884 .963 .891 .836 -20% on k2 ; -20% on k4 ; All 5 freqs(U6)

.513 .996 .813 .844 .659 .774 -20% on k2 ; Use 8 freqs (U6 and U4)

.780 .821 .897 .996 .684 .784 -20% on k4 ; Use 8 freqs (U6 and U4)

.676 .929 .919 .977 .741 .799 -20% on k2 and k4 ; 8 freqs (U6 and U4)
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These frequency-change vectors do not possess properties of orthogonality, so 

there will be some cross-correlation between vectors even when the imposed damage is 

exactly identical to one of the model stiffness perturbations.  The frequency-change 

vectors defined from minimum response point frequencies exhibit higher cross-

correlation than those vectors formed from resonant frequencies.  Thus, the 

differentiation of damaged elements from undamaged elements is not very strong.  It 

was hoped that the ability to add additional local minima frequencies from another 

response location would help to reduce the degree of cross-correlation, but as shown in 

Table 3.5, that did not happen.  It is expected that a more complicated structural system, 

particularly for which the model of damage will be less representative, will present 

much more difficulty with localization of damage from DLAC results obtained through 

use of minimum response frequencies.   

 

3.4 Eigenvalue Sensitivity Formulation

The eigenvalue sensitivity formulation [12] provides an efficient means for the 

estimation of resonant frequency changes that result from changes in physical or 

geometrical parameters represented in a finite element model.  This is a commonly used 

formulation, with numerous applications. 

Typically, finite element analysis predictions of natural frequencies and mode 

shapes are not in complete agreement with measured data obtained from the actual 

structure.  It is generally assumed that the measured data are correct, and that there must 

be error in the finite element model stiffness and/or mass representations.  Given that 
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assumption, the engineer must adjust material and geometrical properties of the model, 

to improve the modal predictions, until results are in acceptable agreement with the 

measured data.   This is the model update problem.  The solution is non-unique, but 

knowledge of the sensitivities of the resonant frequencies to changes in model 

parameters helps guide the engineer to determine an optimal solution.  The eigenvalue 

sensitivity formulation provides a means to estimate these sensitivities directly from the 

elemental mass and stiffness matrices of the finite element model.  Once these 

sensitivities are known, the engineer can perform parametric studies without the need to 

resolve the eigenequation for every model parameter under consideration. 

The model update problem is mentioned here because it is very similar to the 

damage detection problem.  When a finite element model is available, a model update 

approach can be used to identify damage-induced changes in model parameters, which 

can then be related to a specific damage condition.  It is shown in Chapter 2 that 

minimum response point frequencies can be determined from the solution of an 

eigenequation.  Thus, the eigenvalue sensitivity formulation can also be extended to 

minimum response point frequencies, so that the frequency-sensitivities of these local 

minima points can be utilized in a damage detection process just as resonant frequency 

sensitivities have been used [1]. 

A brief mathematical review of the eigenvalue sensitivity formulation, for 

resonant frequency sensitivity, is provided in the following section.  Then in section 

3.4.2, a slightly modified formulation for determination of minimum response point 

frequency sensitivity is presented. 
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3.4.1 Mathematical Review – Resonant Frequency Sensitivity 

The equation of motion of an undamped N-DOF discrete system under a free 

vibration condition is given by, 0=+ KuuM && , where M and K represent the finite 

element mass and stiffness distributions, and u is the N-DOF time-domain response 

vector in the physical coordinates of the system.  Substitution of the homogeneous 

solution, tie ω= Uu , back into the equation of motion, results in the following 

relationship: MUKU 2ω= . The values of ω and U that satisfy this equation are the 

natural frequencies and mode shapes of the system.  The eigenvalue form of this 

equation is, 

rr }{}{ φλφ MK r= , (3.6) 

where,      λr ≡ eigenvalue of the rth mode, 

 {φ}r ≡ eigenvector, or mode shape, of the rth mode. 

The partial derivative of equation (3.6) with respect to some damage parameter, denoted 

as a, yields the following expression after some rearrangement, 
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If it can be assumed that the damage condition does not affect the mass matrix, such 

that 0=∂∂ a/M , and if the mode shapes are mass-normalized (i.e. 1}{}{ T =φφ M ), 

then equation (3.7) can be simplified [12] to, 
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Equation (3.8) gives the rate of change of the rth eigenvalue with respect to 

some selected damage parameter.  Similarly, the rate of change can be determined with 

respect to each of many parameters.  The total change of the rth eigenvalue as a result of 

changes in multiple parameters can be represented by the first order Taylor series 

approximation given as, 
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, for n parameters.  (3.9) 

The eigenvalue changes for m modes and n parameters can be combined into a single 

matrix expression given as, 
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The sensitivity matrix (D) can be calculated from the finite element model.  Then, for 

some measured frequency change caused by damage, the desire is to determine the 

corresponding change in the damage parameters that can be then used to identify the 

actual damage.  If the sensitivity matrix happens to be a square matrix and of full rank, 

then the corresponding inverse relationship is simply given by, 

 }{}{ 1 λ∆=∆ −Da . (3.12)   

Unfortunately, this is generally not the situation.  There is a limited amount of 

resonant frequency information that is available to be measured.  A typical finite 
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element model will have many elements, which means that many parameters are needed 

to differentiate the possible damage conditions.  Thus, it is generally the case that m < n.

In this case, D does not have a true inverse, and there is not a unique solution for }{ a∆ .

It may be possible to limit the number of damage parameters under evaluation based on 

advanced knowledge that damage is more likely to occur in specific locations.  In the 

situation that m > n, then there is more frequency information available than the number 

of damage parameters under evaluation, and the pseudo-inverse of D can be used to 

determine a least-squares solution for }{ a∆ .

Of course, damage that is not represented by the parameters included in the 

analysis will produce erroneous results.  Also, the first order approximations that are 

used to formulate the sensitivity matrix may be sufficient for small damage, but 

introduce significant error for larger damages.  While the use of minimum response 

point eigenvalue sensitivities would still be subject to the same first order 

approximation errors, etc, it was thought that perhaps the minimum response point 

frequency information could provide a means to reduce the rank deficiency problems 

described above.  Thus, a sensitivity formulation for the eigenvalues of local response 

minima was examined.  The mathematical approach is provided in the following sub-

section.   
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3.4.2 Formulation for Response Minima 

Recall the eigenvalue equation (2.12) that was derived in Chapter 2 for local 

minimum response points, and rearranged in similar form to equation (3.6) as, 

mm {q} {q} BA mλ= , for the mth minimum response point.             (3.13) 

The partial derivative of equation (3.13) with respect to some damage parameter, 

denoted as a, after some rearrangement yields the following expression, 

mmm
mm
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
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∂− aaaa λλλ )( . (3.14) 

Consider also, the corresponding adjoint eigenvalue equation for the non-symmetric 

matrices A and B, which is expressed as, 

(AT - λmBT)pm = 0 , (3.15) 

where, pm ≡ mth eigenvector of the adjoint problem. 

If equation (3.14) is transposed, and post-multiplied by pm , then the following result is 

obtained, 
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From equation (3.15), the first term of equation (3.16) is eliminated, and after 

rearrangement, the eigenvalue sensitivity can be expressed as, 
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If it can be assumed that the damage condition does not affect the mass matrix, 

such that 00 =∂∂⇒=∂∂ a/a/ BM , and if the mode shapes are normalized such 

that 1=m
TT

m pBq , then equation (3.17) can be simplified to, 
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Generalized forms of the eigenvectors qm and pm can be defined by ψψψψ and ββββ as follows, 

ψψψψ = G qm , and  ββββ = T pm . (3.19)  

The generalized eigenvectors are then partitioned to facilitate expansion of equation 

(3.18) into a form that closely resembles the resonant frequency eigenvalue sensitivity 

expression given by equation (3.8).  The minimum response eigenvalue sensitivity can 

be represented as, 
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T
u ll βψβψλ

aaa ∂
∂+∂
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∂ KKm , (3.20) 

where,    





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lψψψψ
ψψψψψψψψ u , and 
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



=

lββββ
ββββββββ u .

Equation (3.20) gives the rate of change of the mth eigenvalue with respect to 

some selected damage parameter.  Similarly, the rate of change can be determined with 

respect to each of many parameters.  The total change of the mth eigenvalue as a result 

of changes in multiple parameters can be represented by the first order approximation 

given as, 

n
n

mmm
m aaaaaa ∆∂

∂++∆∂
∂+∆∂

∂=∆ λλλλ L2
2

1
1

, for n parameters.           (3.21) 
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The eigenvalue changes for k local response minima points and n parameters can be 

combined into a single matrix expression given as, }{}{ a∆=∆ Dλ , from equation 

(3.10), except that now D is defined as, 

i
j

T
iiu

j

T
iuij }{}{}{}{][D ll βψβψ aa ∂

∂+∂
∂== KKD , (3.22) 

for local minima point i = 1 … k, and n parameters j = 1 … n .

3.4.3 Analysis with Inverse Sensitivity Approach 

The global stiffness matrix of a complete system is a summation of all elemental 

stiffness contributions.  Thus, a simple, though unsophisticated, method to obtain a 

parameterized form for the stiffness of the damaged system is as follows, 

∑
=

=
n

j
jdamaged KK

1
ja , for n elements,               (3.23)  

where,        aj ≡ damage parameter for element j (0 < aj < 1), and 

 Kj ≡ Element stiffness matrix in the global coordinates. 

Here the damage is represented as a proportional stiffness reduction in all directions 

within the element.  This representation is referred to herein as proportional damage.

This representation is exact for the one-dimensional spring-mass system described in 

Section 3.1.  For finite element models of physical structures, this representation is far 

from exact and will introduce difficulties when used in a damage detection process.  

At this point, it was desired to use the 6-DOF spring-mass system to determine 

the effectiveness of minimum response point information in a damage detection process 
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based on the sensitivity relations presented in the preceding sections.  A comparative 

analysis was also performed through use of the resonant frequency sensitivity relations. 

Since the system is comprised of six spring elements, then in theory, a total of 

six frequencies must be used to obtain a determinant set of equations.  There are only 

six resonant frequencies.  However, there are as many as fifteen (15) minimum response 

frequencies available if all possible response locations and local minima points are 

included.  The approach was to first verify the ability to use resonant frequency 

information to identify location and magnitude of damage, and then demonstrate the 

capabilities that frequencies from response minima could provide, with the thought in 

mind that with actual structure only the lower frequencies will generally be predicted 

and measured accurately. 

The results obtained for two different damage conditions are presented here.  

The frequencies of the damaged system were determined, and then treated as measured 

data.  For each imposed damage condition, various combinations of the available 

frequency components were utilized in the damage detection scheme.  A minimal norm 

solution for equation (3.12) was sought to obtain {∆a} for each applied frequency set.  

At this time, the analysis did not include effects of measurement noise.  

The first damage condition is defined as a 20% stiffness reduction of k2, and a 

10% stiffness reduction of k4 (i.e. a2 = -0.20, and a4 = -0.10).  The computed values of 

{∆a}, based on resonant frequency sensitivity, for this damage condition are presented 

in Table 3.6.  Similarly, the corresponding results based on minimum response 
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frequency, for various frequency sets assembled from one or more response locations, 

are presented in Table 3.7. 

When all six resonant frequencies are included in the analysis, a very good 

identification of the damage is obtained.  The computed damage factors do not exactly 

match the actual applied factors because the sensitivity formulation uses only a first 

order approximation of the non-linear relationship between frequency and damage 

parameter.  As expected, as the quantity of frequency data is reduced, the predicted 

damage coefficients begin to deviate further from the exact values.  When fewer that 

four frequencies were used, significant differences were observed. 

 

Table 3.6 Damage Factors (∆a) Determined for Damage Condition #1 
Based on Resonant Frequency Sensitivity 

Tabulation of Predicted ai
(Actual Damage:  a2 = -0.20 and a4 = -0.10) 

 

a1 a2 a3 a4 a5 a6 Resonant Frequencies Included: 
-.04 -.21 .02 -.11 .03 -.01 All 6 frequencies 
-.04 -.21 .03 -.10 .03 -.02      First 5 frequencies 
-.06 -.18 .03 -.12 .05 -.01 First 4 frequencies 
-.10 -.14 -.01 -.06 -.00 .07      First 3 frequencies 
-.09 -.10 -.08 -.03 .00 .01 First 2 frequencies 
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Table 3.7 Damage Factors (∆a) Determined for Damage Condition #1 
Based on Minimum Response Frequency Sensitivity 

Tabulation of Predicted ai
(Actual Damage:  a2 = -0.20 and a4 = -0.10) 

 

a1 a2 a3 a4 a5 a6 Local Minima Points Included: 
-.00 -.17 .05 -.12 -.01 -.05 U6: All 5 frequencies 
-.01 -.17 .06 -.12 -.01 -.05      U6: First 4 frequencies 
-.02 -.15 .06 -.14 .01 -.05 U6: First 3 frequencies 
-.07 -.05 .03 -.06 -.07 .01      U6: First 2 frequencies 
-.02 -.12 .01 -.04 -.08 -.08 U5: All 4 frequencies 
-.01 -.12 .01 -.05 -.09 -.07      U5: First 3 frequencies 
-.06 -.03 -.05 -.05 -.05 -.02 U5: First 2 frequencies 
.00 -.13 -.06 -.10 .03 -.06 U4: All 3 frequencies 
.00 -.13 -.06 -.10 .03 -.06 U4: First 2 frequencies 
-.00 -.16 -.04 -.02 .03 -.02 U3: All 2 frequencies 
-.11 -.08 .06 -.07 -.01 -.02 U3 ... U6: 5 frequencies (< ω3)
-.02 -.20 .01 -.10 -.00 -.02 U3 ... U6: 8 frequencies (< ω4)
-.10 -.07 .06 -.09 -.01 -.02 U4 ... U6: 4 frequencies (< ω3)
-.12 -.35 .04 .09 .02 -.03 U4 ... U6: 7 frequencies (< ω4)
-.03 -.17 .01 -.15 .03 -.01 U5 and U6: 5 frequencies (< ω4)
.01 -.18 .00 -.15 .00 -.01 U5 and U6: 7 frequencies (< ω5)
-.02 -.16 .05 -.14 .01 -.04 U4 and U6: 5 frequencies (< ω4)
-.06 -.20 .05 -.08 .03 -.04 U4 and U6: 6 frequencies (< ω5)

In the results presented in Table 3.7, there is indication that minimum response 

information can provide benefit to a damage detection process.  As expected, when the 

frequency information from a particular response location is truncated, then the ability 

to properly identify the damage is diminished.  The results given in the lower half of 
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Table 3.7, though, indicate that the combination of truncated frequency data from 

multiple locations can boost the accuracy in the damage prediction.  One qualification, 

however, is that a truncated frequency set from some locations will not provide a 

positive contribution to the identification process.  This is evident in Table 3.7 by those 

entries that include data from the DOF #5 response (U5).  At least for the particular 

damage condition tested, there is a strong trend indicated in the results that the 

frequency data from DOF #5 is actually detrimental to the detection process.  The 

frequency data from this response point, when used alone, fails to provide a proper 

identification of the damage, and in general, seems to introduce inefficiency when 

combined with frequencies from other responses. 

A second damage condition was generated for additional supporting results.  

This condition (Damage Condition #2) is defined as a 20% stiffness reduction of k1, and 

a 10% stiffness reduction of k4 (i.e. a1 = -0.20, and a4 = -0.10).  As was done for the 

previous condition, results were first obtained by application of resonant frequency 

data.  Then, the detection process was performed for various combinations of minimum 

response frequency data.  For reference, the results are provided in Tables 3.8 and 3.9, 

respectively.  Similar observations are gathered from these results. 
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Table 3.8 Damage Factors (∆a) Determined for Damage Condition #2 
Based on Resonant Frequency Sensitivity 

Tabulation of Predicted ai
(Actual Damage:  a1 = -0.20 and a4 = -0.10) 

 

a1 a2 a3 a4 a5 a6 Resonant Frequencies Included: 
-.24 -.00 .01 -.11 .00 .02 All 6 frequencies 
-.20 .00 -.02 -.15 -.01 .04      First 5 frequencies 
-.13 -.09 -.02 -.08 -.09 .01 First 4 frequencies 
-.13 -.09 -.01 -.09 -.08 .00      First 3 frequencies 
-.12 -.07 -.05 -.07 -.08 -.03 First 2 frequencies 
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Table 3.9 Damage Factors (∆a) Determined for Damage Condition #2 
Based on Minimum Response Frequency Sensitivity 

Tabulation of Predicted ai
(Actual Damage:  a1 = -0.20 and a4 = -0.10) 

 

a1 a2 a3 a4 a5 a6 Local Minima Points Included: 
-.20 .03 .05 -.13 -.03 -.02 U6: All 5 frequencies 
-.19 .04 .03 -.15 -.04 -.01      U6: First 4 frequencies 
-.12 -.05 .01 -.08 -.12 -.00 U6: First 3 frequencies 
-.11 -.06 .02 -.09 -.11 -.01      U6: First 2 frequencies 
-.22 .01 -.02 -.04 -.06 .00 U5: All 4 frequencies 
-.14 .02 -.06 -.08 -.09 .04      U5: First 3 frequencies 
-.11 -.04 -.02 -.08 -.11 .01 U5: First 2 frequencies 
-.24 .05 -.03 -.07 -.01 -.05 U4: All 3 frequencies 
-.20 .03 -.06 -.06 -.09 -.04 U4: First 2 frequencies 
-.09 .01 -.08 -.00 -.05 -.03 U3: All 2 frequencies 
-.20 -.10 .00 -.13 .03 .00 U3 ... U6: 5 frequencies (< ω3)
-.24 .05 .02 -.12 .01 -.01 U3 ... U6: 8 frequencies (< ω4)
-.18 -.08 .01 -.15 .03 -.00 U4 ... U6: 4 frequencies (< ω3)
-.41 -.20 .07 .19 .05 -.02 U4 ... U6: 7 frequencies (< ω4)
-.20 -.14 .02 .03 -.07 -.00 U5 and U6: 5 frequencies (< ω4)
-.24 -.00 .02 -.10 .01 .00 U5 and U6: 7 frequencies (< ω5)
-.27 .05 .07 -.12 .03 -.03 U4 and U6: 5 frequencies (< ω4)
-.34 -.05 .08 .01 .05 -.04 U4 and U6: 6 frequencies (< ω5)
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3.5 Minimization of Residual Force

There are a number of approaches found in the literature that are based directly 

on the force balance relationship expressed in the generalized eigenvalue equation 

[2][13].  The eigenvalue equation, φλφ MK = , represents a force balance between the 

elastic deformation forces on the left side, and the inertial forces expressed on the right 

side.  A similar equation exists for the damaged structure.  The mass and stiffness 

matrices are analytically derived.  The natural frequencies and mode shapes that satisfy 

the above equation may be measured or analytically derived quantities.  In either case, a 

stiffness change caused by damage will create an imbalance that must be countered by a 

corresponding change in the frequencies and mode shapes, to return balance to the 

system of equations.  The imbalance, or difference between the left and right sides of 

this generalized motion equation, is defined herein as the residual force.  Additionally, 

any measurement errors or analytical approximations of the modal parameters will 

result in residual force errors that must be considered. 

Damage is indicated by observed changes in the frequencies and mode shapes.  

An optimization problem can be defined to determine the necessary changes in the 

analytical stiffness and mass matrices that are necessary to minimize the residual force 

components.  There are a variety of ways that the optimization problem can be 

formulated.  The problem is inherently indeterminant as there are fewer equations than 

unknowns present.  However, additional constraints can be applied in the iterative 

process to achieve some optimal solution. 
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Since similar eigenequation exists from which eigenvalues and eigenvectors 

can be analytically determined for points of local response minima, then a residual error 

approach may also be extended to minimum response.  That is the interest here.  A 

mathematical description of the residual force based on the generalized equations of 

motion, and the formulation of the optimization problem that was utilized in this study 

are presented in the following section.  Then, in the subsequent section, the 

mathematical approach used for the extension of this approach to minimum response is 

given.  The final section will provide a summary of analysis results and observations. 

 

3.5.1 Formulation of Residual Force and Optimization Problem 

The eigenvalue equations for the healthy and damaged states of the structure are 

given below as, 

φλφ MK = , for healthy structure              (3.24) 

φλφ MK = , for damaged structure             (3.25) 

 φλφ )()( MMKK ∆+=∆+⇒ . (3.26) 

It is reasonable to assume that for most general situations, the damage condition 

produces no appreciable changes in the mass properties of the system, and it is assumed 

here that 0=∆M .

K and M are known quantities derived from a finite element model of the 

system.  The frequency changes that result from damage are relatively easy to measure.  

On the contrary, mode shapes are more difficult to measure with sufficient accuracy, 

considering that local damage produces only small changes.  In addition, an expansion 
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process is needed to transform the measured mode shapes into the full coordinate space 

of the finite element model.  The analytical mode shape of the healthy system can be 

used as an approximation for the corresponding mode shape of the damaged system.  

This results in an additional residual force term.  With an approximation for the mode 

shape of the damage system, the total residual force, Ri, can be defined from equation 

(3.26) as, 

 iii
~~ φφλ )()-( KMKR ∆+≡ , for the ith mode,             (3.27)  

where, ≡i
~φ approximation for the ith damaged mode shape, and 

 ≡iλ from ith measured frequency of damaged system. 

The goal of this approach is to find the stiffness change, ∆K, such that the 

residual force is minimized.  Since the damaged mode shapes are approximated, then 

some residual force will remain.  For this analysis, it is assumed that the analytical 

mode shapes of the healthy system are reasonable approximations for the damaged 

shapes.  The optimization process is further enhanced through update of the mode shape 

approximations based on intermediate values of ∆K. 

For the 6-DOF system of this study, it is proper to represent ∆K as a summation 

of all of the element stiffness contributions with an associated damage coefficient, α,

applied for each element such that, 

∑
=

=∆
p

j
jjKK

1
α , for j = 1…p elements, and              (3.28) 

 Kj ≡ Stiffness contribution of Element j. 
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A residual force vector can be computed for each of the measured resonant frequencies.  

The total force, summed over all coordinates of the model, can be represented by the 

square-magnitude of the residual force vector for the ith mode as follows, 

 
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Performing the matrix transposes and multiplications, yields the following, 
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iRR ≡ square-magnitude of total residual force over m modes.   (3.31) 

An optimization problem can be then defined, with the intention of finding an optimal 

stiffness change necessary to minimize the total residual force magnitude [2].  With the 

stiffness change represented as a function of a set of damage coefficients, the goal of the 

optimization procedure is to find the set of coefficients, {α}, that minimize the residual 

force magnitude, or minimize R2.

Analytical representations of the gradients of R2 with respect to the damage 

coefficients provide more accurate determinations of step size in the solution process.  

The partial derivative of equation (3.30) with respect to αj is given by, 
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for mode i, and damage coefficient of element j of n elements. 

Equation (3.32) can be further reduced to the following form, 

 n
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iR αααα ijn2ij21ij1ij
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aaab ++++=∂
∂

L (3.33) 
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Based on equation (3.31), the gradients for the objective function are given by, 

 ∑
= ∂
∂

=∂
∂ m

i j

i

j

R
1

2
2

αα
R , for m modes.               (3.34) 

Thus, ∑ ∑ ∑ ∑
= = = =

++++=∂
∂ m

i

m

i

m

i

m

i
n

j 1 1 1 1
ijn2ij21ij1ij

2
aaab αααα LR . (3.35) 

⇒ }]{aaa[b jnj2j1j
j

2
αα ˆˆˆˆR L+=∂

∂ , (3.36) 

 where, ∑ ∑
= =

==
m

1i 1i
ijkjkijj aa,and ,bb

m
ˆˆ .

The final optimization problem statement can be formulated as follows, 

Find αj to minimize ∑
=

=
m

i
iR

1

22R , for m modes,              (3.37) 

For, 2
iR ≡ by Equation (3.30) , 
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∂ R ≡ by Equation (3.36), 
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∆K ≡ by Equation (3.28), 
 φ~ ≡ by the following: φλφ ~~ MKK =∆+ )( .

Subject to the constraints: 1)  αj ≤ 0, 

 2)  ελλ <∆−∆ analysismeasured , where ε ≡ tolerance 

 

3.5.2 Formulation of Residual Error for Response Minima 

A residual error relationship was established from the response minima 

eigenvalue equation, just as was done in the previous section for residual force in the 

modal eigenvalue equation.   Once established, it was then possible to conduct 

comparative analyses on various generated damage conditions for evaluation of the 

performance of minimum response information in this type of damage detection 

process.  

Recall the response minima eiqenvalue equation that was presented in Chapter 

2:  0)( =− qBA λ , where the eigenvalues (λ) represent the squared frequency values at 

the points of local response minima.  For a damaged system, the eigenvalue equation 

can be expanded as follows, 

( ) 0)( =∆+−∆+ qBBAA λ ,

0)()( =∆−∆+−⇒ qBAqBA λλ . (3.38) 

where, qand λ are the eigenvalues and eigenvectors of the damage system.  

The matrix quantities ∆A and ∆B can be written in terms of the mass and stiffness 

matrices (see Chapter 2), as follows, 
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The assumption that local structural damage will not produce any appreciable 

changes to the mass properties of the system will be applied here just as was done in the 

previous section.  Thus, it is assumed that ∆M = 0.  It is not practical to obtain 

measurements of the eigenvectors from the damaged structure.  The approach taken 

here is to use approximations for the eigenvectors of the damaged system.  These 

approximated eigenvectors are denoted as q~ . These assumptions are combined with 

equations (3.38) and (3.39) to obtain an expression for the residual error given by, 
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∆+−= λ , (3.40) 

 for the ith minimum response point. 

Equation (3.40) is very similar to the residual force definition given by equation (3.27).  

The system matrices, A and B, are determined from the analytical model.  

Measurements of the minimum response frequencies from the damaged structure 

provide knowledge of the eigenvalues, λ . The eigenvectors of the healthy system will 

be used as the initial approximation for the damaged system eigenvectors.  

The proportional damage model, represented by equation (3.28), was used here 

to define the stiffness change, ∆K, in terms of the elemental stiffness contributions and 

associated scaling factors, {α}.  A residual error vector is computed for each  minimum 

response point included in the analysis, which may include points from multiple 

measurement locations.  The magnitude of the error vector represents a summation of 
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the error over all coordinates of the model.  At the risk of being too repetitive, the 

residual error for each mode is defined as follows, 

i
T
ii RRR =2 , for the ith point of minimum response            (3.41) 
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Some simplification of equation (3.42) can be made through the following definitions, 
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The vectors Vi and Pi for an N-DOF system are of length 2N, and may be partitioned 

into upper and lower components with each of length N. Equation (3.44) can then be 

expressed with these partitioned vector quantities as follows, 
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Also, the gradients of the square-magnitude residual error vectors with respect to the 

damage coefficients defined by equation (3.28) are computed as follows, 
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 for n elements, and where, 

 i
T
iiu

T
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T
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T
iuij }{V}{P}{V}{P}{P}{V}{P}{Vc llll jjjj KKKK +++= (3.47) 

 

Equation (3.46) can be further simplified into a matrix form, given by, 

 ,}{]dd[dc ijnij2ij1ij

2

αα L+=∂
∂

j

iR
(3.48) 

where, i
T
iiu

T
iuijk }){P(}{P}){P(}{Pd ll jkkjjkkj KKKKKKKK +++=

for the ith response point, the jth damage coefficient, over k = 1…n elements. 

 

Summing the contributions of residual error over all minimum response point 

frequencies yields a total squared-magnitude error that is given by, 
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The final optimization problem statement can be formulated in precisely the same 

manner as that given in the previous section based on residual force in the modal 

eigenvalue equation, and is given by, 

Find αj to minimize ∑
=

=
m

i
iR

1

22R , for m local minima points,           (3.50) 

for, 2
iR ≡ by Equation (3.45) , 

 
j

2

α∂
∂ R ≡ by Equation (3.49), 

 ∆K ≡ by Equation (3.28), 
 q~ ≡ by the following: qBqAA ~~)( λ=∆+ .

Subject to the constraints: 1)  αj ≤ 0, 

 2)  ελλ <∆−∆ analysismeasured , where ε ≡ tolerance. 

 

3.5.3 Optimization Based on Residual Error 

Numerous damage conditions were generated for the 6-DOF spring-mass 

system and optimization solutions were obtained through use of modal parameter data, 

then through use of minimum response point data.  The corresponding optimization 
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problems are defined by equations (3.37) and (3.50), respectively.  One of the necessary 

conditions for the stated optimization problems is the update of the eigenvector 

approximations in the iterative solution process.  This update was conducted by 

resolving the associated eigenvalue problem with an updated stiffness matrix.  For a 

general formulation, this is not a desirable approach, and that is acknowledged here.  

This would result in a computationally expensive process for large models.  However, 

the goal of this research is to first determine whether or not minimum response data 

could provide useful information to a damage detection process.  Thus, a brute force 

approach was used.   

The algorithm fmincon provided in the MATLAB Optimization Toolbox was 

utilized to perform the iterative solution steps.  This algorithm uses a Sequential 

Quadratic Programming method to provide for the constrained minimization of the 

supplied objective function.  The first-order gradients of the objective function were 

also supplied to the algorithm to improve convergence of the solutions. 

Solutions were obtained for all six possible cases of single-element damage, and 

two cases of multiple-element damage.  For each damage condition, multiple solutions 

were obtained to evaluate the damage detection process with varied degrees of data set 

truncation.  The frequency changes induced by the test damage condition were 

computed directly, and were treated as measured data.  No simulation of measurement 

noise was included for this part of the study.   

The results corresponding to the use of measured resonant frequency data are 

provided in Table 3.10.  For these tabulated results, the predicted damage coefficients 
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are shown in comparison to those that were used to produce the actual damage 

condition.  In the column on the far right side it is indicated which measured data 

components were included for the damage prediction.  The damage predictions that 

failed to meet acceptable agreement with the known actual condition are indicated in 

the shaded sections of Table 3.10. 

 
Table 3.10 Damage Identification by Minimization of Residual Force through 

Optimization with Resonant Frequency Input 
Predicted Damage 

αααα1 αααα2 αααα3 αααα4 αααα5 αααα6 Actual Damage 
Frequency Data 

Sets Tested 
-.20 0 0 0 0 0 α1 = -0.2 

0 -.20 0 0 0 0 α2 = -0.2 
0 0 -.20 0 0 0 α3 = -0.2 
0 0 0 -.20 0 0 α4 = -0.2 
0 0 0 0 -.20 0 α5 = -0.2 
0 0 0 0 0 -.20 α6 = -0.2 

1) All 6 Freqs 
 
2) First 5 Freqs 
 
3) First 4 Freqs 

-.10 -.08 -.03 -.06 -.05 0 αααα1 = -0.2 
0 -.20 0 0 0 0 α2 = -0.2 
0 0 -.20 0 0 0 α3 = -0.2 
0 0 0 -.20 0 0 α4 = -0.2 
0 0 0 0 -.20 0 α5 = -0.2 
0 0 0 0 0 -.20 α6 = -0.2 

First 3 Freqs 

-.10 -.07 -.05 -.05 -.05 -.02 αααα1 = -0.2 
-.02 -.12 -.11 0 0 0 αααα2 = -0.2 

0 0 -.20 0 0 0 α3 = -0.2 
-.06 -.01 -.00 -.05 -.07 -.03 αααα4 = -0.2 

0 0 0 -.01 -.17 -.09 αααα5 = -0.2 
0 0 0 0 0 -.20 α6 = -0.2 

First 2 Freqs 

0 -.20 0 -.20 0 0 α2 = -0.2 , and α4 = -0.2 All 6 Freqs 
0 -.20 0 -.20 0 0 α2 = -0.2 , and α4 = -0.2 First 5 Freqs 
0 -.20 0 -.20 0 0 α2 = -0.2 , and α4 = -0.2 First 4 Freqs 
0 -.20 0 -.20 0 0 α2 = -0.2 , and α4 = -0.2 First 3 Freqs 

-.12 -.10 -.08 -.06 -.04 -.01 αααα2 = -0.2 , and αααα4 = -0.2 First 2 Freqs 
0 0 -.20 0 0 -.20 α3 = -0.2 , and α6 = -0.2 First 3 Freqs 

-.07 -.06 -.05 -.03 -.02 -.01 αααα3 = -0.2 , and αααα6 = -0.2 First 2 Freqs 
Note:  Cases of incorrect damage assessment are indicated by shaded rows. 
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It was found that when three or more resonant frequency components were 

included, then the damage condition was precisely determined for all cases, with the 

exception of one single-element damage condition.  When only two frequency 

components were included, the solution process failed to properly identify the damage 

in all but one of the conditions tested. 

A similar set of results was obtained through the residual error formulation with 

minimum response point frequency.  These results are given in Table 3.11.  Frequency 

data from various response points were combined.  However, only one force input 

location, DOF #6, was considered. 

There are some very interesting observations from this set of results.  It can be 

seen that with the exception of one multiple-element damage condition, that the 

inclusion of four or more frequency points yielded a precise prediction of the damage.  

This compares with the approximate success rate achieved with the inclusion of three 

resonant frequencies, in Table 3.10.  Note also, that there were some single-element 

damage conditions that were successfully identified with only two minimum response 

point frequencies included in the process.  This compares to only a single successful 

damage prediction when only two resonant frequencies were included.  Most 

importantly, note that for data sets that included only the first one or two frequencies 

from multiple locations, the damage prediction success rate was very good.   This is 

encouraging because in a practical application, only the modes in a limited baseband 

frequency range can be analytically predicted, and measured, with sufficient accuracy.  
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Table 3.11 Damage Identification by Minimization of Residual Error through 
 Optimization with Minimum Response Frequency Input 

Predicted Damage 
αααα1 αααα2 αααα3 αααα4 αααα5 αααα6 Applied Damage 

Frequency Data Sets 
Tested 

-.20 0 0 0 0 0 α1 = -0.2 
0 -.20 0 0 0 0 α2 = -0.2 
0 0 -.20 0 0 0 α3 = -0.2 
0 0 0 -.20 0 0 α4 = -0.2 
0 0 0 0 -.20 0 α5 = -0.2 
0 0 0 0 0 -.20 α6 = -0.2 

U1 Response 
 1) All 5 MR Freqs 
 2) First 4 MR Freqs 
 
U2 and U4 :

1) 2 MR Freqs each 
 

-.06 0 0 -.04 -.14 0 αααα1 = -0.2 
0 -.20 0 0 0 0 α2 = -0.2 
0 0 -.20 0 0 0 α3 = -0.2 

-.00 -.17 -.01 -.02 -.06 0 αααα4 = -0.2 
0 0 0 0 -.20 0 α5 = -0.2 
0 0 0 0 0 -.20 α6 = -0.2 

U1 Response 
 

3) First 3 MR Freqs 

0 0 -.01 0 -.20 0 αααα1 = -0.2 
0 -.20 0 0 0 0 α2 = -0.2 
0 0 -.20 0 0 0 α3 = -0.2 

-.01 -.11 0 -.06 -.07 0 αααα4 = -0.2 
0 0 0 0 -.20 0 α5 = -0.2 
0 0 -.21 -.06 0 0 αααα6 = -0.2 

U1 Response 
 

4)  First 2 Freqs 

-.20 0 0 0 0 0 α1 = -0.2 
0 -.20 0 0 0 0 α2 = -0.2 
0 0 -.20 0 0 0 α3 = -0.2 

-.13 -.19 -.01 -.03 0 0 αααα4 = -0.2 
0 0 0 0 -.20 0 α5 = -0.2 

-.05 0 -.10 0 0 -.16 αααα6 = -0.2 

U3 Response 
 

1)  All 3 Freqs 
 

0 -.20 0 -.20 0 0 α2 = -0.2 , and α4 = -0.2 U1, All 5 Freqs 
0 -.20 0 -.20 0 0 α2 = -0.2 , and α4 = -0.2 U1, First 4 Freqs 

-.00 -.31 -.00 -.02 -.08 0 αααα2 = -0.2 , and αααα4 = -0.2 U1, First 3 Freqs 
0 -.20 0 -.20 0 0 α2 = -0.2 , and α4 = -0.2 U2 and U4 :

First 2 Freqs each 
0 -.20 0 -.20 0 0 α2 = -0.2 , and α4 = -0.2 U1, U2, U3, and U4 : 

 Lowest Freq each 
0 0 -.20 0 0 -.20 α3 = -0.2 , and α6 = -0.2 U2 and U4 :

First 2 Freqs each 
-.01 -.00 -.21 -.01 -.12 0 αααα3 = -0.2 , and αααα6 = -0.2 U1, U2, U3, and U4 : 

 Lowest Freq each 
Note: Cases of incorrect damage assessment are indicated by shaded rows. 
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CHAPTER 4 

IDENTIFICATION OF MINIMUM RESPONSE  

 

The previous work was centered on a purely analytical spring-mass system, for 

which the minimum response point frequencies were calculated directly from the 

assembled mass and stiffness matrices.  These calculated results were then treated as 

measured data for input into a damage identification process.  In practical application, 

minimum response point information must be obtained from measured response data.  

Thus, it was necessary to establish some procedure for identification of minimum 

response points directly from measured data.   

 

4.1 Description of Response Functions

The minimum response point is, by its definition herein, a characteristic point 

associated with some chosen frequency-domain response function.  There are many 

types of frequency-domain functions that may be considered, such as Frequency 

Response Functions (FRF), Power Spectral Density (PSD) functions, swept-sine 

amplitude spectrums, etc.  The FRF is the most commonly used measurement for 

system identification purposes (experimental modal analysis), and was chosen as the 

basis function for this study because it is most conveniently relatable to the matrix 

formulation for minimum response. 
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There are various forms of the FRF.  The Receptance FRF, frequently denoted 

as αij(Ω), defines the harmonic relationship, in terms of amplitude and phase, between 

the displacement response of the ith DOF, to the input force applied to the jth DOF, as a 

function of excitation frequency (Ω).  Similarly, the Mobility FRF represents the 

corresponding relationship between velocity response and force, and the Accelerance 

(sometimes called Inertance) FRF expresses the response in terms of acceleration.   

Note that different functions will reflect different minimum response points, so it is 

important to be sure that comparisons between analytical and experimental results are 

based on consistent functions.  The displacement response function (receptance) was 

consistently used throughout this study. 

The analytical derivation of the receptance for an N-DOF system is based on the 

condition of forced harmonic motion.  However, with the advent of digital computing 

and the Fast Fourier Transform (FFT), other forms of excitation such as continuous 

random, burst random, or impulse, may be used as well to excite the structure in test.  It 

is not the intent here to enter into a discussion of signal processing methods, but a brief 

mention of the measurement process is warranted to support a more complete 

description of the processed result. 

Typically, the output signals from the various sensors are digitized at some 

fixed sample rate, sufficient to capture the frequencies of interest, over some sample 

period (T).  The sampled time-domain values are then transformed into equivalent 

frequency-domain representations through application of the FFT.  The result of the 

FFT is a complex-valued function evaluated at discrete equally spaced frequencies 
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Hz) 1( /Tf =∆ . The output/input relationships are established from these results.  

Electrical noise will be present on the sensor output signals, and there are noise/error 

sources associated with the signal processing operations.  Thus, an ensemble of data 

sample periods is collected, to provide for averaging of the frequency-domain functions.  

Averaged FRF spectra generally converge very rapidly to the mean values.  

Nevertheless, there will always be some effect of noise in the FRF measurement, and it 

must be kept in mind that because of assumptions involved with application of the FFT 

calculation, the measured FRF is only an estimate of the true FRF of the system. 

 

4.2 Approach for Identification from Measured Data

Identification of minimum response points is somewhat analogous to the 

parameter estimation task used in modal analysis for identification of resonant 

frequency, damping, and modal residues.  Both require identification of parameters 

through some curve fit procedure.  However, the similarities end there. 

 

4.2.1 Problem Description 

Modal parameters are system properties, and in themselves, define the 

frequency response characteristics of the system.  Thus, they are directly represented in 

the strict mathematical formulations that are fit to the measured data in the estimation 

process.  The formulations are derived from the equations of motion, and therefore must 

be consistent with the physical units of the data set. 
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Minimum response points, on the other hand, are consequences of the system 

parameters, and as such, are local to each particular response location.  Likewise, there 

is no direct formulation for the FRF in terms of minimum response point parameters.  

Therefore, any curve-fit formulation used to identify a minimum response point would 

still implicitly depend on the modal parameters. 

Consider an analytically derived response function, which is free of noise.  The 

obvious method to locate the local minima is to first determine the derivative of the 

function through a finite difference method.  Then a search for zero-crossings would 

reveal the minimum and maximum response points.  A similarly determined second 

derivative function would provide the necessary test condition to differentiate the 

minimum response points from maximum response points.  Interpolation between 

frequency lines would be applied to obtain the best estimate for the frequency and 

amplitude values corresponding to the zero-crossing point of the derivative function.   

In essence, the absence of noise allows use of a linear curve-fit across a single-

increment frequency span.   

With the presence of noise, it is necessary to widen the span over which the 

curve-fit is applied, and in doing so, a linear curve-fit becomes inadequate.  In addition, 

the level of noise in a finite difference result can be considerably amplified over that 

contained in the original function.  As a result, the locations of zero-crossings in the 

derivative of a noisy function can be difficult to identify.  

 



62

4.2.2 Description of Elected Approach 

The immediate need for an identification process was for the planned 

application to beam response data.  The bending modes for a uniform beam of 

rectangular cross-section are well separated.  Upon inspection of the magnitude of a 

typical FRF for a beam vibration response, it is observed that the behavior of the FRF 

curve in the vicinity of the minimum response point is very smooth and appears 

quadratic in form.  Thus, a rather unsophisticated approach was adopted as a first cut at 

this process. 

Based on the observed form of the FRF curve, a crude polynomial curve fit was 

implemented to obtain an analytical approximation of the FRF in the vicinity of the 

minimum response point.  Application of a curve-fit requires definition of the location 

and width of the frequency span to be included.  Since the damage assessment process 

was intended to make use of a validated finite element model, then it was assumed that 

good estimates of the minimum response frequencies and resonant frequencies were 

available from the model.  These estimates were employed to guide the curve-fit 

process.  For a given analytical minimum response point (Ωm), the resonant frequencies 

on either side of the point (ωr < Ωm and ωr+1 > Ωm ), were considered in the definition 

of the frequency span.  Arbitrarily, a starting span-width was defined as follows, 

Frequency Span ≡ fl : fu ,

where,  fl ≡ Ωm – |Ωm – ωr|/2 ,  fu ≡ Ωm + |Ωm – ωr+1|/2. 
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As an example, this span is illustrated in Figure 4.1, and an expanded view is given in 

Figure 4.2.  The resonant frequencies are clearly indicated and the minimum response 

point is marked. 

Figure 4.1 Illustration of Curve-Fit Frequency Span 

 

Figure 4.2 Expanded View of Curve-Fit Span 
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If it is assumed that damage induces only small changes to the resonant 

frequencies and minimum response points, and the modes are well separated, then it is 

assumed that the analytical frequency values for the undamaged structure will provide 

an equally valid definition of the frequency span for a curve-fit applied to the response 

from a damaged structure.  Tests of this approach on simulated data from the 

undamaged system, and for a damaged system, were conducted for verification.   

Several forms of the curve-fit function were explored.  The details of this 

exploration are not given here, but ultimately, a fourth-order polynomial was selected to 

model the logarithmic magnitude of the response in terms of squared-frequencies.  That 

is, the following form was adopted for the ith point in the span, 
8

5
6

4
4

3
2

21 iiii Ω+Ω+Ω+Ω+== ccccc|)log(|y ii α . (4.1)  

The least-squares method was used to find the coefficients c. An additional 

modification to the procedure was incorporated to further reduce the variance error 

between the curve-fit and the measured values.  For this modification, the frequency 

span was gradually squeezed toward the anticipated minimum response point, and the 

variance error was determined for each iteration.  The iterations were continued until 

either reduction in the error was no longer realized, or until a minimum span width was 

reached.  Given that the polynomial form provides accurate representation of the data, 

then the derivative of y with respect to frequency is easily computed, and a root solver 

is then used to find the frequency value that corresponds to zero slope. 

A finite element beam model was used to produce simulated FRF data, for 

which exact minimum response points were known through application of the matrix 
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formulation described in Chapter 2.  The details of this model are presented in the 

following chapter (Section 5.2).  The procedure was applied to the simulated FRF data, 

and all extracted minimum response point frequency values were within three decimal 

points of accuracy in comparison to the exact values. 

Next, a proportional damage condition (30% stiffness reduction of the root 

element) was created, and the corresponding frequency responses were computed for 

each translational coordinate.  The procedure was applied to this simulated data set, 

with use of the undamaged frequency values to guide the extraction process.  The 

extracted results were in excellent agreement with the exact values, as indicated in 

Table 4.1. 

It is granted that the procedure is unsophisticated, and is not rigorously 

developed from fundamental equations.  Nevertheless, it performs well with noise free 

data.  A more rigorous approach could have been to extract the resonant frequencies and 

mode shapes from the measured data set, through one of many available modal analysis 

techniques, then use this modal model to synthesize FRF functions for desired locations.  

If the modal model were perfect, then the synthesized FRF functions would be free of 

noise and would provide near-exact differentiable representations of the measured 

functions.  The minimum response points would be easily identified from these.  This 

approach is not considered to be acceptable here, because small errors in the estimated 

modal parameters produce relatively larger errors in the synthesized functions away 

from the resonances.  The contribution of out-of-band modes can only be estimated.  In 
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addition, the modal analysis procedure typically requires much user interaction, which 

is inhibitory for an active health monitoring process. 

 

Table 4.1 Evaluation of Minimum Response Frequency Extraction Process 
 Minimum Response Frequency Values 

(Beam Model defined in Section 5.2; Input at Location 2) 
Undamaged 

System Damaged System 
Response
Location Exact Frequency Exact Frequency Extracted 

Frequency 
134.5 130.29 130.26 
451.4 439.79 439.79 
988.4 968.65 968.65 

13 

1739.4 1712.17 1712.17 
141.8 137.15 137.12 
470.2 457.67 457.67 12 
1041.8 1019.56 1019.56 
156.7 150.82 150.82 
918.4 895.84 895.80 11 
1714.4 1686.46 1686.46 
383.6 367.86 367.72 
976.6 955.70 955.70 10 
1781.0 1751.00 1751.00 
431.6 418.95 418.95 9
1033.0 1009.21 1009.21 
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4.2.3 Comment on Noise Sensitivity 

The question remains as to how sensitive this approach is to measurement noise.  

Various methods of injecting noise into the simulated data were explored, but all 

presented difficulty with interpretation.  Typically, there will be a broadband 

background noise component that is relatively flat in comparison to the dynamic range 

exhibited in the response data, and there will be discrete frequency noise components.  

Examples of discrete noise include 60 Hz, and harmonics thereof, that are generated 

from standard electrical power used to operate test equipment.  With respect to the 

broadband noise, displacement measurements are more susceptible at higher 

frequencies, and acceleration response measurements are generally more susceptible at 

lower frequencies. 

Certainly, the addition of noise will increase the potential variance in the 

minimum response point frequency and amplitude values obtained in the identification 

process.  How much noise can be tolerated also depends on the damage sensitivity of 

these values.  The intentions were to present some results from an analytical noise 

sensitivity study.  However, in Chapter 6, results from experimental application of the 

procedure are presented, and one experiment was performed to assess variance in the 

extracted minimum response point values due to measurement noise, and also provide a 

basis to judge the significance of the variance.  Thus, there is no further discussion here.  
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CHAPTER 5 

APPLICATION TO BEAM STRUCTURE 

 

The beam structure was chosen for the next phase of this study.  This provided a 

means for continued analytical investigation with the opportunity for experimental 

validation, yet not introduce undue complexity at this stage of research.  It was hoped 

that the information gained at this stage would encourage further study on more 

complex structure.   

First it was necessary to perform some analytical development prior to any 

experimental application.  A finite element modeling technique was used to generate a 

detailed model of a cantilevered beam structure, for the simulation of damage 

conditions.  Forced response data for numerous damage conditions were generated, and 

were used as simulated test data.  A description of this beam model is provided in the 

following section. 

For conduct of a damage detection process, a much more coarsely defined beam 

model was utilized.  The relationship between the fidelity of the detailed model and that 

of the course model was intended to be representative of the corresponding relationship 

that would typically exist between an actual structure and the analytical model of that 

structure.  A description of the course model is provided in Section 5.2.  The remaining 
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sections of this chapter detail the various damage detection approaches that were 

included in this study. 

 

5.1 Detailed FEM for Simulation of Damage

One likely form of structural damage associated with beam structure is 

transverse crack damage.  A detailed finite element model was developed strictly for the 

purpose of modeling transverse crack damage, to provide a means for the generation of 

simulated test data.   The model was assembled in a particular manner to allow 

simulation of transverse cracks of varied depths and locations along the length of the 

beam.   

Ansys 5.3 (Student Edition) was used to construct the finite element model of an 

aluminum beam structure with a length of 13-inches, width of 1-inch, and thickness of 

0.200-inch.  The model was constructed of 4-node quadrilateral 2-D (ANSYS 

PLANE42) solid elements.  Smaller sized elements were placed at locations where 

simulation of damage was desired.  Damage was produced by direct removal of one or 

more of these finer scaled elements.  It is acknowledged that the complete removal of 

the element also resulted in a very small loss of mass.  However, the loss of mass was 

relatively tiny in comparison to the associated loss of stiffness.   Also, it was anticipated 

that experimental validation would not be conducted on beams with true crack damage, 

but rather on beams damaged by narrow saw cuts.  Therefore, this modeling approach 

maintained the most consistency with the planned experimental application.  A crude 

illustration of the model is given in Figure 5.1. 
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Figure 5.1 Detailed 2-D Beam Model for Damage Simulation 
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A total of 27 individual damage conditions were generated.  These conditions 

are listed in Table 5.1.  Elements were removed to create 0.050-inch wide slots to serve 

as simulations of transverse cracks.  Slot depth variations were limited to 25% and 50% 

of the beam thickness.  The slots were positioned at several distances from the root of 

the beam: 0.25, 0.50, 0.75, 2.25, 2.50, 2.75, 4.5, 6.5, and 8.5 inches.  All of these 

damage cases are characterized as single-crack damages.  It was intended to also create 

multiple-crack damage conditions, however, due to time constraints it was necessary to 

leave that for future work.   

The fixed-free cantilever boundary conditions were used for all analysis and 

experimental efforts in this study.  For the original baseline model, and for each damage 

case model, the frequencies and mode shapes of the first 10 modes were determined 

through an iterative modal analysis solution method (Lanczos).  These modes were 

subsequently used to support steady-state harmonic analyses for computation of the 

frequency response at several node points along the length of the beam.  The input 

loading was applied at a single location for all damage cases.  Arbitrarily, a unit-

amplitude oscillatory force loading was applied at a node located 2-inches from the 

beam root.  Translational responses were computed for a subset of nodes positioned at 

1-inch intervals along the top surface of the beam.  These node points were intended to 

map to the node points of the course beam model that would be used to perform the 

damage identification processes. 
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Table 5.1 Simulated Damage Cases Produced from Detailed Beam Model 

Case Location from Root, 
(inch) Crack Depth and Type 

Damaged 
Element in 

Course Model
1 0.25 0.050” Top Cut 
2 0.25 0.100” Top Cut 
3 0.25 0.050” Top/Bottom Cut 
4 0.50 0.050” Top Cut 
5 0.50 0.100” Top Cut 
6 0.50 0.050” Top/Bottom Cut 
7 0.75 0.050” Top Cut 
8 0.75 0.100” Top Cut 
9 0.75 0.050” Top/Bottom Cut 

 

1

10 2.25 0.050” Top Cut 
11 2.25 0.100” Top Cut 
12 2.25 0.050” Top/Bottom Cut 
13 2.50 0.050” Top Cut 
14 2.50 0.100” Top Cut 
15 2.50 0.050” Top/Bottom Cut 
16 2.75 0.050” Top Cut 
17 2.75 0.100” Top Cut 
18 2.75 0.050” Top/Bottom Cut 

 

3

19 4.50 0.050” Top Cut 
20 4.50 0.100” Top Cut 
21 4.50 0.050” Top/Bottom Cut 

 
5

22 6.50 0.050” Top Cut 
23 6.50 0.100” Top Cut 
24 6.50 0.050” Top/Bottom Cut 

 
7

25 8.50 0.050” Top Cut 
26 8.50 0.100” Top Cut 
27 8.50 0.050” Top/Bottom Cut 

 
9

Note:  Width of All Simulated Cuts = 0.05-inch 
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The output frequency response data were used as simulated test data for input 

into a subsequent damage assessment process.  It is from this data that the minimum 

response point values were extracted.  The resonant frequencies obtained from the 

ANSYS modal solutions were used as direct input to the applicable assessment 

processes.  Again, the sole purpose of this model was for the generation of simulated 

test data.  All references to measured data in this chapter are in reference to the 

response output obtained from this detailed model. 

 

5.2 FEM for Assessment of Damage

MATLAB was used to perform the matrix operations for generation of mass and 

stiffness matrices for a model constructed of 4-DOF, two-dimensional beam elements 

based on Bernoulli-Euler beam theory.  The beam element formulation includes one 

translational degree-of-freedom and one rotational degree-of-freedom at each end point.  

A total of thirteen elements were used to model the 13-inch beam, for a total of 26 

degrees-of-freedom with the fixed-end constraint applied.  An illustration of the beam 

model is given in Figure 5.2 

For reference, the general formulation of an element stiffness matrix [8], Ke, is 

given by the following integral, 

dV ∫= EBBK Te (5.1) 

where, B is the strain-displacement matrix, and E is the material property matrix.  The 

strain-displacement matrix defines the relationship between displacements of the body, 

and the associated strains that develop as a result of those displacements.  The material 
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property matrix contains the stiffness parameters that relate the strain distribution in the 

body to the corresponding stresses. 

 

U1 U2

θ1 θ2

1 2 3 4 5 6 7 8 9 10        11       12        13 

x

y

Beam Element 

Figure 5.2  Course Beam Model for Damage Identification Process 

 

For the special case of transverse vibration of a two-dimensional Bernoulli-

Euler beam, the strain energy depends strictly on the curvature, d2y/dx2, of the beam.  

Shape functions, N, define the interpolation of displacements throughout the element, 

based solely on the nodal displacements.  Therefore, from two-dimensional elastic beam 

theory, B = (d2/dx2)N , and E = EI, where E is the modulus of elasticity, and I is the 

cross-sectional area moment of inertia about the axis of bending.   

The resulting element stiffness matrix for a beam element of length L is given 

by the following [8], 



75
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2323
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2323

////
////
////
////

eK (5.2) 

for the nodal degree-of-freedom displacement vector, d = [ U1 θ1 U2 θ2 ]T. The nodal 

coordinates listed in the displacement vector, d, are shown in Figure 5.2.  The general 

formula for generation of a consistent mass matrix, consistent because it is based on the 

same shape functions that form the stiffness matrix, is given by ∫= dV ρNNM Te ,

where ρ is the mass density of the material.  For the beam element with cross-sectional 

area, A, the mass matrix [8] is given as, 

















−−−
−
−
−

=
22

22

L4L22L3L13
L22156L1354

L3L13L4L22
L1354L22156

420
ALρeM (5.3)  

 

5.3 Modeling of Damage    

All of the damage assessment methods discussed in Chapter 3 rely on analytical 

representations of structural damage, so that damage assessment can be performed in a 

supervised fashion.  Either through use of sensitivity analysis, or model perturbation, 

frequency changes corresponding to a set of simulated damage conditions are 

determined, and are then subsequently compared to measured frequency changes 

obtained from the damaged structure.  How well a set of theoretical frequency-changes 

will correlate to a measured set is dependent on how representative the simulated 
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damage condition is to the actual damage present in the structure.  Likewise, if the 

actual damage is not at all represented by the damage-model, then the damage 

identification process will likely yield a poor assessment, with considerable ambiguities. 

For the theoretical one-dimensional spring-mass system used in the initial phase 

of this research, the application of scaling factors for proportional element damage 

provided exact representation.  Meaningful simulation of damage in a physical structure 

presents considerable more challenge.  The finite element modeling technique provides 

a discrete representation of a continuous system, for which the physical damage is likely 

to be highly local within one or more of the discrete element sections.  The physical 

characteristics of the damage are not easily related to the parameters used in the 

formulation of the element. 

As a starting point, proportional damage was assumed, and two of the damage 

identification techniques previously studied were applied for comparative evaluation of 

resonant frequency and minimum response frequency information for damage detection 

applications.  Subsequently, an alternative model of damage was examined to provide 

additional comparative results, and is discussed later in this chapter. 

 

5.4 Application of C-A Criterion for Beam Damage

The Cawley-Adams criterion method and the adaptation of the method for 

minimum response point frequency were presented in Section 3.2.  The use of minimum 

response frequencies in this method provided very clear localization of all possible 

conditions of single-element damage in the analytical 6-DOF system.  Of course, the 
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model of damage for perturbation of the analytical model was consistent with the actual 

damage.  The interest was now to apply this same primitive approach in a more 

practical situation, where the actual damage cannot be accurately represented with a 

proportional damage model, and the minimum response point values must be extracted 

from measured response data. 

The damage localization process was performed on each of the 27 damage cases 

produced from the detailed finite element model.  Other than for the source of the input 

data, the method was applied in precisely the same manner as that described in Chapter 

3 for the 6-DOF discrete system.  Similarly, localization results based on resonant 

frequency and minimum response frequency changes were determined independently to 

provide for performance comparisons. 

The analysis frequency range was limited to frequencies below 2000 Hz.  Thus, 

only the first five resonant frequencies were included in the study.  Likewise, the 

available frequency response data was truncated at 2000 Hz.  Within this frequency 

range, a total of twenty-two minimum response points were visually detected among the 

thirteen measured frequency response functions.  For a fair comparison of performance 

between resonant frequency input and minimum response frequency input, only the 

response measurement from the beam tip was carried forward for application of the 

Cawley-Adams approach.  From the beam tip response measurement, all five mode 

responses, and four minimum response points are available. 

Comparison results for the eighteen single-side crack cases are graphically 

presented in Figures 5.3 through 5.20. 
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C-A Criterion Results for Damage Case #1 (0.05" Cut at 0.25" - Elem #1)
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Figure 5.3 Comparison of C-A Results for Damage Case #1 
 

C-A Criterion Results for Damage Case #2 (0.10" Cut at 0.25" - Elem #1)
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Figure 5.4 Comparison of C-A Results for Damage Case #2 
 

C-A Criterion Results for Damage Case #4 (0.05" Cut at 0.50" - Elem #1)
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Figure 5.5 Comparison of C-A Results for Damage Case #4 
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C-A Criterion Results for Damage Case #5 (0.10" Cut at 0.50" - Elem #1)
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Figure 5.6 Comparison of C-A Results for Damage Case #5 
 

C-A Criterion Results for Damage Case #7 (0.05" Cut at 0.75" - Elem #1)
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Figure 5.7 Comparison of C-A Results for Damage Case #7 
 

C-A Criterion Results for Damage Case #8 (0.10" Cut at 0.75" - Elem #1)
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Figure 5.8 Comparison of C-A Results for Damage Case #8 
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C-A Criterion Results for Damage Case #10 (0.05" Cut at 2.25" - Elem #3)
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Figure 5.9 Comparison of C-A Results for Damage Case #10 
 

C-A Criterion Results for Damage Case #11 (0.10" Cut at 2.25" - Elem #3)
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Figure 5.10 Comparison of C-A Results for Damage Case #11 
 

C-A Criterion Results for Damage Case #13 (0.05" Cut at 2.50" - Elem #3)
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Figure 5.11 Comparison of C-A Results for Damage Case #13 
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C-A Criterion Results for Damage Case #14 (0.10" Cut at 2.50" - Elem #3)
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Figure 5.12 Comparison of C-A Results for Damage Case #14 
 

C-A Criterion Results for Damage Case #16 (0.05" Cut at 2.75" - Elem #3)
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Figure 5.13 Comparison of C-A Results for Damage Case #16 
 

C-A Criterion Results for Damage Case #17 (0.10" Cut at 2.75" - Elem #3)
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Figure 5.14 Comparison of C-A Results for Damage Case #17 
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C-A Criterion Results for Damage Case #19 (0.05" Cut at 4.50" - Elem #5)
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Figure 5.15 Comparison of C-A Results for Damage Case #19 
 

C-A Criterion Results for Damage Case #20 (0.10" Cut at 4.50" - Elem #5)
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Figure 5.16 Comparison of C-A Results for Damage Case #20 
 

C-A Criterion Results for Damage Case #22 (0.05" Cut at 6.50" - Elem #7)
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Figure 5.17 Comparison of C-A Results for Damage Case #22 
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C-A Criterion Results for Damage Case #23 (0.10" Cut at 6.50" - Elem #7)
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Figure 5.18 Comparison of C-A Results for Damage Case #23 
 

C-A Criterion Results for Damage Case #25 (0.05" Cut at 8.50" - Elem #9)
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Figure 5.19 Comparison of C-A Results for Damage Case #25 
 

C-A Criterion Results for Damage Case #26 (0.10" Cut at 8.50" - Elem #9)
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Figure 5.20 Comparison of C-A Results for Damage Case #26 
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In each figure, the normalized error is plotted for each potential damage location 

along the beam.  Recall that the damage location is indicated where the normalized 

error is set to a value of 1.  In all cases, the use of minimum response point frequency-

change was just as effective as resonant frequency change for the determination of the 

transverse crack location in the analytically represented beam structure.  Of course, 

these cases included only single cracks, and the frequency response data from which the 

minimum response point information was obtained were free of noise.  However, even 

with the unsophisticated representation of damage in the perturbation of the course 

model, localization of damage to the prospective element was successful. 

It is noted, however, that the normalized error values computed from minimum 

response frequencies are generally higher for undamaged elements than those computed 

from resonant frequency changes.  This is particularly noticeable for damage cases #7 

and #8, shown by Figures 5.7 and 5.8.  The localization process was repeated with 

minimum response points from additional response locations added to the input data set.  

Disappointingly, for the two subject damage cases, the inclusion of additional response 

locations did not produce any significant reduction of the normalized error values 

associated with the undamaged elements. 

 

5.5 Eigenvalue Sensitivity Approach

If the modeled damage can be parameterized, as in the assumption of 

proportional damage, then the sensitivities of each of these frequencies with respect to 

the damage parameters can be determined from the corresponding sensitivities of the 
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mass and stiffness matrices (e.g. equation 3.20).  If a proportional damage model is 

assumed to be representative, then the stiffness change of each element can be 

represented by a single damage coefficient, for a total of thirteen coefficients for the 

beam model.  As previously stated, a total of twenty-two local response minima points 

are present among the functions in the FRF set.   The interest here is that while the five 

available resonant frequencies are inadequate for a unique solution of the inverse 

sensitivity equation (3.10), there are sufficient minimum response frequencies to obtain 

an overdetermined set of equations, and hence, a unique minimal norm solution for the 

damage coefficients.  Of course, also inherent in the solution is the assumption that the 

first order approximation built into the formulation of the sensitivity equation is valid.   

Minimum response frequency values were extracted from FRF data for the 

undamaged beam and for the Case #1 damaged beam (0.050-in deep cut at x = 0.25-in).  

Response locations #10 through #13 were used to provide thirteen frequency values for 

a determinant solution.  Also, a least-squares solution for the damage coefficients was 

obtained with all frequencies from all locations included.  For comparison purposes, the 

course 13-element beam model was used to create two proportionally damaged beams, 

with 5% and 15% stiffness reduction applied to element #1.  For these two special 

cases, the exact minimum response frequencies of the damaged structures were 

computed from the eigenvalue equation (Chapter 2), and used as simulated test data. 

The computed damage coefficients for the Case #1 crack condition, and the two 

proportionally damaged conditions, are given in Table 5.2.  The goal was to hopefully 

sort out the errors due to misrepresentation of damage in the sensitivity matrix 
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calculation, and errors arising from the linear approximation of the sensitivity, so that 

the benefit of added frequency data could be assessed. 

 

Table 5.2 Calculated Damage Coefficients – Comparison Between 
Beam Case #1 and Proportionally Damaged Models 

 Response Data: 10 – 13 
(13 Frequencies) 

Response Data: 1 – 13 
(22 Frequencies) 

Proportional 
Damage  

Proportional 
Damage 

Element
Beam 

Case #1 

-15% on
Element 

1

-5% on 
Element 

1
Beam 

Case #1 

-15% on
Element 

1

-5% on 
Element 

1
1 .10 -.16 -.05 -.15 -.14 -.05 
2 -.37 .01 .00 -.01 -.08 -.01 
3 -.56 -.07 -.08 -.04 .03 .00 
4 .04 .13 .01 -.01 -.04 -.00 
5 .13 -.17 -.02 -.02 .01 .00 
6 -.26 .17 .02 .01 -.01 -.00 
7 -.31 -.18 -.02 -.01 -.00 -.00 
8 .80 .17 .02 .01 .01 .00 
9 -.62 -.11 -.01 -.00 -.00 -.00 
10 .32 .06 .01 .01 .00 .00 
11 -.21 -.04 -.00 -.01 -.00 -.00 
12 -.14 .04 .00 .00 .01 .00 
13 -.20 -.08 -.01 .01 -.01 -.00 

Clearly, when only the thirteen frequencies from response points #10 through 

#13 were included, the assessment of damage for the Case #1 condition was completely 

false.  The addition of the remaining frequency values did significantly improve the 

assessment so that at least the damage element was adequately identified.  The same 
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effect is also noted for the proportionally damaged cases.  It is also noted that the Beam 

Case #1 damage is fairly well approximated by the 15% proportional-damage case, and 

the first order approximation errors are certainly apparent in the results for the 15% 

proportional-damage case, particularly when only thirteen frequencies are used in the 

solution.  Based on these results one would think that perhaps if all minimum response 

frequencies were included in the solution then a reasonable assessment of damage, at 

least the location of, could be obtained.  However, this was found to not be the case.  

Similar solutions, with all frequencies included, were obtained for other beam cases 

with the same minimal crack size, but at other locations along the beam.  These results 

are given in Table 5.3. 

The damage predictions for the other more severely damaged beam cases are 

not included here, but were extremely poor.  It is most likely that the frequency changes 

associated with these damage conditions were more non-linear than the direct 

application of eigenvalue sensitivity could handle.  Admittedly, it was naïve to explore 

this approach, but the attractiveness of the method was too tempting to resist. 

The conclusion derived from the results in Table 5.3 is that an improved model 

of damage, or parameterization of the damage, is needed to more clearly assess the 

abilities of minimum response information to serve in a damage assessment process.  

Not to be misunderstood, the general parameterization of damage as a linear 

combination of the elemental stiffness contributions is still widely used in the most 

recent research efforts for damage detection and model updating [19], and certainly 

represents a computationally practical approach. 
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Table 5.3 Calculated Damage Coefficients – Comparison Between 
0.050-in Crack Beam Damage Cases 

 Response Data: 1 – 13 
(All 22 Frequencies) 

Cracks within Element 1 Cracks within Element 3 

Element

Beam 
Case #1 
(0.25”) 

Beam 
Case #4 
(0.50”) 

Beam 
Case #7 
(0.75”) 

Beam 
Case #10
(2.25”) 

Beam 
Case #13
(2.50”) 

Beam 
Case #16
(2.75”) 

1 -.15 -.10 -.06 .02 .02 .02 
2 -.01 -.12 -.19 -.09 -.05 -.03 
3 -.04 .07 .13 -.13 -.13 -.10 
4 -.01 -.08 -.11 .01 -.03 -.08 
5 -.02 .03 .06 -.01 .01 .04 
6 .01 -.01 -.02 .00 -.00 -.01 
7 -.01 .01 .01 -.00 .00 -.02 
8 .01 .01 .00 .01 -.00 -.01 
9 -.00 -.00 .00 -.00 .00 .00 
10 .01 -.00 -.00 .00 .00 -.00 
11 -.01 -.00 -.00 -.00 -.00 -.00 
12 .00 .00 .01 .00 .00 .01 
13 .01 .02 .01 .01 .00 .00 

5.6 Continuous Beam Theory

The sensitivity-based damage predictions presented in the preceding section 

provide clear indication of limitations of the proportional-damage model, even for the 

generation of performance comparisons between two different features.  At least, for the 

primitive methods employed, the proportional-damage model was inadequate for the 

purpose of this research.  Therefore, an alternative approach based on a more 
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representative model of crack damage was desired, to hopefully provide a more 

meaningful comparison of performance results.   

The use of continuous beam vibration theory, within the context of damage 

detection, has been studied by many researchers in recent years [3][4][10][20].  The 

advantage that continuous beam theory provides is that meaningful representation of the 

highly local nature of crack damage is possible.  The disadvantage is that the resulting 

formulation is not directly applicable to general structure.  However, for the purposes of 

this study, the approach offered a meaningful alternate view for comparison of 

minimum response information and resonant information in a damage detection 

scheme. 

 

5.6.1 Model of Transverse Crack in Continuous Beam 

Much research has been devoted to the study of the initiation and propagation of 

crack damage, and more recently, the identification of crack damage [3].  It is beyond 

the scope of this paper to delve into the related theories.  However, the assumptions 

involved with the formulation presented herein will be mentioned.  It will be assumed 

that the crack is open and is of uniform depth.  That is, represented as a transverse slot 

on one surface of the beam.  It has been shown that a slot with sufficiently high 

depth/width aspect ratio does provide reasonable approximation for a crack [6].  It is 

also assumed that the presence of the crack imposes a local change in the compliance of 

the beam such that in the vicinity of the crack the rotational crack compliance is 

dominant.  Thus, the crack can be represented as a rotational spring with a stiffness Kt.
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An example sketch of a cracked cantilevered beam and corresponding cracked beam 

model are illustrated in Figure 5.21.  The crack is shown as a slot with depth, d, in a 

beam of rectangular cross-section and thickness, t.

Based on fracture mechanics methods, the equivalent stiffness of a transverse 

crack of uniform depth was proposed [21] as follows, 

J(d/t)tKt ⋅⋅= 5.346
IE , (5.4) 

where J is defined as a dimensionless compliance function.  Different forms of this 

compliance function have been proposed for various crack symmetries.  The form [21] 

used for this study is given below, 

where,  65432 817622637371695386241 c.c.c.c.c.J(d/t) +−+−= (5.5) 
 10987 566697431729126 c.c.cc. +−+− ,

for, c = d/t . 

 

a
t

t

(a)    

(b)  

K t 

EI  

EI  EI

Figure 5.21 Analytical Representation of Crack Damage:  (a) Cantilever Beam with 
Crack (b) Model of Cracked Beam 
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It was desired to obtain a theoretical formulation for the steady-state response at 

any chosen location of a cracked beam, with any given crack description (location and 

depth), and for any given driving point force location.  The beam was subdivided into 

three sections such that the boundaries of the sections were defined by the locations of 

the crack, the drive force, and the natural boundaries of the beam.  This is illustrated in 

Figure 5.22 for the crack applied at location aL, and driving force at location bL, for one 

possible condition ( ba < ).  A solution for the general equation for each beam segment 

was sought, with the boundary conditions and associated compatibility conditions 

satisfied for all segments.  This yielded piecewise solutions for the three beam 

segments.  

 

t
Kt 

aL bL L

F s in(ω t)  

1 2 3::::
::::
::::

Figure 5.22 Segmented Model of Cracked Cantilever Beam with Single-Point Force 
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The Euler-Bernoulli equation of motion for the free flexural vibration of a 

uniform beam is given by, 

0t
y

x
y

2

2

4

4
=∂

∂+∂
∂ AEI ρ , (5.6) 

where,  E, I, ρ, A are the material/geometric properties, and 
 y ≡ transverse beam displacement at location x, time t. 

For steady-state motion, the solution y(x,t) is assumed to have the form,  

 y(x,t) = Y(x) eiωt . (5.7) 

For the beam segment, s, Ys(x) is thus defined as, 

 Ys(x) = As cosh(λx) + Bs sinh(λx) + Cs cos(λx) + Ds sin(λx) ,  (5.8) 

 with, 
41

2





= EI

Aωρλ . (5.9) 

The boundary and compatibility conditions provide the necessary relationships 

for determination of the coefficients As through Ds, for s = 1…3 beam segments.  These 

result in a total of twelve simultaneous equations that can be arranged into the form 

{B}[A] {C} {B}[A]{C} -1=⇒= , where {C} contains the response coefficients.  The 

derivation of [A] and {B} is not the focus here, but for reference, the matrices [A] and 

{B}, and the accompanying compatibility/boundary equations are given in Appendix A 

for three possible crack and driving force orientations.  Once the solution for Ys(x) is 

known, then it is possible to express the derivative of Y with respect to the excitation 

frequency, ω, at a selected response location, then find the roots of dY/dω = 0, to 

determine the associated minimum response point frequencies. 
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A check was performed to validate the relationship for Kt and verify that 

minimum response frequency values determined through use of continuous beam theory 

were indeed consistent with corresponding results from the detailed finite element 

model.  Recall that frequency response results were generated from the detailed finite 

element model, to represent test data for various damage conditions for which the 

damage was modeled by removal of elements to form slots.  Minimum response 

frequency values were extracted from the computed response spectra for each damage 

case.  Likewise, minimum response frequency values were computed through the 

continuous beam formulation for comparison to those values obtained from the finite 

element model.  Iterative adjustment to the rotational crack stiffness, Kt, was performed 

until both sets of frequency values were in complete agreement.  A crack depth was 

back calculated from Kt (equations 5.4 and 5.5) for comparison to the actual value 

represented in the finite element model.  The results, shown in Table 5.4, indicate very 

good agreement between the two models, with respect to model of damage and 

predicted minimum response point frequencies. 
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Table 5.4 Evaluation of Continuous Cracked-Beam Model 

Damage
Case 

 
Crack 

Location
(aL)

“Actual” Crack 
Depth (FEM) 

(d/t)

Kt Needed to 
Match FEM 
MRP Freqs 

(x EI) 

Crack Depth 
Needed to Match 
FEM MRP Freqs 

(d/t)
1 .25 .25 7.3 .286 
2 .25 .50 1.35 .500 
4 .50 .25 6.4 .303 
5 .50 .50 1.21 .512 
7 .75 .25 6.4 .303 
8 .75 .50 1.21 .512 
10 2.25 .25 7.4 .285 
11 2.25 .50 1.30 .504 
13 2.50 .25 7.2 .288 
14 2.50 .50 1.28 .506 
16 2.75 .25 7.3 .286 
17 2.75 .50 1.30 .504 
19 4.50 .25 7.3 .286 
20 4.50 .50 1.30 .504 
22 6.50 .25 7.3 .286 
23 6.50 .50 1.32 .503 
25 8.50 .25 7.2 .288 
26 8.50 .50 1.31 .503 

5.6.2 Optimization Problem Definition and Results 

Now with a formulation for local crack damage expressed explicitly in terms of 

location and depth, it was desired to see if an optimization procedure could be applied 

to predict damage based on changes in minimum response frequencies.  The data 
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produced from the detailed finite element model was used to represent test data.  An 

objective function was defined as follows, 

E = (∆f - δf)T (∆f - δf)  ,                (5.10) 

where, ∆f ≡ vector of measured frequency-changes, and, 

 δf ≡ vector of analytical (equation model) frequency changes 
 dependent on d/t and a.

This objective function represents the error between analytical and measured frequency-

change vectors.  Frequency values derived from one or more response locations can be 

compiled into a single frequency vector.  The goal of the optimization is to find d/t and 

a, that minimizes this difference error.  There are obvious constraints on the 

optimization parameters – the crack location must be somewhere between x = 0 and x = 

L, or 0 < a < 1.  This constraint can be further tightened based on the assumption that 

damage is unlikely to occur at locations near the beam tip.  Also, reasonable constraints 

can be placed on the crack depth parameter d. It is necessary to avoid values of d near 

zero, to avoid the singularity of zero crack compliance.   

Constrained optimization solutions were attempted for many of the damage 

cases described in Table 5.1.  Significant difficulties with convergence to the correct 

solution were encountered.  It was found that convergence was extremely sensitive to 

the starting point values of the crack parameters, particularly to the initial guess for the 

crack location (ao).  The objective function was interrogated at a limited set of 

parameter values with the intention of locating optimal initial values (corresponding to 

E = Emin).  However, this resulted in very limited success.  The inclusion of frequencies 
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from multiple response locations did not appear to provide any improvement in solution 

convergence.  For reference, numerical results are given in Table 5.5. 

 

Table 5.5 Results of Damage Detection through Optimization with 
Continuous Cracked-Beam Formulation 

“Actual” Damage 
Predicted Damage 

- U13 Response 
- ao from Emin 

Predicted Damage 
- U13 Response 

- ao = 0

Predicted Damage 
- U13 and U11 

- ao = 0
Case Location

(in) 
Depth 
(d/t) 

Location
(in) 

Depth 
(d/t) 

Location
(in) 

Depth 
(d/t) 

Location
(in) 

Depth 
(d/t) 

1 0.25 .25 6.96 .38 0.26 .29 0.26 .29 
2 0.25 .50 2.89 .54 0.24 .50 1.31 .9 
4 0.50 .25 9.87 .27 0.51 .30 0 .14 
5 0.50 .50 3.21 .50 0.49 .51 0.49 .51 
7 0.75 .25 9.16 .21 0.77 .31 0.77 .31 
8 0.75 .50 6.58 .38 0.75 .51 0.75 .51 

10 2.25 .25 11.03 .25 2.23 .28 0 .17 
11 2.25 .50 2.23 .50 0 .39 2.22 .50 
13 2.50 .25 10.69 .24 2.49 .29 0 .18 
14 2.50 .50 2.48 .50 0 .39 2.48 .50 
16 2.75 .25 10.37 .24 0 .17 0 .17 
17 2.75 .50 2.74 .50 0 .38 0 .38 
19 4.50 .25 4.52 .28 0 .14 0 .14 
20 4.50 .50 2.00 .46 0 .33 0 .33 
22 6.50 .25 6.51 .29 0.38 .22 0.02 .20 
23 6.50 .50 0.33 .44 0.33 .44 0.02 .41 
25 8.50 .25 4.28 .32 0.19 .18 0 .14 
26 8.50 .50 2.64 .47 0.17 .40 0 .33 

Although the results in Table 5.5 are generally poor, they are presented herein 

along with the entire subject of continuous beam theory because there are some 

interesting observations to be noted.  For cases that yielded poor solutions, it was found 

that selection of an improved initial guess for the crack location (based on knowledge of 

the damage) did enable the solution process to properly converge.  Thus, this damage 
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detection process can work with minimum response frequencies, but additional 

constraints are needed.  It is interesting to note that in many cases where the crack 

location was completely misidentified, the crack depth was still reasonably well 

identified.  This is further indication that a modified approach to improve localization of 

the damage was needed to provide a solution sufficiently robust to allow a more 

meaningful evaluation. 

It was already shown in preceding sections that a supervised damage detection 

process, based on finite element sensitivity analysis, could provide element-level 

localization of damage, even with use of a proportional stiffness damage model.  This 

idea prompted the use of a cracked-beam element formulation to provide the basis for a 

similar optimization procedure, but defined in the framework of finite elements.   

 

5.7 Cracked-Beam Finite Element Approach

The modeling of damage through continuous beam theory equations provided a 

means to represent highly local crack damage through parameters directly related to 

physical characteristics of the crack.  Also, it was shown previously that the Cawley-

Adams criterion, with minimum response point frequency information, was useful for 

localization of damage to a particular element within the model.  With damage localized 

to a specific element of the model, then the formulation of a cracked-beam element, to 

include effects of local crack compliance, could be used to provide the basis for a more 

constrained optimization problem than that presented in the preceding section. 
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5.7.1 Formulation of a Cracked-Beam Element 

The local compliance of a crack can be represented in a two-dimensional beam 

element as that of a rotational spring, based on the assumption that within the vicinity of 

the crack the crack compliance is dominant in the flexibility matrix.  Thus, a uniform 

beam of length L can be split into two beams of similar cross-section, with lengths aL 

and (1-a)L, and which are joined through a rotational spring with spring constant Kt.

The total element stiffness matrix, generated through superposition of the three 

respective element components, now contains matrix elements that are dependent on a

and Kt, and involves three new degrees-of-freedom associated with the crack.  A 

schematic of the cracked-beam element, with newly formed degrees-of-freedom (U3, 

θ3, θ4) indicated, is given in Figure 5.23.  For reference, the corresponding element 

stiffness matrix is given in Appendix B. 

The presence of the crack will also produce some change in the consistent mass 

matrix of the beam element.  However, this effect has been found to be negligible [7].  

Thus, it is only necessary to be concerned with the formulation of the stiffness matrix 

for a cracked-beam element. 
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Figure 5.23 Schematic of Beam Element:  (a) Undamaged (b) Cracked 
 

5.7.2 Optimization Based on Cracked-Beam Element 

Assuming the successful identification of a damaged beam element, the idea of 

this approach is to replace the stiffness contribution of that element in the global 

stiffness matrix with the corresponding stiffness contributions for a cracked-beam 

element.  Then, an optimization procedure can be performed to find values for a and Kt

that produce response characteristics most correlated to the measured response 

characteristics of the damaged structure. 

The cracked-beam element involves three additional degrees-of-freedom, so 

direct replacement into the global stiffness cannot be performed without first reducing 

the coordinate set to that of the original element.  Following the assumption that mass 
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change due to crack damage is insignificant, it was deemed appropriate to use static 

condensation through the Guyan [14] reduction process for this purpose.  The Guyan 

reduction process is essentially a transformation of a full stiffness matrix to a statically 

equivalent stiffness matrix represented by a subset of the coordinates.  If the full 

stiffness matrix is partitioned for master and slave coordinates, where the master 

coordinates are those degrees-of-freedom to be kept, and the slaves are those to be 

condensed, as indicated below, 

[ ] 



=

sssm

msmm
KK
KKK , (5.11) 

then, a transformation matrix, T, is defined as, 

[ ] 




−= −

smss KK
IT 1 . (5.12)  

The reduced stiffness matrix, Kr, is obtained from the full stiffness matrix by the 

following transformation:  Kr = TT K T . (5.13) 

Given an anticipated crack condition (i.e. a and d/t), the change in the global 

stiffness matrix is computed, and the corresponding changes in resonant frequencies and 

minimum response point frequencies can be determined as described in previous 

chapters.  Similarly, an error function is defined to provide a measure of the comparison 

between these predicted frequency changes and the corresponding measured frequency 

changes.  This is the optimization process used previously, and applied here as well.  

That is, the same objective function, E, defined as E = (∆f - δf)T (∆f - δf) , and precisely 
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the same optimization problem definition described in Section 5.6.3, were used here for 

this analysis. 

 

5.7.3 Damage Assessment Results 

The optimization procedure described in the preceding section was applied to 

the simulated data generated from a majority of the twenty-seven damage cases that 

were created from the detailed finite element model.  Resonant frequencies and 

minimum response point frequencies were used in independent assessment processes.  

A comparison of the results is provided in Table 5.6. 

All in all, the results were good, and some interesting observations were noted.  

Matching of resonant frequency change performed extremely well, and the optimization 

solution was very fast.  All five modes present in the frequency range below 2000 Hz 

were included in the analyses.  The matching of minimum response point frequency 

information also resulted in very good assessment of all of the transverse crack damage 

cases, even when only the four available frequencies (< 2000 Hz) from one response 

location (U13, beam tip) were included.  As a reminder, all of the response data was 

obtained for single-point excitation applied at the node point #2 location. 

After acquiring results based on use of only the response from the beam tip, 

additional detection processes were executed to combine response data from multiple 

locations.    Some of these results are indicated in the final two columns of Table 5.6, 

for which all available minimum response point frequencies (< 2000 Hz) from five 

response locations were included.  Note that the response at node point #10 (U10) was 
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not included.  The inclusion of frequencies from this measurement location generated 

significant difficulty for the optimization solution for many of the damage cases.  It was 

found that the first minimum response point, located between the first and second 

resonant frequencies for this location, exhibited highly non-linear sensitivity to the 

optimization parameters a and d/t, particularly the crack depth parameter d/t.

Table 5.6 Results of Damage Detection through Optimization with 
Cracked-Beam Finite Element Formulation 

“Actual” Damage 
Predicted Damage 
- Resonant Freq 

- 5 Modes 

Predicted Damage 
- MRP Freq* 

- U13/F2

Predicted Damage 
- MRP Freq** 

U13, U12, U11, U9, U8
Case Location

(in) 
Depth 
(d/t) 

Location
(in) 

Depth 
(d/t) 

Location
(in) 

Depth 
(d/t) 

Location
(in) 

Depth 
(d/t) 

1 0.25 .25 0.26 .29 0.30 .30 0.30 .30 
2 0.25 .50 0.24 .50 0.21 .49 0.18 .48 
4 0.50 .25 0.51 .31 0.50 .30 0.51 .30 
5 0.50 .50 0.50 .51 0.53 .52 0.49 .51 
7 0.75 .25 0.77 .31 0.77 .30 0.75 [2] .29 [2] 
8 0.75 .50 0.75 .51 0.75 .51 0.70 [2] .49 [2] 

10 2.25 .25 2.22 .29 2.39 .29 2.28 .28 
11 2.25 .50 2.22 .51 2.25 .51 2.19 [1] .50 [1] 
13 2.50 .25 2.46 .30 2.50 .30 2.50 .30 
14 2.50 .50 2.45 .52 2.29 .51 2.52 .51 
16 2.75 .25 2.73 .29 2.75 .29 2.64 .29 
17 2.75 .50 2.72 .51 2.71 .51 2.81 [2] .51 [2] 
19 4.50 .25 4.55 .29 4.51 .29 4.49 [1] .30 [1] 
20 4.50 .50 4.56 .51 4.59 .50 4.53 [1] .51 [1] 
22 6.50 .25 6.44 .29 6.49 .29 6.49 .29 
23 6.50 .50 6.45 .51 6.72 .50 6.35 .51 
25 8.50 .25 8.48 .29 8.51 .30 8.48 [1] .30 [1] 
26 8.50 .50 8.46 .51 8.47 .51 8.40 [1] .50 [1] 

Notes: *Total frequencies available:  4 **Total frequencies available:  14 
 [1]  U11 and U12 Removed 
 [2]  U11 Removed 
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Additionally, for selected cases, the removal of the U11 and U12 responses from 

the analysis was necessary to facilitate a successful solution.  The complete exclusion of 

all of the U10, U11, or U12 minimum response points from the analysis was not actually 

necessary, as only a subset of the frequency points associated with these response 

locations were responsible for the solution faults.  A more refined detection scheme 

based on minimum response point information would need to provide some means to 

discern effective minimum response points from all measured responses.  Comparisons 

of mode shapes for an undamaged beam to those of a beam with arbitrary damage (80% 

crack at 0.75” from root) provide graphical illustration upon which to base one 

consideration for the selection of optimal response points.  See Figures 5.24 and 5.25 

for the respective mode shape plots. 

Since the response data that was used in the damage assessment analysis was 

obtained for a driving point located 2 inches from the fixed end, then the mode shapes 

in Figures 5.24 and 5.25 are phased such that relative deflections at that driving point 

location are all in the same direction.  At the driving point there are no minimum 

response points between modes, only anti-resonant frequencies.  Conversely, at 

response locations for which adjacent modes are out-of-phase, then a minimum 

response point is expected to exist between those two resonant frequencies.  With this in 

mind, consider the response location at 10 inches from the root (U10).  Note that Mode 2 

and Mode 3 are out-of-phase at this location for the undamaged beam, and that Mode 2 

exhibits a node point not far away.  Then note that for the damaged beam, the node 

point of Mode 2 has shifted to the other side of the response location. 
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Figure 5.24 Mode Shapes for Undamaged Cantilever Beam 

 

Figure 5.25 Mode Shapes for Damaged (80% Crack at 0.75”) Beam 
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Thus, for the damaged beam, the minimum response point between the second 

and third resonant frequencies has vanished.  There are also modal node points located 

in close proximity to the response locations at 11” and 12” from the beam root.  So, it is 

expected that for other damage conditions, or model perturbations, similar difficulties 

would occur. 

Differences will exist between measured and analytical modal responses, due to 

modeling errors, measurement errors, etc.  At response locations in close proximity to 

modal node points, even small differences can produce highly unstable conditions for a 

damage assessment process.  Likewise, note that the beam-tip location is far from all 

modal node points.  Thus, all minimum response frequencies extracted from the 

response data collected at this location would be expected to provide positive 

contribution in the damage prediction.  This was the case as indicated in Table 5.6. 

There is still potential use for those minimum response points that are deemed 

to be undesirable, based on the rationale previously discussed, for a damage assessment 

process.  The focus of this work has been directed at damage assessment, with the 

assumption that some damage is already expected, and the goal is to determine the 

location and magnitude of the damage.  These so-called undesirable minimum response 

points may be useful for the strict purpose of damage detection.  That is, to support a 

decision that damage has occurred. 
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CHAPTER 6 

EXPERIMENTAL APPLICATION TO BEAM STRUCTURE 

 

The results presented in the previous chapter were based on analytically derived 

test data, free of measurement errors and noise.  Tests were performed to evaluate the 

effectiveness of minimum response point information on assessment of damage in 

actual structure.  For comparison purposes, damage assessment based on changes in 

measured modal parameters was also conducted.  This provided a baseline to support 

the evaluation of minimum response point information. 

For this test series, identical test beams of uniform rectangular cross-section 

were cut from extruded Aluminum-6063 stock.  The beam cross-sectional dimensions 

were 1 inch wide by 0.188 inches thick.  The beams were cut to an overall length of 16 

inches, but were configured for a clamped support with an unsupported length of 13 

inches.  Two ⅜-inch thick steel blocks, 1 inch wide by 3 inches in length, were used to 

distribute the clamping force generated from two ⅜-inch diameter hardened steel bolts.  

To maintain uniformity from one beam setup to another, an installation torque of 45 ft-

lb was applied to the bolts for all tests. 
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6.1 Test Procedure

The general test procedure was very simple, and is briefly described as follows.  

The test beam was mounted in a cantilever condition on a massive support block.  An 

instrumented hammer was used to provide impact excitation at the desired input 

location.  Accelerometer transducers and a Laser Doppler Vibrometer (LDV) were used 

to provide measurement of response motion.  For the first beam tested, only the LDV 

was used, with the intention of avoiding the mass loading effects produced by 

accelerometers.  However, due to concerns over measurement noise, accelerometers 

were included for all subsequent beams tested.  A brief discussion of measurement 

noise is presented later in this chapter. 

Miniature piezoelectric accelerometers, specifically Model 352C23 sensors 

manufactured by PCB Piezotronics, were selected for their small size and light mass.  

Due to availability issues, it was necessary to limit the number of instrumented 

locations.  The accelerometers were placed at five locations, equally spaced at 1-inch 

intervals from the free end of the beam, and were not moved throughout testing of the 

beam.  These locations matched grid points (Points #9 through #13) of the two-

dimensional beam model that was constructed to serve the damage assessment process.  

A photograph of the overall setup is provided in Figure 6.1.   

For each beam tested, an initial set of response measurements was collected to 

establish the healthy state of the structure.  Impact excitation was applied on the 

centerline of the beam, and at the location 2-inches from the root.  The output signals 

from the hammer force sensor, LDV, and accelerometers were fed into a data 
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acquisition system, where they were sampled and processed into Frequency Response 

Functions.   

 

Figure 6.1 Photograph of Test Setup 
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Since the beam responses were very lightly damped, it was necessary to apply a 

time-domain exponential window to the response signals prior to transformation into 

frequency-domain quantities, to minimize leakage effects in the transformed results.  A 

total of ten impact responses were accumulated during the FRF averaging process.  The 

frequency response function values over the frequencies 2 to 2000 Hz, with a frequency 

resolution of 2 Hz, were retained for use in the damage assessment evaluation. 

Following completion of the baseline response measurements, successive 

damages were introduced at a selected location on the beam.  The frequency response 

measurements were repeated following each successive cut.  A narrow-bladed saw was 

used to cut a transverse slot approximately 0.030-inch wide, as uniformly as possible, 

across the width of the beam.  A depth gage was used to monitor the depth of the slot 

during the cutting operation.  An example of the transverse cut in Beam #4 is shown in 

Figure 6.2. 

Figure 6.2 Transverse Cut in Beam #4 



110

6.2 Preliminary Analysis and Results from Experimental Data

At this point, measured data was gathered from four beam specimens, with each 

beam damaged at a unique location.  From each measurement set collected, a modal 

parameter estimation process was conducted to extract the values of all natural 

frequencies below 2000 Hz.  The LMS PolyMAX modal analysis software was used to 

perform the modal parameter identification.  For reference, the corresponding results 

are provided in Appendix C.  These frequency values served as input data for all 

resonant frequency based damage assessment processes conducted for comparative 

results.  The measured FRF data were imported into MATLAB for input into the 

minimum response based damage assessment processes.  The appropriate integrations 

were applied to convert the measured Mobility and Accelerance FRF functions into the 

required Receptance FRF units. 

 

6.2.1 An Evaluation of Measurement Noise 

For the first beam under test, only the LDV sensor was used to provide for non-

contact measurement of the velocity response motion.  Out of concern over the presence 

of measurement noise, particularly noticeable at the higher frequencies, a series of 

repeated FRF measurements were collected at the beam tip.  A similar set of repeated 

measurements was also collected after the application of incremental damage to the 

beam.  The purpose here was to evaluate the level of precision in the measurement 

process.  Example FRFs taken before and after the incremental damage are illustrated in 

Figure 6.3. 
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Figure 6.3 Example Mobility FRF Measurements – Before and After Damage 

 

A total of ten measurements were collected for each state of the beam.  The 

minimum response point values were extracted from each measured receptance FRF, 

from which a statistical evaluation was obtained.  The average and standard deviation 

values determined for all of the beam tip minimum response points are given in Tables 

6.1 and 6.2, for the associated frequencies and amplitudes, respectively.  Finally, the 

variances of the frequency and amplitude values, expressed as percentages, were 

compared to the respective percentage changes that were observed as a result of the 

incremental damage.  This comparison is given in Table 6.3 

With the exception of the frequency of the first minimum response point, the 

variances of the local minima values were quite low.  However, the total frequency 

change realized from the damage was not that significant either.  Although percentage-

wise, the uncertainties in the amplitude values seem to be generally higher than that 
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seen with the frequency values, the amplitude values are considerably more sensitive to 

damage. 

 

Table 6.1 Minimum Response Frequency Statistical Results 
Minimum Response Point Frequencies (Hz) 

Damage Increment:  Slot at 0.25” extended from 0.050”depth 
to 0.075” depth 

 
Before Damage Increment After Damage Increment 

Average Std Dev Average Std Dev 
122.30 3.34 120.78 0.76 
412.67 0.54 407.68 0.40 
894.77 2.06 889.30 1.59 
1599.34 1.91 1578.23 3.26 

Table 6.2 Minimum Response Amplitude Statistical Results 
Minimum Response Point Amplitudes (x10-6 in/lb) 

Damage Increment:  Slot at 0.25” extended from 0.050”depth 
to 0.075” depth 

 
Before Damage Increment After Damage Increment 

Average Std Dev Average Std Dev 
1287.4 9.49 1423.0 10.81 
496.82 2.40 539.6 3.41 
262.84 1.48 278.9 1.69 
137.83 0.58 144.53 0.76 
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Table 6.3 Comparison Between Variance and Change from Damage 
 

Damage Increment:  Slot at 0.25” extended from 0.050”depth to 
0.075” depth 

 
Frequency Values Amplitude Values 

Std Dev (%) 
% Change 

from Damage 
 

Std Dev (%) 
% Change 

from Damage 
2.73 1.2 0.74 10.5 
0.13 1.2 0.48 8.6 
0.23 0.6 0.56 6.1 
0.11 1.3 0.42 4.9 

It is apparent from the results presented in Table 6.3 above, that additional effort 

should have been devoted in this research toward use of amplitude information.  It is not 

surprising that in the subsequent application of the frequency-based approaches for 

assessment of damage from the measured test data, difficulties were encountered. 

 

6.2.2 Damage Assessment Evaluation 

The damage assessment process described in Section 5.7 was used for this 

analysis.  Based on frequency changes, the Cawley-Adams criterion method was used to 

attempt localization of the damage to the prospective element of the 13-element 

MATLAB model.  Then an optimization solution was performed to further localize the 

damage within the element, and estimate the depth of the slot.  The damage assessment 

process performed very well with resonant frequency information, and these results are 

given in Table 6.4.  Unfortunately, the damage assessment process performed very 
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poorly with extracted minimum response point frequency values.  In general, the 

procedure failed to properly identify the damage condition in most cases. 

 

Table 6.4 Experimental Results Based on Resonant Frequency Change 
Actual Damage Predicted Damage 

Case 
Location 

(in) 
Depth 

(in) 
Location 

(in) 
Depth 

(in) 
Beam1 – Case 1 0.25 .025 0.28 .024 

- Case 2 0.25 .050 0.30 .049 
- Case 3 0.25 .075 0.30 .071 

Beam 2 – Case 1 0.75 .035 0.27 .022 
- Case 2 0.75 .050 0.61 .046 
- Case 3 0.75 .070 0.72 .072 

Beam 3 – Case 1 2.50 .025 2.59 .029 
- Case 2 2.50 .035 2.61 .041 
- Case 3 2.50 .060 2.53 .066 
- Case 4 2.50 .080 2.54 .084 

Beam 4 – Case 1 3.75 .023 3.83 .027 
- Case 2 3.75 .033 3.84 .039 
- Case 3 3.75 .050 3.82 .053 
- Case 4 3.75 .070 3.80 .075 
- Case 5 3.75 .090 3.78 .087 

Note:  Error on measured depth ≈ +/- .003-inch 
 

After further scrutiny of the raw FRF data, the extracted minimum response 

frequencies obtained from the data, and the corresponding analytically predicted 

frequencies, it became apparent that two primary factors led to failure of the process.  

The presence of measurement noise, although small, induced excessive error in the 

identified frequencies.  It was also noted that the observed frequency changes did not 
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correlate well to those predicted by the analytical model, even though the resonant 

frequency changes were in good agreement.  It was not unexpected that identification of 

a minimum response frequency over a relatively flat spectrum shape would be prone to 

error, but it was hoped that sufficient correlation to analytical predictions would still be 

achieved. 

It also became apparent that since damage induced amplitude shifts of the 

minimum response points were much more easily identified, then response amplitude 

change would represent a more stable parameter for damage assessment.  At this point, 

it was necessary to step back and conduct some analytical development for use of 

response amplitude information.   

 

6.3 Study of Minimum Response Amplitude

Although the direction of much of this research has tended to focus more on the 

frequencies associated with local response minima, there were intentions from the start 

of this work to look at amplitude sensitivity as well.  Once the difficulties with 

extraction of these frequencies from measured data were fully realized, there was a 

strong desire to shift the focus to amplitude sensitivity.  One mathematical view of the 

response amplitude sensitivity to stiffness change is presented. 
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6.3.1 Damage Sensitivity of Minimum Response Point Amplitude 

The equation of motion for an undamped system under steady-state sinusoidal 

excitation at a frequency (Ωm) corresponding to one of the local response minima is 

given by, 

FUMK mm =Ω− )( 2 , (6.13) 

where some coordinate within Um exhibits the characteristics of a local minimum 

response point.  That is, for Resp ≡ CUm, then 0)( m =ΩΩ Respd
d . For some damage 

condition that induces a stiffness change (∆K), accompanied by a negligible change in 

the mass matrix, there will be a corresponding change in the frequency and amplitude of 

the minimum response point, and equation (6.13) can be written for this shifted 

condition as, 

( )( ) FUUMKK mm =∆+∆Ω+Ω−∆+ )( 2
m

2
m . (6.14)   

Since the quantities ∆Ωm and ∆Um are intended to represent shifts to new minimum 

response points, then it is necessary to also impose the requirement on ∆Ωm and ∆Um

that 0)( m =∆Ω+ΩΩ mRespd
d . If equation (6.14) is expanded, and the 2nd order terms 

are neglected, then the change in the minimum response point amplitude can be 

approximated by, 

mmmmmm UKMKUMMKU )( )( -12-122 ∆Ω−−Ω−∆Ω≈∆ . (6.15) 

From the general equation, (K - Ω2 M) U = F, the rate of change in the response 

with respect to the square-frequency can be given as, 
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UMMKCUMMKU )()()()(
1-2

2
1-2

2 Ω−=Ω⇒Ω−=Ω d
Respd

d
d . (6.16)  

At Ω = Ωm, 0)(0)(
1-2

2 =Ω−⇒=Ω mm UMMKCd
Respd (6.17)  

Combining equations (6.13), (6.15), and (6.17), the approximated change in the 

response amplitude for a minimum response point can be expressed as, 

FMKKMKC mm )()( -12-12 Ω−∆Ω−−≈∆ Resp . (6.18) 

The point of this exercise is to show the sensitivity relationship between 

minimum response amplitude change and stiffness change.  For large models, the 

matrix inversion indicated in equation (6.18) may not be practical, but that is another 

issue.  The intention here is to show that in theory, theoretical amplitude changes can be 

directly computed from the finite element model for damage at any location in the 

structure.   Thus the possibility exists that an amplitude-sensitivity method, similar to 

what has been done based on resonant frequency sensitivity, could be used to identify 

damage characteristics from changes in measured response.  It is first necessary to 

determine if these amplitude-changes are sufficiently sensitive and unique to provide 

for an effective process.  If so, then efficient numerical methods could be developed. 

Many researchers have looked at changes in modal response amplitude for 

damage detection purposes.  One such method, referred to by some as the Transfer 

Function Parameter Change method [17], was originally developed to utilize changes in 

the frequencies and amplitudes at resonances.  The model of this approach was used to 

implement a procedure based solely on changes of minimum response point values.  
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Although the emphasis at this point is for response amplitude, the corresponding 

frequency information is included in the process to support overall evaluations.  

 

6.3.2 Transfer Function Parameter Change Method 

The purpose of this section is to provide an introduction of the method as it is 

described in the literature.  The notation used in the reference material is somewhat 

different from that used elsewhere in this thesis, but nevertheless is used herein to 

maintain consistency with the literature.  From this introduction, a description of the 

modifications applied to make use of minimum response information, are better 

understood.  

Recall the equation (2.1) for the receptance frequency response function of a 

linear N-DOF undamped system.  This equation represents an approximation, based on 

the principle of modal superposition with m modes included.  A slightly different form 

of this transfer function is given below.  The transfer function for the jth output, due to a 

single-point input, for a healthy system can be expressed as, 

∑
= +=
k

l l

jl
j as

bg
1 0

2
0

0 (s) ,  for k modes,              (6.19)  

where, a0l and b0jl are related to the frequency and amplitudes, respectively, of the l th 

mode, and for the jth output.  Likewise, the corresponding transfer function for the 

damaged system, with damage of the ith element, can be represented as, 

 ∑
= +=
k

l il

ijl
ij as

bg
1

2(s) .                 (6.20) 
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The modal based parameters, a and b, can be assembled into parameter vectors for the 

undamaged structure, and for each possible damage condition that is to be considered in 

the analysis.  For the healthy structure, the parameter vectors are defined as, 

 T
0020100 ][ kaaa L=p , and T

020100 ][ jkjj bbb L=jp , (6.21) 

for the jth output.  Similarly, for the damaged structure, damaged at the ith element, the 

corresponding parameter vectors are defined as, 

 T
210 ][ ikiii aaa L=p , and T

21 ][ ijkijiji bbb L=jp . (6.22) 

The changes in the parameter vectors due to damage of the ith element can be 

analytically predicted as, 

 jijij 0ppp −=∆ , for j = 0, 1, … , m. (6.23) 

Finally, a weighting factor can be applied to normalize the parameter-change vectors 

such that for a given output location j and mode k, the summation of all square values of 

the associated vector elements, across all of the theoretical damage cases, will equate to 

unity.  

From transfer function measurements collected from the structure under test, a 

similar parameter-change vector, ∆pj , can be determined, and similarly weighted.  The 

measured parameter-change vector can then be compared to those corresponding to the 

various theoretical damage cases.  A coherence function, to provide a means for 

numerical comparison, is defined as, 

ijj

ijj

pp
pp

∆∆
∆∆=

T

ijC , for j = 0, 1,…, m outputs.             (6.24) 
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A coherence value is associated with the measured frequency-changes, and the 

measured response amplitude changes at each of m outputs.  Interpretation of these 

results now becomes the problem.  One approach is to define a minimum coherence 

vector that identifies the minimum coherence value, for a particular damage 

perturbation, across all outputs.  This can be expressed as, 

Ci = min{Ci0 Ci1 … Cim}.                (6.25) 

Also, a magnitude ratio between the parameter vectors can be defined as, 

ij

j

p

p

∆
∆

=ijR . (6.26)  

Similarly, minimum and maximum magnitude ratio values can be identified across all 

outputs, for each damage perturbation condition.  These are expressed as, 

 Ri,min = min{Ri0 Ri1 … Rim}, and Ri,max = max{Ri0 Ri1 … Rim}.           (6.27) 

A number of properties of the quantities Ci , Ri,min , and Ri,max are given [17].  

Some of these properties are summarized below.  Refer to the literature if further 

explanation is desired.  The coherence values will range between 1 and –1, with a value 

of 1 indicating exact correlation between the two vectors.  A negative coherence value 

indicates that the vector directions differ by more than 90° in the vector space, and thus 

infers that the associated element is not damaged.  With respect to magnitude ratio, if 

the ratio between the maximum and minimum bounds is much greater that 1, or if both 

of the minimum and maximum ratio bounds are far away from a value of 1, then it is 

inferred that the associated element is not damaged. 
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6.3.3 Adapted Method for Minimum Response 

The basis of the transfer function parameter method, as well as others, is that 

damage will produce changes in the modal parameters of the system, which can be 

uniquely related to the location of the damage.  It has already been shown that, 

analytically, minimum response point frequencies exhibit damage sensitivity of 

sufficient uniqueness to allow localization of damage.  Also, it has been shown that 

ratios of the resonant frequency changes are uniquely related to damage location.  This 

alone infers the possibility that amplitude changes at minimum response points could be 

uniquely related to damage location.  Thus, foregoing any rigorous development, the 

parameter-change method presented in the preceding section was used as a model for a 

new method of damage assessment based on minimum response information.  

Since the resonant frequencies are system characteristics, then the amplitude 

parameters (residues) extracted from each response location share the same set of 

frequencies.  Minimum response points, on the other hand, are local characteristics.  

Each response location will exhibit a unique set of frequencies that correspond to points 

of minimum response amplitude.  Also, the number of local minima points will vary 

considerably from location to location, dependent on the location of the input force. 

The modified definition of the parameter-change vectors is presented as follows.  

All local minima frequencies, from all considered response locations, were compiled 

into a single frequency vector.  For the undamaged system, the parameter vectors for m

response locations are defined as, 



122

{ }
{ } 









=
m0

01

00
f

f
p M ,











=
j0

10

0
A

A

jn

j

j Mp , for j=1…m locations,          (6.28) 

where,     {f}j ≡ set of frequencies of nj local minima of location j,
A0jl ≡ amplitude of the l th of nj local minima of location j.

Each parameter vector may have a different length depending on how the minimum 

response points are distributed among the selected response locations.  Likewise, the 

parameter vectors for the damaged system, with damage of the ith element are defined 

as, 
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A 1

ijn

ij

ij Mp . (6.29) 

With the parameter vectors defined for the baseline and perturbed model conditions, the 

parameter-change vectors were defined.  Rather than use absolute change, as indicated 

in equation (6.23), it was felt that a percentage change was more appropriate 

considering that the amplitude values could be spread over a relatively wide dynamic 

range.  The parameter-change vector associated with frequency was similarly defined.  

Thus, a concise definition of the parameter-change vectors is given as, 

j

jij
ij

0

0

p
ppp −=∆ , (element-by-element division),            (6.30) 

 for,  j = 0, 1, …, m outputs. 

The coherence and magnitude ratio values are determined from the parameter-change 

vectors just as was defined in the preceding section. 
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6.3.4 Application to Simulated Test Data 

Before jumping straight to application of the process to the existing measured 

test data, it was prudent to first test the method on the simulated data produced from the 

detailed finite element beam model.  Of the 27 damage cases available, the parameter-

change method was applied to the eighteen single-crack damage cases. 

Proportional damage was applied individually to each of the 13 elements in the 

damage assessment model for determination of the theoretical parameter-change 

vectors.  The measured parameters were extracted directly from the simulated FRF data.  

The curve fit method discussed in Chapter 4 was used to identify each local response 

minimum point, and the corresponding frequency and amplitude values were evaluated 

from the curve fit. 

It was desired to include as many response locations as possible.  However, it 

was also desired to select response locations that exhibited at least three local minima.  

Only the four response locations near the free-end qualified:  U10 through U13. Also, it 

was already known from previous analyses that U10 was less than optimal.  Therefore, 

only the three end-most response locations were included in the analysis.  Coherence 

values were computed as described in Section 6.3.1, but with the parameter vectors 

defined as stated in Section 6.3.2 with minimum response point information.  In all 

cases, the minimum coherence function, Ci , provided clear indication of the damaged 

element.  Incidentally, the coherence values associated with the frequency information 

provided no contribution.  These coherence values were generally high for all model 

perturbations, such that there was very little distinction between damaged and 
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undamaged elements.  The minimum coherence values associated with the amplitude 

values were widely spread, with clear distinction of the damaged element. 

With clear localization of the damage element possible, an optimization solution 

was added to further localize the damage within the element and estimate crack depth.  

An objective function was defined from the frequency and amplitude-change vectors.  

The amplitude-change vectors determined for all available minimum response points 

were compiled into a single vector, just as the frequency-change vectors were originally 

formed.  Corresponding amplitude and frequency-change vectors were analytically 

predicted in the optimization solution with iteration values of the crack depth and 

location.  Two error vectors were computed, with one defined as the difference between 

the theoretical and measured amplitude-change vectors.  Similarly, the other error 

vector was computed as the difference between the theoretical and measured frequency-

change vectors.  The objective function was defined as the sum of the square 

magnitudes of these error vectors. 

The MATLAB fmincon function was used to provide a constrained optimization 

solution for the crack depth (d/t) and the crack location (a) within the element.  The 

objective function was interrogated at multiple incremental values of d/t and a, to 

hopefully find starting values nearest to the global minimum of the function.  

Arbitrarily, upper and lower constraint values of +/- 0.20 from the starting values were 

set on the optimization parameters.  The results of this damage assessment process were 

very successful for all cases tested.  Subsequently, the error function was redefined to 

include only error between the analytical and measured amplitude-changes, and the 
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solution process was repeated for all of the cases.  The results, given in Table 6.5, were 

virtually identical to the previous results obtained through use of resonant frequency 

(see Table 5.6).  The results listed below provide some analytical verification of the 

approach.  The true test, however, is application of the approach to measured test data. 

 

Table 6.5 Damage Assessment of Analytical Damage Cases Based on 
 Amplitude Changes at Local Response Minima 

“Actual” Damage 
Predicted Damage 

MRP Data from:  U13, U12, U11 
Case Location 

(in) 
Depth 
(d/t) 

Location 
(in) 

Depth 
(d/t) 

1 0.25 .25 0.25 .29 
2 0.25 .50 0.25 .50 
4 0.50 .25 0.50 .30 
5 0.50 .50 0.50 .51 
7 0.75 .25 0.70 .29 
8 0.75 .50 0.75 .51 

10 2.25 .25 2.20 .29 
11 2.25 .50 2.23 .51 
13 2.50 .25 2.50 .30 
14 2.50 .50 2.49 .51 
16 2.75 .25 2.70 .29 
17 2.75 .50 2.74 .51 
19 4.50 .25 4.50 .29 
20 4.50 .50 4.52 .51 
22 6.50 .25 6.30 .30 
23 6.50 .50 6.50 .51 
25 8.50 .25 8.50 .29 
26 8.50 .50 8.48 .51 
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6.3.5 Application to Experimental Data 

The procedure defined in the preceding section was applied to the experimental 

data that was acquired from the four aluminum test beams.  Since the contributions of 

frequency-change in the localization and optimization stages were found to be 

unnecessary in the analysis of the analytical test cases, then only amplitude-change was 

included in the error function used for this analysis.  Also, recall that the initial 

experimental results attempted through a frequency-based approach were extremely 

poor.  Thus, it was desired to see if amplitude-only data would support an effective 

assessment process.  The numerical results of this updated approach are provided in 

Table 6.6.  While these results show considerable improvement over the initial attempt 

described in Section 6.2, the process is not very robust.  Localization of damage to the 

correct element was correctly performed for a majority of cases, and the subsequent 

optimization for assessment of the crack condition for those cases was relatively 

successful.  However, the process was unable to handle two of the lightly damaged 

beam cases, and user interaction was required on three others. 

For the second test case of beam #3, it was necessary to increase the level of 

model perturbation before sufficient correlation between theoretical and measured 

changes could exist to allow identification of a damaged element.  Additionally, for the 

second and third test cases of beam #4, it was necessary to remove response minima 

contributions of points #13 and #12, so that only data from measurement point #11 was 

included, in order to attain correct identification of the damaged element. 
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For the questionable test cases of beam #4, the coherence values obtained with 

the default process settings, did provide indication that the data from response point #11 

would best support the damage identification process.  However, that judgment was 

tainted by knowledge of the actual damage.  After much consideration, an improved 

unbiased interpretation of the coherence function values could not be established. 

 

Table 6.6 Damage Assessment of Experimental Cases Based on Amplitude 
 Changes at Local Response Minima 

Actual Damage Predicted Damage 
Data Used:  U13, U12, U11 

Case 
Location 

(in) 
Depth 

(in) 
Location 

(in) 
Depth 

(in) 
Beam1 – Case 1 0.25 .025 ----- ----- 

– Case 2 0.25 .050 0.20 .049 

Beam 2 – Case 1 0.75 .035 0.70 .045 
– Case 2 0.75 .050 0.80 .056 
– Case 3 0.75 .070 0.72 .077 

Beam 3 – Case 1 2.50 .025 2.50 .033 
– Case 2 2.50 .035 2.90* .045*

– Case 3 2.50 .060 2.63 .070 
– Case 4 2.50 .080 2.58 .085 

Beam 4 – Case 1 3.75 .023 ----- ----- 
– Case 2 3.75 .033 3.50** .056** 
– Case 3 3.75 .050 3.80** .073** 

– Case 4 3.75 .070 3.76 .070 
– Case 5 3.75 .090 3.74 .086 

Notes:  *Model Perturbation increased to 50%. 
 **U13 and U12 data removed. 

 



128

Since the beam tip (U13) response has been regarded as the most optimal 

response location because it is most distant from all modal node points of the lower 

frequency beam bending modes, then it was a bit alarming that this data had to be 

removed from the analysis before a reasonably effective assessment could be performed 

on the second and third damage cases of beam #4.  To gain some insight into this 

problem, a series of theoretical frequency and amplitude changes were produced from 

the analytical beam model, whereby many incremental steps of proportional damage 

were applied to each element individually.  This provided for the creation of a family of 

parametric curves of amplitude-change versus frequency-change, with one curve 

associated with each element.  The corresponding measured frequency and amplitude 

changes of the beam tip minimum response points, from the damage cases of beam #2 

and beam #4, were plotted against these curves.  The beam #2 data was selected 

because the damage assessment obtained for it was fairly successful, and thus would be 

expected to show a good comparison between measured and analytical values.  The 

comparison plots for beam #2 are given in Figure 6.4, and the corresponding plots for 

beam #4 are given in Figure 6.5.  Note that the amplitude-change axes in Figures 6.4 

and 6.5 represent the fractional change of the amplitude from that of the undamaged 

beam. 

From Figure 6.5, it is clear that the beam tip response was an effective 

contributor for the proper localization of the fourth and fifth damage cases of beam #4, 

as all minimum response points, with the exception of the third, fairly consistently 

followed the proportional damage curve of Element #4.  For the second and third 
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damage cases, for which the beam tip response had to be removed from the assessment 

analysis, differences between the measured and analytical changes of the second 

minimum response point appear to be the primary offenders.  Thus, it is expected that a 

more selective process for removing less than optimal minimum response point 

information, rather than complete elimination of the response point data, would have 

enabled an effective damage assessment for these two damage cases.  Unfortunately, 

there was insufficient time to perform this verification for inclusion into this thesis, but 

it will be done in future work. 

 



130

Fig
ure

6.4
Me

asu
red

Fr
eq

ue
nc

ya
nd

Am
pli

tud
eC

ha
ng

es
for

Be
am

#2
(D

am
ag

ew
ith

in
Ele

me
nt

1)



131

Fig
ure

6.5
Me

asu
red

Fr
eq

ue
nc

ya
nd

Am
pli

tud
eC

ha
ng

es
for

Be
am

#4
(D

am
ag

ew
ith

in
Ele

me
nt

4)



132

CHAPTER 7 

CONCLUSIONS AND FUTURE WORK 

 

The goal of the research was to establish an introduction of local minimum 

response for potential damage assessment processes.  The aim was to determine 

whether or not minimum response point information could provide measurable detector 

features, and if so, extract observations that could assist future research. 

Since modal parameters have long been considered for damage detection 

processes, then documented methods associated with these parameters were explored 

for application of local response minima, so that some comparative evaluation of 

performance could be gathered.  Several of these established methods were adapted to 

utilize response minima parameters.  Analytical development was initiated with a one-

dimensional spring-mass system, and then was extended to a beam structure.  Finally, 

some experimental evaluation was performed on simple cantilever beam specimens. 

Some conclusions derived from this effort are summarized in the following 

section.  In the final section, there is discussion regarding areas for future work. 

 

7.1 Conclusions

It was demonstrated that minimum response points present in measured 

response data do exhibit unique sensitivity to damage, and can be used for assessment 
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of structural health.  In analytical test cases, with no measurement noise included, it was 

found that either frequency or amplitude values provided sufficient information for 

assessment of damage.  However, it was evident in the results that the use of frequency 

information, alone, required more user intervention than what was necessary when only 

amplitude information was used.  More importantly, though, in the experimental 

evaluation it was observed that accurate measurement of the frequencies at the 

minimum response points was very difficult to obtain.  For the cantilever beam 

structure, the minimum response point amplitude values exhibited more sensitivity to 

crack damage, and relatively speaking, were much more accurately measurable than the 

corresponding frequency values.  It is expected that this would be the case for general 

structure as well. 

There is certainly an issue with robustness of the solution process.  In the 

experimental application, the assessment process that was based on resonant frequency 

change was very fast, and yielded excellent results without any user intervention.  Of 

course, this is ignoring the fact that some user intervention is required in the modal 

analysis performed to obtain the modal parameters.  On the other hand, the similar 

process that used minimum response point amplitude-change data, was generally 

slower, and in some cases resulted in numerical difficulties.  It was found in the 

analytical evaluations that some minimum response points can exhibit sensitivity 

behavior that is detrimental to a damage assessment process, and must be excluded.  

The numerical difficulties encountered in the final experimental evaluation were 

overcome by eliminating some measurements from the analysis.  
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7.2 Future Work

Based on the results of this research, it is believed that there is sufficient 

evidence to warrant continued work on this subject.  In previous sections of this thesis, 

some areas for future work were indicated.  The most significant of these are listed 

below as recommendations for future work.  

• Improved minimum response point identification process. 

An improved method for extracting minimum response point information from 

measured FRF data is needed.  It is not believed that the crude approach used in 

this work contributed significantly to the large uncertainties in the frequency 

values extracted from the measured FRF data, because the results from the 

polynomial curve-fit algorithm were confirmed on visual inspection of the FRF 

functions.  However, it seems that a more mathematically rigorous approach 

should be employed. 

• Extended Application to Plate Structure. 

Response locations near the driving point contain few minimum response points, 

so the beam structure does not permit much flexibility with the selection of input 

and output locations.  A plate structure would allow for study of multiple-input 

data sets.  Additionally, the plate represents a more general structure than the 

beam, thus the information gained in the study would directly support a general 

damage assessment application. 
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• Determination of Optimal Minimum Response Points. 

One basis for the rejection of minimum response points was given as:  for any 

response location closely located to the node point of a mode, any minimum 

response points located at or near the frequency of the mode should be 

eliminated from the damage assessment process.  A focused research effort 

should be applied to determine other criteria for rejection of bad minimum 

response points, and for identification of good points.  It is conceivable that 

perhaps there are very few points that are either good or bad for every possible 

damage condition.  There may be a different set of good and bad points 

dependent on the particular damage condition.  In that case, some adaptive 

criteria would be needed to interpret the data from the damaged structure and 

provide decisions for an optimal set of minimum response points. 

• Effect of Damping. 

For all of this work, damping was ignored.  However, out of interest, a brief 

examination of damping effects was conducted.  Frequency response functions 

were generated for the 6-DOF system with light proportional damping added, 

then these were compared to the corresponding response functions for the 

undamped case.  It was observed that very little shift of the frequencies of the 

minimum response points occurred as a result of the added damping.  There 

were, however, noticeable (albeit small) shifts of the amplitudes at the minimum 

response points as a result of the damping.   It is documented in the literature 

that damage will change the damping characteristics of the structure.  Thus, it 
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would seem prudent that some study should be performed to evaluate the 

contribution of damping changes in the overall amplitude sensitivity of 

minimum response.  An experimental application of the beam structure was 

initiated late in the research effort for this thesis, whereby various levels of 

sinusoidal shaker excitation were applied, and successive damages were 

induced.  The goal was to track the minimum response points, resonant 

frequencies, and modal damping as a function of the damage condition AND 

force input level.  Unfortunately, there was insufficient time to complete 

analysis of the measured data for inclusion into this report.  Certainly, this 

should be included in future work. 
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APPENDIX A 
 

CONTINUOUS BEAM THEORY EQUATIONS
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3) 0  (L)y2 =′′ 7) (bL)y(bL)y 21 ′′=′′
4) 0  (L)y2 =′′′ 8) F/EI(bL)y(bL)y 21 +′′′=′′′
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λ=
[ρA

ω2 /(E
I)]

¼
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APPENDIX B 
 

CRACKED-BEAM ELEMENT FORMULATION
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U1, V1 
 

θ1, Μ1
U2, V2 
 

θ2, Μ2

U3, V3 
 
θ3, Μ3 θ4, Μ4

x = 0 x = aL x = L

Stiffness Matrix Formulation: 
 

K {U} = {F} 
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−

−

=

a)L-(1
4

La)-(1
6

a)L-(1
20

La)-(1
600

La)-(1
6

La)-(1
12

La)-(1
60

La)-(1
1200

a)L-(1
2
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6
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223322233323
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K

where,  {U} = [ U1 θ1 U2 θ2 θ3 U3 θ4 ]T ,

{F} = [ V1 M1 V2 M2 M3 V3 M4 ]T .
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APPENDIX C 
 

EXPERIMENTAL BEAM RESONANT FREQUENCY DATA 



147

BEAM #1 
Test Date:  4-15-2005 

 
Resonant Frequencies (Hz) 

 
Mode Undamaged Case 1 Case 2 

1 34.73 34.58 34.21 
2 217.46 216.71 214.86 
3 608.13 606.51 602.21 
4 1190.79 1187.91 1181.09 
5 1965.63 1961.82 1952.81 

Repeatability Test Data (Based on Beam Tip Response Only) 
Test Date:  4-16-2005 

 
Statistics on Frequency from 10 Data Samples 

Case 2 Case 3 
Mode Average Std Dev Average Std Dev 

1 34.24 .010 33.50 .010 
2 214.86 .008 211.27 .004 
3 602.25 .022 594.22 .013 
4 1181.08 .046 1168.69 .027 
5 1952.89 .075 1936.89 .027 

Case 1:  0.025-in Cut at x = 0.25 in. 
 Case 2:  0.050-in Cut at x = 0.25 in. 
 Case 3:  0.075-in Cut at x = 0.25 in. 
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BEAM #2 
Test Date:  4-19-2005 

 
Resonant Frequencies (Hz) 

(with Five Accelerometers Installed) 
 

Mode Undamaged Case 1 Case 2 Case 3 Case 4 
1 33.80 33.53 33.26 32.41 32.09 
2 215.26 214.21 213.02 210.35 210.38 
3 601.47 599.86 597.94 594.10 592.15 
4 1178.87 1177.25 1175.66 1172.67 1162.66 
5 1947.02 1943.64 1943.44 1942.61 1927.43 

Case 1:  0.035-in Cut at x = 0.75 in. 
 Case 2:  0.050-in Cut at x = 0.75 in. 
 Case 3:  0.070-in Cut at x = 0.75 in. 
 Case 4:  0.070-in Cut at x = 0.75 in. and 0.050-in Cut at x = 2.50 in. 
 

BEAM #3 
Test Date:  4-22-2005 

 
Resonant Frequencies (Hz) 

(with Five Accelerometers Installed) 
 

Mode Undamaged Case 1 Case 2 Case 3 Case 4 
1 33.76 33.68 33.56 33.16 32.57 
2 214.99 214.97 214.95 214.88 214.83 
3 600.72 600.27 599.75 598.11 595.58 
4 1177.76 1175.04 1172.32 1163.49 1149.77 
5 1942.10 1938.36 1934.86 1921.05 1902.78 

Case 1:  0.025-in Cut at x = 2.50 in. 
 Case 2:  0.035-in Cut at x = 2.50 in. 
 Case 3:  0.060-in Cut at x = 2.50 in. 
 Case 4:  0.080-in Cut at x = 2.50 in. 
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BEAM #4 
Test Date:  4-25-2005 

 
Resonant Frequencies (Hz) 

(with Five Accelerometers Installed) 
 

Mode Undamaged Case 1 Case 2 Case 3 Case 4 Case 5 
1 33.85 33.81 33.71 33.57 33.25 32.73 
2 215.37 215.28 215.18 215.01 214.54 213.99 
3 601.76 600.47 599.15 596.70 589.93 581.50 
4 1179.14 1177.88 1176.53 1174.15 1167.82 1160.39 
5 1945.74 1945.35 1944.84 1944.31 1943.30 1942.41 

Case 1:  0.023-in Cut at x = 3.75 in. 
 Case 2:  0.033-in Cut at x = 3.75 in. 
 Case 3:  0.050-in Cut at x = 3.75 in. 
 Case 4:  0.070-in Cut at x = 3.75 in. 
 Case 5:  0.090-in Cut at x = 3.75 in. 
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