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ABSTRACT 

 

LOCALIZATION ALGORITHMS FOR PASSIVE TARGETS IN RADAR 

NETWORKS  

 

Publication No. ______ 

 

Kartik Trasi, M.S. 

 

The University of Texas at Arlington, 2007 

 

Supervising Professor:  Dr. Saibun Tjuatja   

 

Despite the recent advances in location discovery for sensor networks the 

robustness of the algorithms needs more consideration. In this study, we propose an 

improved, robust algorithm for passive targets in radar networks. Robust, fault tolerant, 

localization algorithms are essential for accurate position estimation of targets in 

wireless sensor networks. The objective of this research is to provide a numerical and 

experimental validation for localization of a single passive target in an indoor 

environment.   
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CHAPTER  1 

INTRODUCTION 

 

1.1. Localization in Radar Networks 

 

1.1.1 Overview 

 

The basic purpose of a radar based location sensing is to detect the presence of 

the object of interest by transmitting an electromagnetic signal and detecting, in the 

unavoidable system noise. If the backscattered wave is of adequate signal to noise ratio 

it will provide ranging information of the target under consideration. In most of the 

developments, the targets are assumed to be point targets. This is not an undue 

idealization since a target will behave as if the radar cross section is concentrated into a 

point whenever the target is small in terms of the resolution capability of the waveform. 

The matched filter or correlation radar is a type of radar in which the receiver is 

designed for optimum signal detection in Additive White Gaussian Noise. In this kind 

of receivers, the impulse response of the receiver is the same shape except for a reversal 

on the time axis. The receiver essentially measures the degree to which the received 

signal and the transmitted signals are correlated with each other [23]. 
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Figure 1.1: Distance Estimation using Time Difference of Arrival 

 

 

There are various techniques for Passive and non-cooperative Ranging range 

estimation. Range estimation is basically measurement of distance between two 

points.  Range may be estimated by Radar Signal Strength (RSS) based on the Path 

loss model.  
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( 1.1 ) 

However, RSS is not preferred for the experimental purposes since it is 

extremely problematic for fine-grained, ad-hoc applications. RSS depends on Path 

loss characteristics which depends on the environment (1/r
n
), Shadowing depends 

on environment, Short-scale fading due to multipaths adds random high frequency 

component with huge amplitude (30-60dB) [36] especially for indoor environment. 

The Time Difference of Arrival (TDoA) technique is used for range estimation for 

the localization experiment. 

 

 The range estimates from the different reference sources is routed to a 

centralized location where a decision is made. A co-operative centralized algorithm 

reduces excessive computational overhead on the individual nodes. The existing 

centralized systems for localization attempt to solve the problem of localization using 

different approaches based on the available hardware, signal propagation models, 

timing and energy requirements, and the nature of the environment. The accuracy of the 

localization algorithm is a function of node density, time synchronization of devices and 

calibration of the system.  [1] 
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The time control subsystem generates synchronization timing signals required 

throughout the radar system. A modulated signal is generated and sent to the antenna by 

the modulator or the transmitter block. Switching the antenna between the transmitting 

and receiving modes is controlled by the duplexer. The duplexer allows one antenna to 

be used as both transmit and receive. The range in meters is defined as  

 

2

tc
R

∆
=

  ( 1.2 ) 

 

Where c is the speed of light and factor 0.5 is to account for the two way time 

delay. In general, a pulsed radar transmits an receives a train of pulses. The Inter Pulse 

Period (IPP) is T, and the pulse width is τ. The IPP is also known as the Pulse 

Repetition Interval (PRI).  

 

Range resolution is a metric that describes its ability to detect targets in close 

proximity to each other as distinct objects. Radar systems are normally designed to 

operate between a minimum range and maximum range. The distance between Rmax and 

Rmin is divided into M range bins of length ∆R each.  
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In the real-world environment, the propagation losses in the severe multi-path 

causing environment impose challenges on the design of a scalable, easily deployable, 

and computationally inexpensive and a robust position estimation system. The designed 

system should ensure the following [8]:  

 

a) The algorithm should be robust enough to tolerate multiple network failures. 

The failures may be due to malicious nodes in the network or the error may be 

induced by the environment. 

b) The algorithm should be scalable. That means it should be practical easily 

extensible to a large network.  

c) The algorithm should be computationally inexpensive so that the nodes used in 

the network may have limited capabilities.  

d) It should be applicable for practical environments including indoor and outdoor. 

 

The algorithms take different approaches to solve the problem of target position 

estimation. These algorithms differ in the assumptions and their required of accuracy 

and computation and processing complexity and the number of nodes available for co-

operative location estimation.  
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1.1.2 Contribution 

 

In this study, we propose an improved, robust algorithm for passive targets in 

radar networks. The main objective of this work is to improve the localization accuracy 

of the algorithm based on signal properties in combination with robust graphical 

techniques. We present a numerical approach and an experimental validation of the 

modified algorithm.  

 

 

1.1.3 Related Work 

 

The triangulation algorithm (also known as the minimum mean square error 

(MMSE) estimation algorithm) has been used widely in wireless sensor networks for 

co-operative location sensing in the past.  It is the basis of position estimation in 

satellite-based GPS systems. However, MMSE method is sensitive to range estimation 

errors from individual nodes. Hence, the performance of the algorithm largely depends 

on the accuracy of the nodes. In a network, nodes may report spurious readings due to 

noisy data which results in error in the position estimation. Robustness of the algorithm 

can limit the mean square error of the location estimate to a certain extent. The 

Iteratively Refined - Minimum Mean Square Estimate (IR-MMSE) method presented 

by Liu et al in [7] to mitigate range estimation errors by eliminating the inconsistent 
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data. A graphical technique has been called the Hough Transform Inspired algorithm 

(HTIA) has been formulated for multiple targets in wireless sensor networks by 

C.Chang et al [4],[5]. A Grid Based technique has been studied by Fretzagias et al in 

[8] has been implemented on Mica2 motes [7]. 
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CHAPTER  2 

 

LOCALIZATION 

 

2.1 Algorithms 

Based on the requirements, implementation-specific constraints of a sensor 

network, a basic set of performance metric may be devised. For specific applications, 

only a subset of the criteria may be relevant [20]: 

 

1. Accuracy: in location sensing accuracy is of maximum primary importance. 

However, accuracy may be directly associated with the complexity and the 

convergence time of the algorithm. Hence, an optimum balance between must 

be established based on the application requirements.  

 

2. Error tolerance: range measurement errors may occur due to the low signal to 

noise ratio (SNR) of the received signals to perform ranging. Also low sampling 

rates may induce measurement errors. 

 

3. Convergence time: Applications may need fast convergence times, for example 

becomes critical if the target is mobile, or the reference nodes themselves are in 

motion. 
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2.1.1 Minimum Mean Square Estimate (MMSE) 

 

The basic idea behind MMSE is that if the distance (d) between a node and the 

target is known, then locus of the target must is on a circle centered at the node and with 

radius d and the target lies at the point where all the circles intersect. Localization based 

solely on the Euclidean distance information d from a minimum of n + 1 sensors where 

n is the n-dimension localization.  

 

 

Figure 2.1: Concept of localization using MMSE algorithm 

 

 

 

+ 

 

 

+ 

 

 

 

+ 

d1 

d2 

d3 

(x1, y1) 

(x2, y2) 

(x3, y3) 

(x, y) 

*



 

 

 

10 

Let (x, y) be the actual position of the target and (xo, yo) be the estimated 

location of the target and (xi, yi) for i=1…n are the co-ordinates of the reference nodes. 

The range estimate is di by the n nodes.  
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These nonlinear equations relating the unknown coordinates to the distances and 

reference point coordinates can be solved in a number of ways. To reach the closed 

form solution, one can start by subtracting the First line in the above equations from 

each of the remaining equations. This yields a linear system of n - 1 equations, which 

can be written as 

Au = b     ( 2.2 ) 
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This system of equations is over-determined if n ≥ 4. For the case if there are no 

ranging errors any four of the n - 1 total equations can be selected and used for the 

triangulation operation. Again assuming no errors on the range measurements using 4 or 

n - 1 equations would not yield any additional information. In this case the unknown 

position can be computed using   

4

1

4 bAu −=      ( 2.6 ) 

Where A4 and b4 are any four rows of A and b. 

 

However when range measurements are noisy and n > 4 then selecting any 4 

equations would not all yield the same solution. In this case the availability of the 

additional reference points can be used to the advantage [20]. The over-determined 

system of equations can be solved using a least squares solution. This is a technique 

borrowed from linear algebra that is often used in applications that consists of over-

determined systems with noisy measurements.  

 

bAAAu TT 1)( −=     ( 2.7 ) 
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The method is called the Least Square solution and the vector 
TT

p AAAA
1)( −=

 is 

called the pseudo inverse of A such that 
bAu p=
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Inputs: (xsi, ysi) - Known Sensor locations (‘Anchors’), dsi - Range Estimation from 

Sensor i,Outputs: (x, y) 

 

 

 

 

 

Figure 2.2: MMSE Flow Chart 
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2.1.2 Iteratively Refined – Minimum Mean Square Estimate (IR - MMSE) 

 

 

Iteratively Refined – Minimum Mean Square Estimate Algorithm is a refined 

triangulation features the capability to eliminate inconsistent estimates. Let (x, y) be the 

actual position of the target and (xo, yo) be the estimated location of the target and (xi, yi) 

for i=1…n are the co-ordinates of the reference nodes. The range estimate is di by the n 

nodes.  

 

Given set of location references }{ ),,),...(,,(),,,( 222111 nnn dyxdyxdyx=l . The 

location estimation based on l has a mean square estimation of  
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2ζ  is a good indicator of inconsistent location references.  The threshold 2γ  

depends on the measurement error model. [7] 
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Inputs: (xsi, ysi) - Known Sensor locations (‘Anchors’),  dsi - Range Estimation from 

Sensor i, Outputs: (x, y) 

 

Figure 2.3: IR-MMSE Flow Chart
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2.2 Grid Based Algorithms - Graphical Techniques for Localization 

2.2.2. Hough Transform Inspired Algorithm [4] 

 

 

o – Actual Target Position

X – Estimated Target Location
 

 

Figure 2.4: Hough Transform inspired Localization Algorithm 
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2.2.2.1. Survey of Hough Transform and its Applications 

 

The Hough Transform has been developed by Paul Hough in 1962 and patented 

by IBM. It became in the last decade a standard tool in the field of artificial vision for 

the detection of straight lines, circles and ellipses. The Hough Transform is 

predominantly robust to noisy data. It can also be extended to non-linear characteristic 

relations and made resistant to noise by use of anti-aliasing techniques [30]. Hough 

Transform has become popular in the recent past for   

 

The Hough transform is a standard method in finding some geometric structures 

from a noisy image. Given a noisy image as the input from the image space, the Hough 

transform is trying to find the line structures in the dual space of line equations. Given 

the multi-path distances, the point on the dual space (2D space) with large likelihood is 

determined by maximizing the score function.  

 

Cheng et al [4] present a localization algorithm inspired by the Hough 

Transform [14]. The concept behind Hough Transform is to discretize a bounded space 

and then search for optimal solutions on the grids.  We can apply the same basic 

concept to the localization problem; we can assume the objects are in a bounded 2D 

space. Further, we can solve the grid for optimal graphical solution based on certain 

constraints. The algorithm is stated below. 
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Figure 2.5: Hough Transform Inspired Algorithm 
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Inputs: (xsi, ysi) - Known Sensor locations (‘Anchors’), dsi - Range Estimation from 

Sensor i; Outputs:(x, y) 

 

 

Figure 2.6: Hough Transform Inspired Algorithm Flow Chart 
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Figure 2.7: Hough Transform Inspired Algorithm for Ideal Range Estimates 

 

The above figure shows sensors with ideal range estimates. The locus of the 

target is an arc from each of the ‘anchor’ centers and the range estimates as the 

corresponding radii. The estimated target location is (labeled ‘T’ in the diagram) is the 

grid point which contains all the arc intersections as obtained by maximizing the score 

function.  
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 2.2.2.2. Limitations of Hough Transform Inspired Algorithm 

 

T
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Figure 2.8: Limitations of Hough Transform Inspired Algorithm 

 

The Hough Transform Inspired Algorithm fails for a single target when the 

Max{S(x, y)}is not unique. In other words, maximum score function occurs at more 

than one grid point. For comparison purposes, we find the centroid of the grid points at 

which the Max{S(x, y)} occurs as shown below. 
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o – Actual Target Position

X – Estimated Target Location

 

Figure 2.9: Hough Transform Inspired Algorithm for Noisy Range Estimates 
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          2.2.2. “Voting Process” (VP) – Grid Based Location Estimation [8] 

 

 

o – Actual Target Position

X – Estimated Target Location
 
 

 

Figure 2.10: “Voting Process” (VP) – Grid Based Location Estimation 

 

Fretzagias et al present a Voting Based algorithm that represent as the grid that 

the central processing node s(x, y) maintains during a run and the value of the cell (x, y). 

The value of a cell reflects the likely position of the target.  

 

At each run, each gathers the range information and updates the information at 

the central node and the central node computes the target location. The algorithm 
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reduces to the Hough Transform Inspired Algorithm when u

i

l

i dd ≈ . The reference nodes 

reporting large range estimation errors can be eliminated since it does not overlap the 

Max{S(x,y)} region. In other words, since the candidate ring usually does not overlap 

the maximum likelihood region the range estimate is ignored.  
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Figure 2.11: Target localization using Voting Process 
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Figure 2.12: Elimination of Range Estimation Errors using Voting Process



 

 

 

26 

 

Inputs: (xsi, ysi) - Known Sensor locations (‘Anchors’), dsi - Range Estimation from 

Sensor i; Outputs:(x, y) 

 

Figure 2.13: Voting Algorithm Flow Chart 
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2.2.3. Modified - Grid Based Algorithm 

 

Figure 2.14: Target Localization using Modified - Grid Based Algorithm 
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correlation will have a smaller value of ε  corresponding to a narrower candidate ring. 

Uncorrelated signals will have u

i

l

i dd =  hence the candidate ring will have zero width 

and the reference node will be completely eliminated. 
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Inputs: (xsi, ysi) - Known Sensor locations (‘Anchors’), dsi - Range Estimation from 

Sensor s, Outputs: (x, y) 

 

 
 

Figure 2.15: MGBA Flow Chart 
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CHAPTER  3 

 

SIMULATION STUDY 

 

 

.In our simulation, we generate 12 sensors with known locations known as 

‘anchors’ and 9 target locations as shown in the geometry below as used in the 

experimental study. The sensors with known positions are known as anchors.  

 

Figure 3.1: Simulation Geometry 
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The algorithms are evaluated in three different error distributions in range 

estimations among sensors. The simulation procedure involves estimating the ideal 

range estimates from each from the sensors to the actual targets. Assuming that these 

range estimates are corrupted by Gaussian Noise with a mean that is determined by the 

error distribution and the variation determined by the mean range estimation among the 

sensors plotted across the x-axis. 
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Figure 3.2: Simulation procedure 

 

 

The simulation study is divided into three scenarios based on the error 

distribution. The correlation of the signal is used as the reliability parameter for each of 

the sensors. For the case when the µ = 0, the all sensors are equally set to be reliable. 

This case is applicable to the high SNR case when the range estimation errors are not a 

function of distance. The sensors are equally affected by noise. In the second case, 

mean µ = f (d), which is when the sensors closer to the target are more reliable. The first 
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two cases are applicable to omni-directional antennas. In the third case, µ = f (d,ө) 

which implies that the sensors closer to the target and closer to the antenna axis are 

more reliable. This case is applicable to directional antennas.  
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Target

Sensor

axisө

d

Target

 

Figure 3.3: Sensor – Target geometry 
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Figure 3.4: MSE in location estimation for Range Estimation Error N (0, σ
2
) 

 

 

This scenario simulates a high SNR case wherein all the sensors are equally 

affected by noise. The range estimates are equally corrupted by noise (µ = 0).  As seen 

in the above figure, the graphical techniques perform better than the traditional MMSE 

algorithms.  
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Figure 3.5: MSE in location estimation for Range Estimation Error N (µ, σ
2
), µ = f (d) 

 

 

This scenario simulates a high SNR case wherein all the sensors are not equally 

affected by noise. The sensors further away from targets have noisier range estimates as 

compared to the targets closer to the sensors. The sensors closer to the target have a 

better SNR since the backscatter from the target is larger and the nose floor is the same. 

The range estimates are equally corrupted by noise (µ = f(d)).  As seen in the above 

figure, the graphical techniques perform with a better accuracy in this case. This can be 
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explained by the non-uniform error distribution. The non-uniform distribution allows 

better filtering of consistent data from the spurious ones. The robustness of the 

graphical techniques is illustrated by improvement at larger mean square range 

estimation errors.  In Case 3, the mean is given as µ = f (d, ө) which imples Sensors 

closer to the target and closer to the antenna axis are more reliable. This case is 

applicable when the sensors are directional antennas 
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Figure 3.6: MSE in location estimation for Range Estimation Error N (µ, σ2), µ = f (d, ө) 
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Figure 3.7: Computation Overhead 

 

 

The graphical techniques have a major limitation of computational and storage 

overhead. As the resolution of the grid (M x M) increases the complexity and the 

computational efficiency increases rapidly. The memory size required to store the score 

function also increases appreciably with the increasing resolution. The accuracy of the 

algorithm is a function of resolution. However, there has to be a trade-off between the  

computational efficiency and accuracy. 
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Figure 3.8: Accuracy as a function of Resolution 

 

The above figure illustrates the accuracy with increasing resolution. The larger 

resolution reduces the quantization error hence improving the overall accuracy of the 

algorithm. However, this improvement in the accuracy comes with the cost of increased 

complexity, larger storage requirements and increased computation time.    
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Figure 3.9: Storage Overhead as a function of Resolution 

 

 

Finding the optimal parameters and estimating the number of iterations is a 

complex problem. One of the solutions to this optimization problem as mentioned by 

Chang et al.[40] is to use the coarse (low resolution) to fine technique (high resolution) 

in which the conventional Hough Transform is performed in a low resolution parameter 

space to obtain a rough detection first, then the accurate detection can be obtained 

subsequent increase in the resolution. The optimum solution is obtained by estimating a 

threshold function which decides the optimum threshold between computational 

efficiency, storage overhead and the accuracy of the algorithm.  
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Figure 3.10: Evaluating the optimization function 

 

 

The accuracy of the final solution depends on many parameters like signal 

characteristics obtained at the sensors and the range estimation accuracy at the sensor 

level. A simplified problem statement is to obtain the optimum value of the resolution 

which provides acceptable accuracy for the application and further increasing the 

resolution does not affect the accuracy of the algorithm by a significant amount. This 

change in the accuracy for each increment in the resolution is given by the gradient as 

mentioned in the flowchart.   

 

Suppose the algorithm can be described by an equation with p parameters as 

follows: 
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;0),,,,,,( 321 =yxaaaaf pK
   ( 3.1 ) 

 

In the Hough Transform, the parameter space is divided into M x M cells, 

supposing the same quantum m is used for all the parameter calculations. The voting 

value U(a1i, a2i, …, api) at the point pi is given by  
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   ( 3.2 ) 

We can obtain a number of extreme values of U and the corresponding optimal 

parameters. 
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Figure 3.11: Optimization Flowchart 
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CHAPTER  4 

EXPERIMENTAL ANALYSIS 

 

 

 

Figure 4.1: Measurement System 

 

 

Network analyzers measure the reflection and transmission characteristics of 

devices and networks by applying a known frequency swept signal; and measuring the 
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reflected signal. The signal transmitted through the device or reflected from its input is 

compared with the incident signal generated by a swept RF source. The signals are 

applied to a receiver for measurement, signal processing and display. A network 

analyzer consists of a source, signal separation devices, a receiver, and a display.  The 

HP8753C vector network analyzer integrates a high resolution synthesized RF source 

and a dual channel three-input receiver to measure and display magnitude, phase, and a 

group delay of transmitted and reflected power. [14] 

 

 

Figure 4.2: HP8753C Vector Network Analyzer 

 

 

The signal from the HP8753C Vector Network Analyzer must be captured for 

processing. A GPIB-USB data acquisition (DAQ) interface is used to acquire the data 

into the computer. The virtual instrumentation software NI-LabVIEW, a graphical 
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programming platform is used to create user-defined DAQ system. [10] LabVIEW 

platform provides specific tools and models to solve specific applications ranging from 

modular measurement to hardware control.  

 

Due to finite dynamic range, isolation and directivity characteristics we need to 

perform vector accuracy enhancement, known as measurement calibration or error 

correction, provides the means to simulate a perfect measurement system. High 

frequency measurement there are measurement errors associated with the system that 

contribute to uncertainty in the results. Parts of the interconnecting cables and signal 

separation devices along with the analyzer introduce magnitude and phase variations. 

These variations appear as superposition of erroneous signals on the measured data. The 

VNA measurement calibration procedure measures magnitude and phase responses 

from known standard devices, and compares the measurement with actual device data. 

It uses the results to characterize the system and effectively remove the system errors 

using vector math capabilities internal to the network analyzer from the measurement 

data [13].   
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Figure 4.3: Measurement Flow Diagram
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Figure 4.4: Experimental localization geometry 

 

 

The radar sensor transmits sequences of sinusoidal signals of different 

frequencies toward a target, receives return signals from the target, and processes them 

for extracting the target characteristics. A Styrofoam is used as the dielectric medium to 

support the target. The typical experimental setup is shown above. The transmitted radar 

signal is converted into a reflected signal due to the electromagnetic scattering from a 

target. For the experimental study, we are using the monostatic mode of operation. 

Hence, even though the target scatters the incident radar energy in all directions, only 

the fraction of energy scattered back to the radar receiver is of interest. This is referred 

to as the back scattered energy.  
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Figure 4.5: Experimental Flow diagram 

 

The transmitted wave is given by the equation as given below. 

tfj

n
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neAtT

π2
)( ∑=     ( 4.1 ) 

The back scattering equation form a point scatterer model is given by the 

equation below [26]. 
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 Where An represents the strength of the nth scattering center and Rn represents 

its location along the radar line of sight (down range direction). Clearly if the signal is a 

narrow pulse, then based on the point-scatterer model the reflected signal is comprised 

of a collection of pulses where the pulse locations indicate the spatial positions of the 

scattering centers on the target along the down range and direction and the strengths of 
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the scattering centers are proportional to the strengths of the scattering centers and the 

distance of the scattering center form the antenna.     

 

 
 

Figure 4.6: Experimental Setup 

 

 

The data obtained from the HP875C Vector Network Analyzer is in the 

frequency domain. The frequency range is set to 1GHz to 3GHz. The frequency range is 

divided into 201 Frequency samples. The power is set to +15 dBm.  The averaging 

factor is set to 16 samples. The HP8753c Vector Network Analyzer is calibrated using 

the 2-port reflection, VNA calibration routine to estimate and compensate for the 

discontinuities due to the cable interfaces and long coaxial cables used to connect the 
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antennas. Based on the geometrical theory of diffraction (GTD), derived on the 

electromagnetic fields in the frequency domain fπω 2= .  

 

 

Figure 4.7: Transmission Coefficient (S21) measured in the Frequency Domain 
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The transmission coefficient (S21), measured by the VNA is given by 

( 4.4 ) 

 

Figure 4.8: Frequency Domain Signal (Sin(f)) after Background Subtraction 

 

The data obtained in the frequency domain x(f). The sampled signal values are 

multiplied by the Hanning function w(f) to reduce the time lobes. The Hanning window 

function is defined as follows: 
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Figure 4.9: Hanning Window (W(f)) 

 

The resultant is then transformed into the time domain using the Inverse 

Discrete Fourier Transform 
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Figure 4.10: Time Domain Signal 

 

 

The resultant signal is then correlated with the reference signal used as the 

correlation matched filter at the receiver. Correlation is carried out by computing the 

cross correlation of a stored reference waveform with the measured response of an 

unknown target. From the principles of noise radar [34], the simplest form of a noise 

radar transmits a random noise signal Sin(t).  
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Figure 4.11: Range estimation using signal correlation 
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Figure 4.12: Floor map for the localization experiment 
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Figure 4.13: Radar measurements 

 

 

 

 
 

Figure 4.14: Target 1 Dimensions 

h = 0.3 m 
r1 = 0.29 m 

r2=0.20 cm 
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Figure 4.15: Target 2 Dimensions 

 

 

 
 

Figure 4.16: Target 3 Dimensions 

r = 0.1016 m  

r = 0.0381 m   
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o – Actual Target Position

X – Estimated Target Location
 

 

Figure 4.17: Hough Transform Inspired Algorithm – Target 1 
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o – Actual Target Position

X – Estimated Target Location
 

 

Figure 4.18: Hough Transform Inspired Algorithm – Target 2 
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o – Actual Target Position

X – Estimated Target Location
 

 

Figure 4.19: Hough Transform Inspired Algorithm – Target 3 
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o – Actual Target Position

X – Estimated Target Location
 

 

Figure 4.20: Voting based Algorithm – Target 1 
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o – Actual Target Position

X – Estimated Target Location
 

 

Figure 4.21: Voting based Algorithm – Target 2 
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o – Actual Target Position

X – Estimated Target Location
 

 

Figure 4.22: Voting based Algorithm – Target 3 
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Figure 4.23: Modified – Grid Based Localization for Target T1 
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Figure 4.24: Modified – Grid Based Localization for Target T2 
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Figure 4.25: Modified – Grid Based Localization for Target T3 
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Figure 4.26: Localization using MMSE algorithm for Targets T1, T2, T3 (left - right) 

  



 

 

 

68 

 

Figure 4.27: Localization using MMSE algorithm for Targets T1, T2, T3 (left - right) 
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Figure 4.28: Effect of Variation of parameter γ2 

  

 



 

 

 

70 

 

Figure 4.29: Effect of Variation of parameter Є 
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Figure 4.30 Performance Analysis 

 

 

The performance comparison of the algorithms reveals that the grid based 

algorithms (MGBA, VPA, HTIA) out-perform the MMSE and IR-MMSE algorithms 

for large sensor range estimation errors. The robustness of the algorithms is reflected in 

the experimental results.  
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Table 4.1 A Comparison of Localization Algorithms  

 

 

Algorithm / Target Target 1 Target 2 Target 3 

Range Estimation Mean Square Error 0.1779 2.2293 2.6751 

 

Minimum Mean Square Error Estimation 

 

0.0854 8.0648 8.2517 

Iteratively Refined - Minimum Mean Square 

Error Estimation (γ = 0.5) 
0.0080 0.4145 0.5447 

Modified Grid Based  Algorithm (K = 1) 0.0173 0.0199 0.0201 

Hough Transform Inspired Algorithm 0.0195 0.2822 0.2948 

Voting based Algorithm (є = 0.5) 0.0250 0.0262 0.0265 

 

 

 



 

 

 

73 

 

CHAPTER 5 

CONCLUSIONS AND FUTURE WORK 

 

In this work, we have proposed an improved algorithm for localization of 

passive targets in radar networks. The proposed Modified Grid Based Algorithm 

(MGBA) demonstrates better performance in presence of large range estimation errors. 

In this thesis, we have provided both - numerical approach and experimental validation 

of the proposed algorithm. In the multiple targets scenario, the degree of complexity 

increases multifold since the number of targets is itself a variable. Additional 

complication is introduced due to multiple reflections bouncing from the targets. The 

time domain signal is a summation of the scattered field and the target interactions. The 

time domain signal may be resolved into the individual targets using targets’ radar 

signature and pattern recognition. The problem is now reduced to single target 

localization for each target considered individually. However, the Grid – Based 

Graphical approaches is applicable to simultaneous localization multiple targets 

scenario.  A simulation study by Chang et al.[4] using the HTIA illustrates the 

application of the algorithm for simultaneous localization of multiple targets in the 

MSSO (Multiple Sensor Multiple Object) case analysis.   
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APPENDIX A 

 

 

MMSE LOCALIZATION ALGORITHM  
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Inputs: Anchor locations and range estimates (xsi, ysi, dsi) 

Output: Target Position (x, y) 

 

1. Estimate matrix A based on (xsi, ysi, dsi) 
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2. Estimate column matrix u 









=

y

x
u

 

3. Estimate the target position using Least Squares Estimate 
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APPENDIX B   

 

 

IR-MMSE LOCALIZATION ALGORITHM 
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Inputs: Anchor locations and range estimates (xsi, ysi, dsi) 

Output: Target Position (x, y) 

 

1. Estimate matrix A based on (xsi, ysi, dsi) 
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2. Estimate column matrix u 
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3. For all combinations of A4 and b4 (A4 and b4are any four rows of A and b) 

4

1

4 bAu −=  

4. Estimate 2ζ  for each target position estimate (xo,  yo) using A4,  b4 
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Threshold 2γ  is a tunable parameter depends on the measurement error 

model 

5. Eliminate target position estimate (xo,  yo) which do not satisfy criteria 4 

6. Repeat step 4 until all target position estimates (xoi,  yoi) for all i 
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7. Estimate the updated Target Position Estimate as (mean xoi,  mean yoi) 
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APPENDIX C   

 

 

HOUGH TRANSFORM INSPIRED ALGORITHM 
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Inputs: Anchor locations and range estimates (xsi, ysi, dsi) 

Output: Target Position (x, y) 

 

1. Discredited the square region of interest into N x N grids. 

2. Search on all the grid-points for local maximal points of score function S(x; 

y), generate a candidate set f(xi; yi); i = 1…K, . 

3. For the grid point (xi, yi), where (xi; yi) > γ, report a discovery of the target. 
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APPENDIX D  

 

 

VOTING BASED ALGORITHM “VOTING PROCESS” 
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Inputs: Anchor locations and range estimates (xsi, ysi, dsi, Є ) 

Output: Target Position (x, y) 

 

1. Gm, S(x, y) = [ ]  ; mGyx ∈),(   
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2. Serially scan each grid and determine score function  

     if u

iii

l

i dyyxxd ≤−+−≤ 22 )()(  

then kwyxsyxs += ),(),(  

     endif 

3. Maximize Score Function S(x, y) 

4. Estimate the Target Position (x, y) as the centroid of Max[S(x; y)] 
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APPENDIX E 

 

 

MODIFIED GRID BASED ALGORITHM 
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Inputs: Anchor locations and range estimates (xsi, ysi, dsi) 

Output: Target Position (x, y) 

 

1. Gm, S(x, y) = [ ]  ; mGyx ∈),(   

2. Determine =ε  Scorr 

3. Serially scan each grid and determine score function  

     if u

iii

l

i dyyxxd ≤−+−≤ 22 )()(  

then kwyxsyxs += ),(),(  

     endif 

4. Maximize Score Function S(x, y) 

5. Estimate the Target Position (x, y) as the centroid of Max[S(x; y)] 
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APPENDIX F   

 

 

CENTROID FUNCTION 
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Inputs: Image (Im), Threshold (γ) 

Output: Centroid (xc, yc) 

 

[1] Convert the image Im (x, y) into a binary image 

If Im (xi, yi) ≥ γ  

then Im (xi, yi) = 1 

else  

Im (xi, yi) = 0 

endif  

[2] Compute Area of Image  ∑∑=
x y

yxarea ),Im(  

[3] Define size of Image [rows, cols] = size (Im) 

[4] Define matrices xg and yg  as follows  
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