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With the advent of advanced computational models, we are being constantly judged by AI systems, complex algorithmic systems based on data that has been collected about us. These analysis are critical as they span many wide spread areas of our lives. For instance, these systems have been shown to find effective ways to fight back and make informed decisions during the COVID-19 pandemic.

The wide spread use of these models naturally give rise to a few questions regarding explaining decisions that these systems have made, fairness questions in various parts of these systems. In this dissertation, we present three important problems pertaining to interpret-ability and explain-ability in interactive black-box systems.

User preference is often complex to express and quantify. In our first work in the dissertation, we present the problem of finding a small set of items from a data-set. These set of items minimize the user's regret of missing out on the top item from the whole dataset. Such a model also presents an opportunity for interactively understanding the user's
preference and providing the user with the top item in the data-set. Our work presents the novel framework to deal with a class of regret measures.

Use of data which is riddled with representative biases leads to unfair outcomes. In our second word, we present the problem of integrating fairness into range queries. More importantly, our goal is to eliminate representative biases from the output data which often is consumed by complex systems which can make critical decisions. In our work, we present a innovative index structure to deal with the single predicate range queries and a neighborhood based search to deal with multi-predicate queries.

In our third work in this dissertation, we present the problem of explain-ability in black box matching systems. Our approach relies on Shapley values based methods for explanations. To speed the slow nature of Shapley algorithm, we present a sampling based approximate approach with theoretical guarantees. We present a few common problems that arise in these bipartite black-box matching systems. For each of these problems, we illustrate the design of the Shapley value function.

For each of these problems, we discuss our approach to the problem, analyze its behavior and empirically evaluate our procedure. Our extensive experimental results show the efficacy and efficiency of our techniques.
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## CHAPTER 1

## Introduction

Data mining is a field of computer science that deals with the extraction of knowledge from data. Data mining algorithms are often used to solve a variety of problems. However, one of the challenges with data mining is that it can be used to generate biased results. This is because data mining algorithms are often trained on datasets that are not representative of the population as a whole. As a result, the results of data mining algorithms can be biased against certain groups of people.

In this dissertation, we present three works which deal with explain-ability and interpret-ability domain. First, we cover an interesting problem of understanding and interpreting user preferences in a multi-criteria decision making systems. Second, we present the work of integrating fairness constraints into database queries. Lastly, our work on explaining matching queries in black-box bipartite systems is presented.

Compact representatives of databases Given a database with numeric attributes, it is often of interest to rank the tuples according to linear scoring functions. For a scoring function and a subset of tuples, the regret of the subset is defined as the (relative) difference in scores between the top- 1 tuple of the subset and the top- 1 tuple of the entire database. Finding the regret ratio minimizing set (RRMS), i.e., the subset of a required size $k$ that minimizes the maximum regret-ratio across all possible ranking functions, has been a wellstudied problem in recent years. This problem is known to be NP-complete and there are several approximation algorithms for it. Other NP-complete variants have also been investigated, e.g., finding the set of size $k$ that minimizes the average regret ratio over all linear functions. Prior work [1,2] has designed customized algorithms for different
variants of the problem, and are unlikely to easily generalize to other variants. In this work we take a different path towards tackling these problems. In contrast to the prior works, we propose a unified algorithm for solving different problem variants. Unification is done by localizing the customization to the design of variant-specific subroutines or "oracles" that are called by our algorithm. Our unified algorithm takes inspiration from the seemingly unrelated problem of clustering from data mining, and the corresponding $K-M E D O I D$ algorithm. We design our algorithm with innovations ranging from linear programming, edge sampling in graphs, and volume estimation of multi-dimensional convex polytopes. We provide rigorous theoretical analysis, as well as substantial experimental evaluations over real and synthetic data sets to demonstrate the practical feasibility of our approach. The details of our work on compact representatives of databases is presented in Chapter 2.

## Responsible data management

This dissertation covers two published papers that fall under the umbrella of responsible data management.

Fairness in range queries: We are being constantly judged by automated decision systems that have been widely criticized for being discriminatory and unfair. Since an algorithm is only as good as the data it works with, biases in the data can significantly amplify unfairness issues. In this paper, we take initial steps towards integrating fairness conditions into database query processing and data management systems. Specifically, we focus on selection bias in range queries. We formally define the problem of fairness-aware range queries as obtaining a fair query which is most similar to the user's query. We propose a sub-linear time algorithm for single-predicate range queries and efficient algorithms for multi-predicate range queries. Our empirical evaluation on real and synthetic data-sets confirms the effectiveness and efficiency of our proposal. Chapter 3 presents all the details of our work on integrating fairness into range queries.

Shapley values based explanations to bipartite matching scenarios: In this work, we initiate research in explaining matchings. In particular, we consider the large-scale two-sided matching applications where preferences of the users are specified as (ranking) functions over a set of attributes and matching recommendations are derived as top-k. We consider multiple natural explanation questions, concerning the users of these systems. Observing the competitive nature of these environments, we propose multiple Shapley-based approaches for explanation. Besides exact algorithms, we propose a sampling-based approximation algorithm with provable guarantees to overcome the combinatorial complexity of the exact Shapley computation. Our extensive experiments on real-world and synthetic data sets validate the usefulness of our proposal and confirm the efficiency and accuracy of our algorithms. The details of this work is present in Chapter 4.

## CHAPTER 2

A Unified Optimisation Algorithm For Solving<br>"Regret-Minimising Representative" Problems

Given a database with numeric attributes, it is often of interest to rank the tuples according to linear scoring functions. For a scoring function and a subset of tuples, the regret of the subset is defined as the (relative) difference in scores between the top-1 tuple of the subset and the top- 1 tuple of the entire database. Finding the regretratio minimizing set (RRMS), i.e., the subset of a required size $k$ that minimizes the maximum regret-ratio across all possible ranking functions, has been a well-studied problem in recent years. This problem is known to be NP-complete and there are several approximation algorithms for it. Other NP-complete variants have also been investigated, e.g., finding the set of size $k$ that minimizes the average regret ratio over all linear functions. Prior work have designed customized algorithms for different variants of the problem, and are unlikely to easily generalize to other variants. In this paper we take a different path towards tackling these problems. In contrast to the prior, we propose a unified algorithm for solving different problem variants. Unification is done by localizing the customization to the design of variant-specific subroutines or "oracles" that are called by our algorithm. Our unified algorithm takes inspiration from the seemingly unrelated problem of clustering from data mining, and the corresponding K-MEDOID algorithm. We make several innovative contributions in designing our algorithm, including various techniques such as linear programming, edge sampling in graphs, volume estimation of multi-dimensional convex polytopes, and several others. We provide rigorous theoretical analysis, as well as substantial experimental evaluations over real and synthetic data sets to demonstrate the practical feasibility of our approach.

### 2.1 Introduction

Data-driven decision making is challenging when there are multiple criteria to be considered. Consider a database of $n$ tuples with $d$ numeric attributes. In certain cases, "experts" can come up with a (usually linear) function to combine the criteria into a "goodness score" that reflects their preference for the tuples. This function can then be used for ranking and evaluating the tuples [3-6]. However, devising such a function is challenging $[7,8]$, hence not always a reasonable option, especially for ordinary non-expert users [9]. For instance consider a user who wants to book a hotel in Miami, FL. She wants to find a hotel that is affordable, is close to a beach, and has a good rating. It is not reasonable to expect her to come up with a ranking function, even though she may roughly know what she is looking for. Therefore, she will probably start exploring different options and may end up spending several confusing and frustrating hours before she can finalize her decision. Alternatively, one could remove the set of "dominated" tuples [10], returning a Pareto-optimal [11] (a.k.a. skyline $[9,10]$ ) set, which is the smallest set guaranteed to contain the "best" choice of the user, assuming that her preference is monotonic [10]. In the case where user preferences are further restricted to linear ranking functions, only the convex hull of the dataset needs to be returned.

The problem with the skyline or convex hull is that they can be very large themselves, sometimes being a significant portion of the data [12,13], hence they lose their appeal as a small representative set for facilitating decision making. Nanongkai et al. [12] came up with the elegant idea of finding a small set that may not contain the absolute "best" for any possible user (ranking function), but guarantees to contain a satisfactory choice for each possible function. To do so, they defined the notion of "regret-ratio" of a representative subset of the dataset for any given ranking function as follows: it is the relative score difference between the best tuple in the database and the best tuple in the representative set. Given $k<n$, the task is to find the regret-ratio minimising set (RRMS), i.e., a subset
of size $k$ that minimises the maximum regret-ratio across all possible ranking functions. This problem is shown to be NP-complete, even for a constant (larger than two) number of criteria (attributes) [14]. Other researchers have also considered different versions of the problem formulation. For instance Chester et. al. [1] generalise the notion of regret from the comparison of the the actual top- 1 of database to the top-k. More recently, in $[2,15]$ the goal was to compute the representative set that minimises the average regret-ratio across all possible functions, instead of minimising the max regret-ratio. All these variants have been shown to be NP-complete.

Given their intractable nature, there has been significant effort in designing efficient heuristics and approximation algorithms for these problems. The RRMS problem has been investigated in several papers [13, 14, 16], and several approximation algorithms have been designed; the algorithms in $[13,14]$ run in polynomial time and can approximate the maxregret ratio within any user-specified accuracy threshold. The average regret-ratio problem has been investigated in [15], and a different greedy approach has been proposed, which achieves a constant (though not any user-specified) approximation factor with high probability.

### 2.1.1 Technical Highlights

In this chapter, we make the following observations about the previous works: (a) the proposed algorithms are dependent on the specific problem formulation, and do not seem to generalise to different variants, and (b) the focus has been on designing approximation algorithms, and not on optimal algorithms. Consequently, we take a different route towards solving these problems, and our work makes two important contributions:

Firstly, we develop a unified algorithm that works across different formulations of the problem, including max [12] and average [15] regret minimising sets. The unified algorithm makes calls to a subroutine (we refer to it as an "oracle"), and it is this subrou-
tine/oracle that needs to be customised for each problem variant. Thus the customisation is localised to the design of the oracle.

Secondly, we make a connection between the various regret minimising problems and the seemingly unrelated classical data mining problem of clustering and the wellknown K-MEDOID [17] algorithm. Most variants of clustering are NP-hard, yet the KMEDOID algorithm is extremely popular in practice and is based on a hill-climbing approach to find a local optima. One of the main technical highlights of our contributions is to take inspiration from, and design our unified algorithm based on the K-MEDOID algorithm, even though the regret minimization problems seemingly appear quite different from clustering problems. One of the consequences of our approach is that the well-known advantages of the K-MEDOID algorithm transfer over to our unified algorithm. For example, the K-MEDOID algorithm has the any-time property; given more time it can be repeatedly restarted from different random starting configurations, which gives it the ability to improve the local optima that it has discovered thus far. Our unified algorithm also has this property, which can be useful in time-sensitive applications, including a query answering system.

To achieve our two contributions, several novel and challenging technical problems had to be solved. The K-MEDOID algorithm provided inspiration, but was not really easily adaptable for our case. Instead, we had to carefully model our problem as that of optimally partitioning the space of all ranking functions into $k$ convex geometric regions, such that for each region exactly one tuple from the database is the "representative", i.e., it has the highest (max, or average, depending on the problem variant being solved) score for any function in that region. At a high level, our algorithm first chooses $k$ tuples randomly as our initial representative set. Then it only examines these $k$ tuples, and partitions the function space into $k$ convex regions such that the tuple associated with each region outscores the remaining $k-1$ tuples for any ranking function within its region. Then, the database is
examined to update the best representative for each region, and the process iterates until a local optima is reached.

The process of examining the database for updating the best representative for any region required us to develop variant-specific subroutines/oracles. For the case of the max regret-ratio, we propose different innovative strategies for designing an efficient oracle. For large regions, we design a threshold-based algorithm based on function-space discretization. For narrow regions, we model the problem as an instance of edge sampling from a weighted graph where edge weights are determined by solving (constant-sized) linear programs.

For the average regret-ratio case, designing an oracle was challenging. As another of our innovative technical highlights, we show that it is reducible to the classical problem of computing the volume of polytopes defined by the intersection of $O(n)$ half-spaces. Unfortunately, this approach has a time complexity of $\Omega\left(n^{d}\right)$ [18]. Even if we assume that the dimension of the database is fixed, this high complexity makes this approach only of theoretical interest. Consequently, we propose an alternative approach based on MonteCarlo sampling of the function space.

We provide proof of convergence of our unified algorithm, as well as provide detailed theoretical analyses of our oracles. We also conduct extensive empirical experiments on both real and synthesis datasets that show the efficiency and effectiveness of our proposal.

### 2.1.2 Summary of Contributions

In summary, our contributions are as follows:

- We develop a unified algorithm for solving different variants of the regret-ratio representative set problem. This is in contrast to prior works that developed custom algorithms for each variant; our customisation is localised to the design of variantspecific "oracles".
- Our unified algorithm is inspired by the seemingly unrelated K-MEDOID clustering algorithm. Thus it is designed to find locally optimal solutions, in contrast to prior works that focused on approximation algorithms.
- Our unified algorithm is based on showing that the optimal representative set of $k$ tuples induces a partitioning of the function space into $k$ convex regions, each identified by exactly $(k-1)$ hyperplanes (independent of the number of dimensions), where within every region one of the tuples of the set is the "best" in terms of the optimisation goal.
- We provide innovative approaches to designing custom oracles for the different problem variants, including graph transformation, a threshold-based algorithm, and MonteCarlo estimation.
- Our approaches are principled, supported by theoretical analysis and guarantees.
- We conduct extensive experiments on both real and synthesis datasets to demonstrate the efficiency and effectiveness of our proposal.

The rest of this chapter is organised as follows. In section § 2.2, we introduce the terms and formally define the problem. § 2.3 makes the connection between the URM algorithm and the K-MEDOID algorithm, provides the proof of convergence, and ends with a running example. In $\S 2.4$ and $\S 2.5$, we present the oracles for max and average regretratio, respectively. Experiment results and related work are provided in § 2.6 and § 2.7, respectively.

### 2.2 Preliminaries

Data Model: We consider a database $\mathbb{D}$ in the form of $n$ tuples $t_{1}$ to $t_{n}$, defined over $d$ numeric attributes $A_{1}$ to $A_{d}$. We use the notation $t_{i}[j]$ to show the value of $t_{i}$ on attribute $A_{j}$. Without loss of generality, we assume that attribute values are normalised and standardised
as the non-negative real numbers, $\mathbb{R}^{+}$. The numeric attributes are used for scoring and ranking the tuples. Additionally, the dataset may also include non-ordinal attributes that may be used in filtering, but not in ranking. Finally, for each attribute $A_{i}$, we assume that the larger attribute values are preferred. The values $x$ of an attribute $A_{i}$ with smaller-preferred nature require a straight forward transformation such as $\left(\max \left(A_{i}\right)-x\right) /\left(\max \left(A_{i}\right)-\min \left(A_{i}\right)\right)$.

Example 1. As a running example in this chapter, consider a dataset of 10 tuples, defined over the attributes $A_{1}$ to $A_{3}$, as shown below. The values of the attributes are normalised in range [0,100] and for all attributes the higher values are preferred. In this example $t_{4}[3]$ refers to the value of tuple $t_{4}$ on attribute $d_{3}$ which is equal to 75 .

| tuple | $A_{1}$ | $A_{2}$ | $A_{3}$ |
| :---: | :---: | :---: | :---: |
| $t_{1}$ | 60 | 80 | 77 |
| $t_{2}$ | 55 | 75 | 63 |
| $t_{3}$ | 75 | 60 | 59 |
| $t_{4}$ | 68 | 70 | 75 |
| $t_{5}$ | 80 | 75 | 73 |
| $t_{6}$ | 56 | 65 | 91 |
| $t_{7}$ | 61 | 78 | 80 |
| $t_{8}$ | 90 | 60 | 58 |
| $t_{9}$ | 86 | 68 | 74 |
| $t_{10}$ | 77 | 67 | 82 |

Ranking Model: The database tuples are ranked using the scores assigned by a ranking function. For every tuple $t \in \mathbb{D}$, a ranking function $f: \mathbb{R}^{d} \rightarrow \mathbb{R}^{+}$assigns a non-negative score to $t$. A tuple $t_{i}$ outranks $t_{j}$ based on $f$ if its score is larger than the one of $t_{j}$. Following the literature in regret-minimising context [1,12-14], we consider the class of linear ranking
functions in this chapter ${ }^{1}$. The score of a tuple $t$ based on a linear function $f$ with a weight vector $\vec{w}=\left\{w_{1}, w_{2}, \cdots, w_{d}\right\}$ is computed as:

$$
\begin{equation*}
f_{\vec{w}}(t)=\sum_{i=1}^{d} w_{i} \cdot t[i] \tag{2.1}
\end{equation*}
$$

In the rest of chapter, we simplify $f_{\vec{w}}(t)$ to $f(t)$ when $\vec{w}$ is clear in the context. As an example, let us consider Example 1, while choosing $\vec{w}=\langle .25, .5, .25\rangle$ for the ranking function. Using this function, $f\left(t_{1}\right)=.25 \times 60+.5 \times 80+.25 \times 77=74.25$. Computing the score of other tuples, the ordering of the tuples in $\mathbb{D}$ based this function is $\left\{t_{5}, t_{1}, t_{7}, t_{9}, t_{10}, t_{4}, t_{6}, t_{2}, t_{8}, t_{3}\right\}$.

In a $d$-dimensional space that every tuple is presented as a point, every linear function can be modelled as a origin-starting ray that passes through the point specified by its weight vector. For example, the function $f$ with the weight vector $\vec{w}=\langle .25, .5, .25\rangle$ is modelled as the ray that starts from the origin and passes through the point $\langle .25, .5, .25\rangle$. The ordering of tuples based on $f$ is specified by the ordering their projections on the ray of $f$ (please refer to [7] for further details). As a result, the universe of origin-starting ray in the first quadrant of the $d$ dimensional space shows the universe of linear functions. We call this the function space.

A tuple $t_{i}$ of a database is said to dominate tuple $t_{j}$ if each of the attribute values for $t_{i}$ is not smaller than that of $t_{j}$ 's while there exists an attribute $A_{k}$ where $t_{i}[k]>t_{j}[k]$. For instance, in Example 1, $t_{1}:\langle 60,80,77\rangle$ dominates $t_{2}:\langle 55,75,63\rangle$. The set of tuples from the database which are not dominated tuples in the database is known as the skyline (or Pareto-optimal) [9-11].

A maxima representative, or simply a representative, is a subset $S \subseteq \mathbb{D}$ that is used for finding the maximum of $\mathbb{D}$ for any arbitrary ranking function $f$. Skyline is the minimal representative of $\mathbb{D}$ that guarantees the containment of the maximum of any function in the

[^0]class of monotonic ranking functions. That is the reason it is popular for multi-criteria decision making (in the absence of a ranking function). Similarly, convex-hull is the minimal representative that contains the maximum for the class of linear ranking functions.

However, the skyline or convex-hull may contain a large portion of the database, which diminishes their applicability as a small set for decision making [12, 13]. For instance, the skyline of Example 1 is $\left\{t_{1}, t_{4}, t_{5}, t_{6}, t_{7}, t_{8}, t_{9}, t_{10}\right\}$, which includes $80 \%$ of the tuples.

### 2.2.1 Regret optimisation measures

Regret ratio is a measure of dissatisfaction of a user when she sees results returned from the subset instead of the entire database. Let $f$ be a ranking function, then regret ratio is defined as the ratio of the difference in ranking function scores between the top database tuple and the top tuple from the representative set to the score of the top database tuple:

Definition 2.2.1 (Regret Ratio). Given a function $f$, let tuple $t$ be $\operatorname{argmax}_{\forall t \in \mathbb{D}} f(t)$. The regret ratio of set $S \subseteq \mathbb{D}$ for a ranking function $f$ can be computed as

$$
\begin{equation*}
r r(f, S)=\min _{t^{\prime} \in S} \frac{f(t)-f\left(t^{\prime}\right)}{f(t)} \tag{2.2}
\end{equation*}
$$

For instance, in Example 1, consider the set $S=\left\{t_{2}, t_{3}, t_{4}\right\}$ and the function $f$ with the weight vector $\vec{w}=\langle .25, .5, .25\rangle . t_{5}$ is the max for this function $\left(f\left(t_{5}\right)=75.75\right)$ while $t_{4}$ is the tuple with the max score $\left(f\left(t_{4}\right)=70.75\right)$ in $S$. Therefore, $r r(f, S)$ in this example is $(75.75-70.75) / 75.75 \simeq .066$.

For a universe of ranking functions, an aggregate over the regret ratio of each ranking function is considered as the regret ratio of the representative set for the universe.

In this chapter, we provide a unified model that can handle a wide variety of aggregates (any $\ell^{p}$ norm):

Definition 2.2.2. $\ell^{p}$ norm regret measure : Given a database $\mathbb{D}$, a representative $S \subseteq \mathbb{D}$, a real number $p \geq 1$, and a set of ranking functions $F$, the $\ell^{p}$ norm aggregate measure $A g g^{p}$ is defined as:

$$
R R_{F}(S)=A g g_{\forall f \in F}^{p} r r(f, S)
$$

While different aggregates can be used here, so far the literature has considered maximum and average regret ratio minimising sets. Without limiting our proposal to a specific value of norm, we especially show the adaptation of our framework for the existing aggregates, i.e., (i) $\ell_{\infty}$ : maximum regret ratio and (ii) $\ell_{1}$ : average regret ratio. We will lay out the formal definitions of these measures in the remainder of this section.

Definition 2.2.3. Maximum ( $\ell^{\infty}$ norm) Regret Ratio: Given a database $\mathbb{D}$ and a set of functions $F$, the maximum regret ratio [12] of a set $S \subseteq \mathbb{D}$ is the maximum value of regret ratio for the set $S$ over the set of all possible ranking functions $F$. That is,

$$
\begin{equation*}
R R_{F}(S)=\sup _{f \in F} r r(f, S) \tag{2.3}
\end{equation*}
$$

While the maximum regret ratio looks at the worst case regret ratio for a set of functions, a different measure for user dissatisfaction is the average regret ratio.

Definition 2.2.4. Average ( $\ell^{1}$ norm) Regret Ratio: Given a database $\mathbb{D}$, a set of functions $F$, and a probability distribution $\eta($.$) where \eta(f)$ is the probability of each function $f \in F$, the average regret ratio [15] of a set $S \subseteq \mathbb{D}$ is defined as

$$
\begin{equation*}
A R R_{F}(S)=\int_{f \in F} \eta(f) \operatorname{rr}(f, S) d f \tag{2.4}
\end{equation*}
$$

Even though the regret ratio notions are defined for general classes of functions, the majority of the existing work consider $F$ as the class of linear ranking functions (Equation 2.1) $[1,12-15,20]$. Also, for average regret ratio, the uniform distribution is considered as the probability distribution of ranking functions $\eta($.$) [15]. We follow the literature$
on these. In the rest of the chapter, we simplify the notations $R R_{F}(S)$ and $A R R_{F}(S)$ to $R R(S)$ and $A R R(S)$ for the class of linear ranking functions $(\mathcal{L})$.

### 2.2.2 Problem Definition

In this chapter, we consider the problem of finding a compact representative of size $k$ from a database such that the regret optimisation measure is minimised. Formally:
$\ell^{p}$ Regret Ratio Representative Problem:
Given a dataset $\mathbb{D}$, a set of ranking functions $\mathcal{F}$, and a value $k$, find the representative $S$ of $\mathbb{D}$ for $\mathcal{F}$ such that $|S|=k$ and $\ell^{p}$ norm regret measure (Definition 2.2.2) of $S$ is minimised.

Specifically, the problem for the max. (resp. avg.) regret ratio is to find a set $S \subseteq \mathbb{D}$ of size $k$ that minimises the max. (resp. avg.) regret ratio. For any constant number of dimensions larger than 2 , the problem for max. regret ratio is shown to NP-complete [14]. Similarly, the problem for average regret ratio is proven to be NP-complete [15].

The two problems we consider in this chapter are the max and average regret ratio optimising set problems. In section 3, we describe the Regret Minimising Framework algorithm, a general framework to solve the regret ratio class of problems, followed by sections 4 and 5 which discuss the details of the oracles for the Maximum and Average regret ratio problems respectively. We show empirical results for both these problems in section 6.

### 2.3 Unified Regret Minimisation

### 2.3.1 Overview

In this section, we propose our Unified Regret Minimizer (URM) algorithm which is inspired from the K-MEDOID algorithm.


Figure 2.1: In Example 1, the tuples in a representative $\left\{t_{1}, t_{5}, t_{7}, t_{9}\right\}$ partition the entire function space into convex regions. In general, for a representative of size $k$, each of the regions are formed as the intersection of $(k-1)$ half spaces. Each tuple can be thought of as being in charge of its own region.

Before providing the details of the algorithm, it is necessary to explain two central ideas in this chapter: (i) representative and (ii) region of a tuple $t$, defined in definition 2.3.1 and definition 2.3.2 respectively.

Definition 2.3.1. Given a function $f$ and a set of tuples $S \subseteq \mathbb{D}$, a tuple $t \in S$ is a representative for $f$ if it has the maximum score, based on $f$ among elements of $S$. Formally:

$$
\rho(f, S)=\operatorname{argmax}_{t \in S} f(t)
$$

Definition 2.3.2 (Region of The Tuple $t$ ). Given a set $S$ and a tuple $t \in S$, the region of $t$ is the set of functions for which $t$ is the representative. That is,

$$
R_{t}(S)=\{f \in \mathcal{L} \mid \rho(f, S)=t\}
$$

For example, Figure 2.1 shows the regions of the tuples $\left\{t_{1}, t_{5}, t_{7}, t_{9}\right\}$ in Example 1.

Having the necessary definitions in place, we now provide a brief overview of the K-MEDOID and then show the transformation of our problem to it. Recall that given a database $\mathbb{D}$, the output size $k$ and a regret measure, the $U R M$ algorithm finds a set of $k$ representative tuples from $\mathbb{D}$, such that the regret measure is minimised.

K-MEDOID algorithm: This is an iterative algorithm that partitions a set of $n$ objects into $k$ clusters, such that the distance between objects belonging to a cluster and their cluster centre are minimised. While many clustering algorithms (such as $k N N$ [21]) have cluster centres that may not belong to the set of $n$ objects, the K-MEDOID algorithm sets itself apart by choosing the cluster centres from the set of $n$ objects. More details about the algorithm is provided in [17].

Although the clustering problem and the K-MEDOID algorithm seems far removed and disconnected from our regret minimisation problems, the notion of region of a tuple, provided in Definition 2.3.2 is the key in the problem transformation. As we shall show in the following, we see the problem as a partitioning of the function space into $k$ convex regions while the tuples are the centroids.

Before providing further technical details in § 2.3.2, we would like to highlight a key difference between the nature of the problems: While the K-MEDOID algorithm deals with countable set of objects $n$, the $U R M$ algorithm deals with an infinite set of objects (functions). The K-MEDOID algorithm clusters $n$ objects ( $n$ being a discrete and finite number) into $k$ clusters, each of which contains finite number of objects. In contrast, as we shall elaborate next, the $U R M$ algorithm clusters the continuous space of ranking functions, which contains an infinite number of functions into $k$ convex regions of ranking functions.

The URM algorithm forms the basis for a unified framework to find compact representatives for a variety of regret measures. It does this by abstracting the various notions of regret measures into an oracle. At a high level, URM operates as follows. It is initialised
with a set of $k$ tuples (tuples), which form the compact representatives for the first iteration of the algorithm. These $k$ tuples are used to partition the entire function space into $k$ convex regions, such that for each region the corresponding tuple is the representative. In each iteration, we replace the $k$ tuples with a potentially new set of $k$ tuples that improves the regret measure. This is done by choosing, for each convex region of functions, the tuple from the database $\mathbb{D}$ that is the best representative for that region (this is accomplished by making calls to the oracle). The function space is re-partitioned into $k$ new convex regions, and the iterations continue until we converge to a local optima (i.e., the $k$ tuples do not change).

| Region | Half-space 1 | Half-space 2 | Half-space 3 |
| :---: | :---: | :---: | :---: |
| Region for $t_{1}$ | $t_{1}-t_{5}:-20 A_{1}+5 A_{2}+4 A_{3} \geq 0$ | $t_{1}-t_{7}:-A_{1}+2 A_{2}-3 A_{3} \geq 0$ | $t_{1}-t_{9}:-26 A_{1}+12 A_{2}+3 A_{3} \geq 0$ |
| Region for $t_{5}$ | $t_{5}-t_{1}: 20 A_{1}-5 A_{2}-4 A_{3} \geq 0$ | $t_{5}-t_{7}: 19 A_{1}-3 A_{2}-7 A_{3} \geq 0$ | $t_{5}-t_{9}:-6 A_{1}+7 A_{2}-A_{3} \geq 0$ |
| Region for $t_{7}$ | $t_{7}-t_{1}: A_{1}-2 A_{2}+3 A_{3} \geq 0$ | $t_{7}-t_{5}:-19 A_{1}+3 A_{2}+7 A_{3} \geq 0$ | $t_{7}-t_{9}:-25 A_{1}+10 A_{2}+6 A_{3} \geq 0$ |
| Region for $t_{9}$ | $t_{9}-t_{1} 26 A_{1}-12 A_{2}-3 A_{3} \geq 0$ | $t_{9}-t_{5}: 6 A_{1}-7 A_{2}+A_{3} \geq 0$ | $t_{9}-t_{7}: 25 A_{1}-10 A_{2}-6 A_{3} \geq 0$ |

Table 2.1: Table containing the inequalities that define each region of the representative $\left\{t_{1}, t_{5}, t_{7}, t_{9}\right\}$.

### 2.3.2 Details

The key in the design of $U R M$ is that a set of $k$ representative tuples partition the function space into $k$ convex regions, such that each of the tuples $t_{i}$ is the "representative" for all functions its region $R_{i}$. This enables adopting the K-MEDOID technique for clustering the function space.

Theorem 2.3.1. Consider the set $S:\left\{t_{1}, \cdots, t_{k}\right\}$ as the compact representative of database $\mathbb{D}$ and the region of functions that are represented by $t_{i}$ be $R_{i}$. Then the followings hold:

1. The regions $R_{1}, \cdots, R_{k}$ partition the function space.
2. For each tuple $t_{i}, R_{i}$ is convex.

## 3. Each region $R_{i}$ is the intersection of $(k-1)$ half-spaces.

Proof. Let us consider a ranking function $f$ from the space of all ranking functions $F$. From equation 2.2, the regret ratio $r=\operatorname{rr}(f, S)$ is the regret ratio of the set $S$ for the function $f$. The tuple from the set $S$ which achieves this regret ratio is given by,

$$
t=\operatorname{argmin} \forall_{i \leq k} \frac{f(t)-f\left(t_{i}\right)}{f(t)}
$$

This tuple $t \in S$ is the representative for the function $f$. The region $R_{i}$ consists of all the functions that have $t_{i}$ as the representative. As the above property is applicable to the set of all ranking functions, regions $R_{1}, \cdots, R_{k}$ partition the function space into $k$ regions. This proves property 1.

The region of functions for which the tuple $t_{i}$ is ranked higher than tuple $t_{1}$ is a half-space denoted by $H_{i 1}^{+}$, which is defined by the inequality,

$$
\begin{equation*}
\sum_{i=1}^{k} w_{i} \cdot\left(t_{i}[i]-t_{1}[i]\right) \geq 0 \tag{2.5}
\end{equation*}
$$

The hyper-plane represented by the left-hand side of equation 2.5 is denoted as ordering exchange hyper-plane as it divides the space into two regions, one in which tuple $t_{i}$ is better than $t_{1}$ and vice versa in the other. As equation 2.5 represents a half-space and half-spaces are convex, $H_{i 1}^{+}$is a convex region. Similarly, let $H_{i j}^{+}$be the region of functions where $t_{i}$ is better than $t_{j}$. As $R_{i}$ is the region of functions where $t_{i}$ is the representative, we need to consider the function space where $t_{i}$ is better than all the other tuples, which is given by,

$$
\begin{equation*}
R_{1}=\cap_{j=1}^{k} H_{i j}^{+} \tag{2.6}
\end{equation*}
$$

Region $R_{i}$ is an intersection of $(k-1)$ half-spaces. This proves property 2.
We know that, the intersection of convex regions is convex. As half-spaces are convex, region $R_{i}$, which is an intersection of $(k-1)$ half-spaces is convex. This proves property 3.

An interesting observation from Theorem 2.3.1 is that each region is described as a list of $(k-1)$ half-spaces (equations), which is independent of the number of dimensions.

As an example let us consider Figure2.1, which shows the regions for the tuples $\left\{t_{1}, t_{5}, t_{7}, t_{9}\right\}$ in Example 1. Table 2.1 shows the three half-spaces define each of the regions. For instance, the region of $t_{1}$ is described by the half-spaces between $t_{1}$ and $t_{5}, t_{7}$, and $t_{9}$. Each of these regions are drawn in Figure 2.1. One can verify that these regions are convex and partition the function space.

Theorem 2.3.1 shows that the regions of a set of tuples $S:\left\{t_{1}, . ., t_{k}\right\}$ partition the function space into $k$ non-overlapping convex clusters. Now we show how this enables adopting the K-MEDOID algorithm. Consider a database $\mathbb{D}$ and an initial set $S:\left\{t_{1}, . ., t_{k}\right\}$ of $k$ representative tuples in the first iteration of the algorithm. Let the region of functions $R_{i}$ for tuple $t_{i}$ be represented as the intersection of $(k-1)$ half-spaces. Based on Definition 2.3.2, $t_{i}$ is preferred over all tuples $t_{j} \in S \backslash\left\{t_{i}\right\}$ for any function $f \in R_{i}$. But it does not necessarily mean that $t_{i}$ is preferred over all tuples $t_{j} \in \mathbb{D} \backslash\left\{t_{i}\right\}$. So, for each $i$, there may be another tuple in the dataset that can introduce a smaller regret compared to $t_{i}$ for $R_{i}$. This is a key observation in designing the subsequent iterations of the algorithm. To do so, we rely on the existence of the "regret optimisation oracle", that finds the best representative tuple in the database for $R_{i}$. This oracle is dependent on the variant of the regret measure we are seeking to optimise.

Regret optimisation oracle: The regret optimisation oracle is the variant-specific part of our overall approach. It is used to find a representative tuple from the database which best optimises a specific regret measure a convex region of ranking functions $R_{i}$ (e.g., max regret, average regret, more general $\ell_{p}$-norm regret, etc). Formally, given a database $\mathbb{D}$, a particular variant of regret measure of interest, and a convex region of functions $R_{i}$ defined by the intersection of half-spaces, the regret optimisation oracle finds the tuple (and the
corresponding regret measure) from the database which minimises the regret measure over all functions in $R_{i}$.

For now, we assume that such a variant-specific oracle exists, and we proceed with describing how our unified algorithm $U R M$ can leverage such an oracle (details about the design of the oracle for different problem variants are deferred to $\S 2.4$ and § 2.5). At every iteration of the algorithm, for every region of functions $R_{i}$, the regret optimisation oracle is used to find the new representative for the region $R_{i}$. The set of $k$ tuples obtained from $k$ calls to the regret optimization oracle form the new set of representatives for the next iteration of the algorithm. The iterations continue until the representative set of tuples ceases to change.

The pseudo code of the $U R M$ algorithm is given in Algorithm 1. Also, Algorithm 2 shows the pseudo code for finding the region $R_{i}$ for a tuple $t_{i}$, in the form of the intersection of $(k-1)$ half-spaces.

Compared to the existing literature for regret ratio minimising problem, the URM algorithm has some unique and important features. URM provides a unified framework for the $\ell^{p}$ and $\ell^{\infty}$ classes of regret ratio measures. Our iterative algorithm has the any-time property where the user may stop at any time/iteration and still find a set of compact representatives. The any-time property can be very useful in case of real time query answering systems and other time-sensitive applications.

### 2.3.3 Proof of convergence for $\ell^{p}$ and $\ell^{\infty}$ norms

A critical factor for iterative algorithms is the guarantee of convergence. In this section, we prove that our algorithm converges to a local optima, for the $\ell^{p}$ and $\ell^{\infty}$ norm class of regret ratio measures.

Theorem 2.3.2. In each successive iteration of the URM algorithm, the regret measure for the set $S:\left\{t_{1}, \cdots, t_{k}\right\}$ improves for the $\ell^{p}$ norm regret measure.

```
Algorithm 1 URM Algorithm
    Input: Database \(\mathbb{D}\), Regret Oracle Orc, Initial set of \(k\) tuples initial
    Output: Representative \(S\)
    1: \(S \leftarrow\) initial
    repeat
    3: \(\quad S^{\prime} \leftarrow\) new List
    4: \(\quad\) for tuple \(t\) in \(S\) do
    5: \(\quad R_{t} \leftarrow \operatorname{RegionOf}(t, S \backslash\{t\})\)
    6: \(\quad t^{\prime} \leftarrow \operatorname{Orc}\left(\mathbb{D}, R_{t}\right) / /\) the best tuple for \(R_{t}\) based on Orc
    7: \(\quad\) Add \(t^{\prime}\) to \(S^{\prime}\)
    8: end for
    9: \(\quad S \leftarrow S^{\prime}\)
    10: until Convergence
11: return \(S\)
```

```
Algorithm 2 RegionOf
    Input: A set of \(k\) tuples \(S\) and a tuple \(t \in S\)
```

    Output: \(R_{t}\) in the form of intersection of \((k-1)\) half spaces
    1: \(R_{t} \leftarrow\) new set
    2: for tuple \(t_{j}\) in \(S \backslash\{t\}\) do
    // \(H_{j}\) is defined as as \(\sum_{i=1}^{d} H_{j}[i] \times w_{i} \geq 0\)
    3: \(\quad H_{j} \leftarrow\) new list of size \(d\)
    4: \(\quad\) for \(i \leftarrow 1\) to \(d\) do \(H_{j}[i]=t[i]-t_{j}[i]\)
    5: \(\quad\) Add \(H_{j}\) to \(R_{t}\)
    end for
    : return \(R_{t}\)
    Proof. Let us consider a set $S:\left\{t_{1}, \cdots, t_{k}\right\}$ as the compact representatives before the iteration and let set $S^{\prime}:\left\{t_{1}^{\prime}, \cdots, t_{k}^{\prime}\right\}$ be the compact representatives after the iteration. The $\ell^{p}$ norm for the set $S$ can be described by

$$
R R=\sqrt[p]{\int_{f \in F}(r r(f, S))^{p}}=\sqrt[p]{\sum_{i=1}^{k} \int_{f \in R_{i}}\left(r r\left(f, t_{i}\right)\right)^{p}}
$$

During the iteration, for every region $R_{i}$ the regret minimisation oracle finds a tuple from the database $\mathbb{D}$ that minimises the $\ell^{p}$ norm regret measure. Hence, we know that,

$$
\begin{equation*}
\stackrel{k}{\forall} \stackrel{\stackrel{k}{\forall}}{\forall} \int_{f \in R_{i}}(r r(f, S))^{p} \geq \int_{f \in R_{i}^{\prime}}\left(r r\left(f, t_{i}^{\prime}\right)\right)^{p} \tag{2.7}
\end{equation*}
$$

As the equation for $R R^{\prime}$ can be written as,

$$
\begin{equation*}
R R^{\prime}=\sqrt[p]{\sum_{i=1}^{k} \int_{f \in R_{i}}\left(r r\left(f, t_{i}^{\prime}\right)\right)^{p}} \tag{2.8}
\end{equation*}
$$

Using equation 2.7 in equation 2.8 , we get

$$
\sqrt[p]{\sum_{i=1}^{k} \int_{f \in R_{i}}\left(r r\left(f, t_{i}\right)\right)^{p}} \geq \sqrt[p]{\sum_{i=1}^{k} \int_{f \in R_{i}}\left(r r\left(f, t_{i}^{\prime}\right)\right)^{p}}
$$

As the region of $t_{i}$ differs from that of $t_{i}^{\prime}$, we can conclude

$$
\begin{gather*}
\left.r r\left(f, t_{i}^{\prime}\right)\right) \geq\left(r r\left(f, S^{\prime}\right)\right.  \tag{2.9}\\
R R \geq R R^{\prime}
\end{gather*}
$$

A similar proof for $\ell^{\infty}$ norm can be proved.
Theorem 2.3.3. In each successive iteration of the URM algorithm, the regret measure for the set $S:\left\{t_{1}, \cdots, t_{k}\right\}$ improves for the $\ell^{\infty}$ norm regret measure(maximum regret ratio).

Proof. Let us consider a set $S:\left\{t_{1}, \cdots, t_{k}\right\}$ as the compact representatives before the iteration and let set $S^{\prime}:\left\{t_{1}^{\prime}, . ., t_{k}^{\prime}\right\}$ be the compact representatives after the iteration. The $\ell^{\infty}$ norm regret measure for the set $S$ can be described by

$$
R R=\max _{i=i}^{k} \sup _{f \in R_{i}} r r\left(f, t_{i}\right)
$$

During the iteration, for every region $R_{i}$ the regret minimisation oracle finds a tuple from the database $\mathbb{D}$ that minimises the $\ell^{\infty}$ norm regret measure. Hence, we know that

$$
\begin{equation*}
\stackrel{k}{\forall} \operatorname{vin}_{f \in R_{i}} \operatorname{sur}\left(f, t_{i}\right) \geq \sup _{f \in R_{i}} \operatorname{rr}\left(f, t_{i}^{\prime}\right) \tag{2.10}
\end{equation*}
$$

Using equations 2.10 and 2.9 we get,

$$
\max _{i=i}^{k} \sup _{f \in R_{i}} r r\left(f, t_{i}\right) \geq \max _{i=i}^{k} \sup _{f \in R_{i}} \operatorname{rr}\left(f, t_{i}^{\prime}\right) \geq \sup _{f \in F} \operatorname{rr}\left(f, S^{\prime}\right)
$$

$$
R R \geq R R^{\prime}
$$

### 2.3.4 Running Example

To provide a better understanding of the algorithm, in this section we provide a run of the algorithm over Example 1, while considering max as the target regret ratio measure. Let the set $S=\left\{t_{1}, t_{5}, t_{7}, t_{9}\right\}$ be the initial representative for the algorithm. The region of each tuple is highlighted in Table 2.1. Based on Definition 2.3.2, each tuple $t_{i}$ is in charge of its own region $R_{i}$, highlighted in Figure 2.1, i.e., $t_{i}$ is the best tuple in $S$ for all the ranking functions lying inside $R_{i}$. In the next iteration the $U R M$ algorithm goes through each of these regions to find better representatives. To do this, it calls the oracle MaxO. We shall provide the details of this oracle in $\S 2.4$. For each region $R_{i}$, the oracle


Figure 2.2: The tuples in the representative $\left\{t_{1}, t_{5}, t_{6}, t_{9}\right\}$ partition the entire function space into convex regions. We have obtained this updated representative after completion of one iteration of the URM algorithm with $\left\{t_{1}, t_{5}, t_{7}, t_{9}\right\}$ as the initial set. This change in the representative reduces the max regret ratio score to 0.0444 .
finds the best tuple in the entire dataset that has the minimum value of max regret ratio the functions in $R_{i}$. After the first iteration, the representative changes to $\left\{t_{1}, t_{5}, t_{6}, t_{9}\right\}$. This new representative creates a different partitioning of the function space, shown in Fig. 2.2. We report the max regret ratio scores of this iteration in Table 2.2. As we can see, the new representative has a lower score of max regret ratio, which is due to the convergence property of the algorithm, discussed in $\S 2.3 .3$. The algorithm then calls the oracle MaxO to find the best tuples in the dataset for the new regions and continues this process until convergence.

Similar illustration for the initial representative $\left\{t_{2}, t_{8}, t_{9}, t_{10}\right\}$ is shown below in Table 2.3 and Figures 2.3, 2.4, 2.5, 2.6 and 2.7.


Figure 2.3: The tuples in the representative $\left\{t_{2}, t_{8}, t_{9}, t_{10}\right\}$ partition the entire function space into convex regions. The maximum regret for the representative is 0.0989 .


Figure 2.4: In the first iteration, the representative is updated to $\left\{t_{1}, t_{8}, t_{9}, t_{10}\right\}$ with a maximum regret of 0.0989 .


Figure 2.5: In the second iteration, the representative is updated to $\left\{t_{7}, t_{8}, t_{9}, t_{10}\right\}$ with a maximum regret of 0.0989 .


Figure 2.6: In the third iteration, the representative is updated to $\left\{t_{7}, t_{8}, t_{9}, t_{6}\right\}$ with a maximum regret of 0.0430 .

| Initial Representative |  |  | Representative after one Iteration |  |
| :---: | :---: | :---: | :---: | :---: |
| Tuple | $\mathbf{R R}$ |  | Tuple | $\mathbf{R R}$ |
| $t_{1}$ | 0.0 |  | $t_{1}$ | 0.0103 |
| $t_{5}$ | 0.0223 |  | $t_{5}$ | 0.0177 |
| $t_{7}$ | 0.1208 |  | $t_{6}$ | 0.0230 |
| $t_{9}$ | 0.0938 |  | $t_{9}$ | 0.0444 |
|  | $\mathbf{0 . 1 2 0 8}$ |  |  | $\mathbf{0 . 0 4 4 4}$ |

Table 2.2: An iteration of the $U R M$ algorithm corresponding to the max regret ratio problem for example 1. Regret ratio for each of the tuples in representative is shown. The last row gives the max regret ratio score for the representatives.

| Initial |  | Iteration 1 |  | Iteration 2 |  | Iteration 3 |  | Iteration 4 |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Tuple | RR | Tuple | RR | Tuple | RR | Tuple | RR | Tuple | RR |
| $t_{2}$ | 0.0969 | $t_{1}$ | 0.0709 | $t_{7}$ | 0.0840 | $t_{7}$ | 0.0430 | $t_{1}$ | 0.0378 |
| $t_{8}$ | 0 | $t_{8}$ | 0 | $t_{8}$ | 0 | $t_{8}$ | 0 | $t_{8}$ | 0 |
| $t_{9}$ | 0.0869 | $t_{9}$ | 0.0378 | $t_{9}$ | 0.0430 | $t_{9}$ | 0.0430 | $t_{9}$ | 0.0378 |
| $t_{10}$ | 0.0989 | $t_{10}$ | 0.0989 | $t_{10}$ | 0.0989 | $t_{6}$ | 0.0231 | $t_{6}$ | 0.0231 |
|  | 0.0989 |  | 0.0989 |  | 0.0989 |  | 0.0430 |  | 0.0378 |

Table 2.3: An iteration of the $U R M$ algorithm corresponding to the max regret ratio problem for running example Regret ratio for each of the tuples in representative is shown. The last row gives the max regret ratio score for the representatives.

### 2.4 Max Regret Ratio ORACLE

So far in this chapter, we discussed the regret-minimising problem in general, assuming the existence of an oracle for computing the regret. In this section we focus on the original (and dominant) measure of regret-ratio: max regret-ratio [12]. Given a database $\mathbb{D}$ and a region of ranking functions $R$, the oracle MaxRROrc finds the tuple that has the least maximum regret ratio score for all functions in $R$. The region of functions $R$ is formulated as the intersection of half spaces, $R=\left\{H_{1}, . ., H_{k-1}\right\}$. The objective is to design an efficient oracle for this case.


Figure 2.7: In the final iteration, the algorithm converges with the local optimum representative $\left\{t_{1}, t_{8}, t_{9}, t_{6}\right\}$ with a maximum regret of 0.0378 .

We first model the problem into a weighted directed complete graph, and use it for calculating the max regret ratio. Then, we propose three optimisation techniques to make the oracle efficient and scalable.

### 2.4.1 Graph Transformation

In order to find the tuple with the least max regret ratio in a region $R$, we transform the problem into a graph exploration instance. Consider a weighted directed complete graph $G$, as illustrated in Figure 2.8, with $n$ nodes and $n(n-1)$ edges such that:

- Every tuple $t \in \mathbb{D}$ translates to the node $t$ in $G$.
- The weight $w_{t \rightarrow t^{\prime}}$ of an edge $t \rightarrow t^{\prime}$ (from node $t$ to node $t^{\prime}$ ) is equal to the max regret ratio of replacing $t^{\prime}$ with $t$ in the region $R$.

In order to compute the weight of an edge $t \rightarrow t^{\prime}$ we use the (fixed size - independent of $n$ ) linear programming (LP) shown in Equation 2.11:


Figure 2.8: Graph transformation for max regret ratio oracle

$$
\begin{align*}
& \max r  \tag{2.11}\\
& \text { s.t. } \quad \begin{array}{r}
r \geq 0 \\
\sum_{j=1}^{d} w_{j} \times t^{\prime}[j]=1 \\
\forall 0<\ell<k: \\
\sum_{j=1}^{d} w_{j} \times\left(t^{\prime}[j]-t[j]\right) \geq r \\
\sum_{j=1}^{d} H_{\ell}[j] \times w_{j} \geq 0
\end{array}
\end{align*}
$$

Having the graph $G$ constructed, the max regret ratio of assigning a tuple $t$ as the representative (removing all other tuples $t^{\prime} \in \mathbb{D} \backslash\{t\}$ ) of the region $R$, is the maximum weight of its outgoing edges. This is proved in Theorem 2.4.1.

Theorem 2.4.1. Given the graph $G$ of a database $\mathbb{D}$, a space of raking functions $R$ the max regret ratio of a tuple $t \in \mathbb{D}$ in $R$ is:

$$
R R(t, \mathbb{D}, R)=\max _{\forall t^{\prime} \in \mathbb{D} \backslash\{t\}} w_{t \rightarrow t^{\prime}}
$$

Proof. Let $f^{\prime} \in R$ be the ranking function for which the tuple $t$ has the maximum regret ratio score. Let $r_{f^{\prime}}^{\prime}$ be the maximum regret ratio score and tuple $t_{f^{\prime}}$ be tuple which has the maximum score from the database $\mathbb{D}$ for the function $f^{\prime}$. By definition, the equation for maximum regret ratio $r_{f^{\prime}}^{\prime}$ is

$$
r_{f^{\prime}}=\frac{f^{\prime}\left(t_{f^{\prime}}\right)-f^{\prime}(t)}{f^{\prime}\left(t_{f^{\prime}}\right)}
$$

An important observation that we will use in this proof is that the equation for $r_{f^{\prime}}$ is dependent only on the tuple $t_{f^{\prime}}$ from the database.

The computation of edge weight $w_{t \rightarrow t^{\prime}}$ can be formulated as,

$$
w_{t \rightarrow t^{\prime}}=\sup _{f \in R} \frac{f\left(t^{\prime}\right)-f(t)}{f\left(t^{\prime}\right)}
$$

As we compute the edge weights between tuple $t$ and all the other tuples from the database $D$, the maximum value is computed when the comparison between tuples $t$ and $t_{f^{\prime}}$. Hence, $R R(t, \mathbb{D}, R)$ is equal to $r_{f^{\prime}}$.

The representative tuple for a region of functions $R$ is the node that has the minimum max-weight over its outgoing edges. Therefore, after constructing the graph $G$, the oracle can make a pass over the graph and find the representative node to assign to the region.

Given that the LPs have a constant size, the construction of the graph $G$ and finding the representative tuple for a region $R$ based on it has the time complexity of $\mathcal{O}\left(n^{2}\right)$.

Even though the construction of graph $G$ enables a polynomial algorithm for the max regret ratio oracle, it is still a quadratic algorithm which is not efficient and scalable in practice. Therefore, in the rest of this section we propose different approaches for making the oracle more efficient.

The idea is to find the representative tuple of the region without the complete construction of $G$. For instance, following the convergence property of the URM algorithm, we know that, at every iteration, the max regret ratio of the representative of a region $R$ is not more than the one for the representative from the previous iteration. We can exploit this
property by using the regret ratio value of the representative for the region $R_{i}$ as a threshold during the regret ratio value computation for the region $R_{i}$. That is, for any node in graph $G$, we ignore computing the weights of its outgoing edges, as soon as we find a edge that is not smaller than threshold for this region.

Following the idea of not computing the weights of all edges in $G$, next, we propose a threshold-based algorithm for the max regret ratio oracle.

### 2.4.2 Threshold-based Algorithm for Max Regret Ratio Oracle

Threshold-based algorithms are proven to be effective in practice and are the defacto solution for many important problems such as top-k query processing [4, 22]. When the objective value is minimisation, the idea is to sort the tuples based on a lower bound on their objective values, ascending. Then starting from the top of the list, while maintaining a threshold, we continue processing the tuples in the sorted order until the lower bound value of the remaining tuples in the list is larger than the current threshold. The algorithm can stop then, as the objective value of the remaining tuples cannot be less that the best known threshold.

We apply a similar strategy here. But, first, we need to find the lower bounds on the max regret ratio of the tuples in region $R$. We apply two strategies for finding the lower bound: (i) function sampling and (ii) edge sampling, explained in § 2.4.2.1 and § 2.4.2.2, respectively. The objective is to construct a sorted vector $\mathcal{V}$ based on the lower bound values on the max regret ratio of the tuples.

### 2.4.2.1 Lower bound based on function sampling

The first strategy is to use function sampling for finding the lower bounds. We use the existing work [7] for sampling unbiased functions from the region $R$. Using a set of $N$ IID function samples drawn from $R$, we construct a $n$ by $N$ table $\mathcal{T}$ that every row in

| tid | $f_{1}$ | $\cdots$ | $f_{j}$ | $\cdots$ | $f_{N}$ |
| :--- | :--- | :--- | :--- | :--- | :--- |
| $t_{1}$ |  |  |  |  |  |
| $\vdots$ |  |  |  |  |  |
| $t_{i}$ |  |  | $\operatorname{rr}_{f_{j}}\left(t_{i}\right)$ |  |  |
| $\vdots$ |  |  |  |  |  |
| $t_{n}$ |  |  |  |  |  |

Figure 2.9: Illustration of table $\mathcal{T}$
it is a tuple and every column is one of the sampled functions. Every cell $\mathcal{T}[i, j]$ is the regret ratio of the tuple $t_{i}$ on the sampled function $f_{j}$ (Figure 2.9). In order to identify the cell values in $\mathcal{T}$, we first make a pass over the matrix and fill every cell $\mathcal{T}[i, j]$ with the value of $f_{j}\left(t_{i}\right)$. Also, for every column $j$, we keep track of its maximum value $\max _{j}$. After finishing the first pass over the matrix, we do a second pass replacing each cell value $\mathcal{T}[i, j]$ by $\left(\max _{j}-\mathcal{T}[i, j]\right) / \max _{j}$.

After the table $\mathcal{T}$ is constructed, the lower bound on the max regret ratio of each tuple $t_{i}$ is the max value on row $\mathcal{T}[i]$. That is,

$$
\begin{equation*}
\text { lower }_{R R}\left(t_{i}, R\right)=\max _{j=1}^{N} \mathcal{T}[i, j] \tag{2.12}
\end{equation*}
$$

Algorithm 3 uses the above idea and returns a sorted vector of tuples based on the lower bound estimation of their max regret ratio. Making two passes over $\mathcal{T}$ and then sorting the vector $\mathcal{V}$, Algorithm 3 is in $\mathcal{O}(n(N+\log n))$. Note that, considering a fixed sampling budget, the algorithm is linearithmic.

### 2.4.2.2 Lower bound based on edge sampling

Function sampling works well for fat regions i.e. regions which have a large volume where sampling from these regions is easy. But if the space of function space is a thin region then function sampling from it would end up being costly. We propose weighted sampling of edges of $G$ for these cases.

```
Algorithm 3 SortedLB \({ }_{F S}\)
    Input: Database \(\mathbb{D}\), Set of Function Samples \(F\)
    Output: Sorted vector of tuples based on the lower bound of their max regret ratio
    for \(j \leftarrow 1\) to \(|F|\) do
        \(\max _{j} \leftarrow 0\)
        for \(i \leftarrow 1\) to \(n\) do
            \(\mathcal{T}[i, j] \leftarrow F[j]\left(t_{i}\right)\)
            if \(\mathcal{T}[i, j]>\max _{j}\) then \(\max _{j} \leftarrow \mathcal{T}[i, j]\)
        end for
        for \(i \leftarrow 1\) to \(n\) do
            \(\mathcal{T}[i, j] \leftarrow \frac{\max _{j}-\mathcal{T}[i, j]}{\max _{j}}\)
        end for
    end for
    for \(i \leftarrow 1\) to \(n\) do
            \(\mathcal{V}[i] \leftarrow\left(i, \max _{j=1}^{N} \mathcal{T}[i, j]\right)\)
    end for
    Sort \(\mathcal{V}\) on second column
    return \(\mathcal{V}\)
```

Recall that the max regret ratio of a tuple $t_{i}$ in a region $R$ is the max of the weights of its outgoing edges in $G$ (c.f. Theorem 2.4.1). A loose lower bound on the max regret ratio value can be obtained by uniformly sampling a few edges from the graph and computing their weights. To make it more effective, we use a weighted sampling of the edges to obtain reasonably tight lower bounds. In order to obtain the weights for the sampling process, we start with a set of ranking functions, chosen within the region $R$. To obtain the functions, a linear program is used to find the Chebyshev centre [23], which is the centre of largest
inscribed hyper sphere inside of $R$. Using a normal distribution, we sample a few functions and transform these functions to lie on the surface of the hyper sphere described by the Chebyshev centre. We use the summation of the scores of the tuples as a guidance for the weighted sampling. The idea is that the tuples with the higher scores are more likely of being representative of the region. Hence, we use the normalised vector of the score aggregates for the tuples, as the probability distribution for edge sampling.

Weighted sampling is performed using these weights to obtain a few edges of the graph. Computing the weights of these edges gives us a tighter lower bound value for max regret ratio. These lower bound values are then used in a similar manner to the threshold based algorithm § 2.4.2.1. Algorithm 4 shows the pseudo code for the weighted edge sampling algorithm.

Having the sorted list of tuples $\mathcal{V}$, we are now ready to design our threshold-based algorithm (Algorithm 5). Starting from the first tuple in the list, the algorithm computed the weights for the outgoing edges the current tuple in graph $G$ (Equation 2.11). The max regret ratio of the current tuple is the max of its outgoing edges. While making a pass over $\mathcal{V}$ and computing the max regret ratio of the tuples, the algorithm keeps track of the best known solution (the least value of max regret ratio) as the threshold, and stops as soon as the lower bound values of the remaining tuples are higher than threshold.

### 2.5 Average Regret Ratio ORACLE

In this section, we shift our focus to a different measure of regret ratio, namely, average regret-ratio (ARR). An exact solution for the ARR computation oracle requires to partition the region $R$ into the "maxima sub-regions" such that a specific tuple $t_{i}$ is the maxima for each and every of the functions in each sub-region. Let $T_{M} \subseteq \mathbb{D}$ be the set of tuples that have the maximum score for at least one function in $R$. Also let $n^{\prime} \leq n$ be

```
Algorithm 4 SortedLB \(_{E S}\)
    Input: Database \(\mathbb{D}\), Number of samples \(N\), Number of edge samples \(N_{\text {edge }}\), Convex
    region of functions \(R\)
    Output: Sorted vector of tuples based on the lower bound of their max regret ratio
    center, radius \(\leftarrow\) Compute Chebyshev Center for region \(R\)
    \(F \leftarrow \operatorname{Sample}(N) / /\) draw \(N\) samples
    for \(j \leftarrow 1\) to \(|F|\) do
    4: \(\quad\) for \(i \leftarrow 1\) to \(n\) do
    5: \(\quad \mathcal{P}[i] \leftarrow \mathcal{P}[i]+F[j]\left(t_{i}\right)\)
    6: end for
    7: \(\quad\) total \(\leftarrow\) total \(+\mathcal{P}[i]\)
    end for
    for \(i \leftarrow 1\) to \(n\) do
        \(\mathcal{P}[i] \leftarrow \frac{\mathcal{P}[i]}{\text { total }} / /\) Normalize \(\mathcal{P}\)
    end for
    for \(i \leftarrow 1\) to \(n\) do
    // draw \(N_{\text {edge }}\) samples from distribution \(\mathcal{P}\)
    \(E \leftarrow \operatorname{Sample}\left(\mathcal{P}, N_{\text {edge }}\right)\)
    for \(j \leftarrow 1\) to \(N_{\text {edge }}\) do
        \(w \leftarrow \max \left(w\right.\), compute \(w_{i \rightarrow E[j]}\) based on Eq. 2.11)
    end for
    \(\mathcal{V}[i] \leftarrow(i, w)\)
    end for
    Sort \(\mathcal{V}\) on second column
    return \(\mathcal{V}\)
```

```
Algorithm 5 MaxO
    Input: Database \(\mathbb{D}\), Convex region of functions \(R\), Sampling budget \(N\), representative
    \(t\), threshold \(\tau\)
    Output: The representative tuple for \(R\)
    \(F \leftarrow \operatorname{Sample}(R, N) / /\) draw \(N\) samples from \(R\)
    if \(F\) is not empty then \(\mathcal{V} \leftarrow \operatorname{SortedLB}_{F S}(\mathbb{D}, F)\)
    else \(\mathcal{V} \leftarrow \operatorname{SortedLB}_{E S}(\mathbb{D}, R, N)\)
    for \(i \leftarrow 1\) to \(n\) do
        if \(\mathcal{V}[i, 2] \geq \tau\) then break
        \(r r \leftarrow 0\)
        for \(j \leftarrow 1\) to \(n\) where \(j \neq \mathcal{V}[i, 1]\) do
                \(w \leftarrow\) compute \(w_{\mathcal{V}[i, 1] \rightarrow j}\) based on Eq. 2.11
                if \(w>r r\) then \(r r \leftarrow w\)
                if \(r r \geq \tau\) then continue
        end for
        if \(r r<\tau\) then
            \(\tau \leftarrow r r ; t \leftarrow \mathcal{V}[i, 1]\)
        end if
    end for
    return \(t\)
```

the size of $T_{M}$. Similar to Definition 2.3.2, the set of functions that each tuple $t \in T_{M}$ is the maxima is a convex region, defined as the intersection of $n^{\prime}-1=O(n)$ half-spaces. For every function $f$ in $R_{t^{\prime}}$ (the maxima sub-region of a tuple $t^{\prime} \in T_{M}$ ), the regret ratio of a tuple $t \in \mathbb{D}$ is $\left(f\left(t^{\prime}\right)-f(t)\right) / f\left(t^{\prime}\right)$. This, in the end, provides an exact solution for computing the ARR of a tuple in a region $R$. However, requires to compute the volume
under the regret ratio curves across the sub-regions. Unfortunately, even though the total number of sub-regions is in $O(n)$ and each sub-region is defined as the intersection of linear number of half spaces, the computation of ARR within each of the sub-regions is not computationally feasible in higher dimensions. That is because, as proven by Dyer et al. [18], the exact computation of the volume of a convex shape described as the intersection of linear number of half-spaces is \#P-hard.

Fortunately, although exact volume computation is usually costly, Monte-carlo methods [24] combined with tail inequalities [25] provide strong estimation methods for the problem. Following this, Zeighami et. al [2] have shown that the ARR value can be approximated using $N$ samples of ranking functions with an error bound of $\epsilon$ and a confidence of $1-\sigma$, where the relation between $N, \epsilon$, and $\sigma$ is shown in the following equation.

$$
\begin{equation*}
\epsilon=\sqrt{\frac{3 \ln \frac{1}{\sigma}}{N}} \tag{2.13}
\end{equation*}
$$

Essentially, what [2] shows is that discretizing the continuous function space to a set of $N$ uniform function samples, and using the samples for finding the maxima representatives guarantee an error $\epsilon$, with the confidence interval of $1-\sigma$, as specified in Equation 2.13. We follow this in the design of the ARR oracle. That is, to use the discrete set of $N$ uniform function samples for finding the representative tuples.

Consider a database $\mathbb{D}$ and a set of representative tuples $S$ and their regions. For each of the regions, we want to find the tuple $t \in \mathbb{D}$ for which the ARR score is the lowest. For any region $R_{i}$, we select the functions which lie inside $R_{i}$. We use this set of ranking functions to estimate the ARR score of each of the tuples in the database. Next, for each region, the tuple with the lowest ARR score replaces the previous representative of that region. The algorithm is given in 6.

```
Algorithm 6 AvgO
    Input: Database \(\mathbb{D}\), Convex region of functions \(R\), Function samples \(F\) in \(R\)
    Output: The representative tuple for \(R\)
    for \(j \leftarrow 1\) to \(|F|\) do \(\max [j] \leftarrow 0 / /\) max score for each function
    for \(i \leftarrow 1\) to \(n\) do
3: \(\quad\) for \(j \leftarrow 1\) to \(|F|\) do
4: \(\quad\) scores \([i, j] \leftarrow F[j]\left(t_{i}\right)\)
5: \(\quad\) if \(\max [j]<\operatorname{scores}[i, j]\) then \(\max [j] \leftarrow \operatorname{scores}[i, j]\)
6: end for
    end for
    \(\min \leftarrow \infty\)
    for \(i \leftarrow 1\) to n do
        \(\operatorname{arr}[i] \leftarrow \sum_{j \leftarrow 1}^{|S|} \frac{\max [j]-\text { scores }[i, j]}{\max [j]}\)
        if \(\min >\operatorname{arr}[i]\) then
            \(\min \leftarrow \operatorname{arr}[i] ; t \leftarrow i\)
        end if
    end for
    return t
```


### 2.6 Experiments

### 2.6.1 Experimental setup

Datasets: For evaluating our algorithms, we have used the following datasets. We generated two synthetic datasets - Surface and Scaled along the lines of Sphere and SkyPoints in [14].

- (Real dataset) Colors [26]: This is one of the commonly used datasets for the evaluation of regret ratio and skyline problems [12, 14, 27]. In our experiments, we have used the

Color Histogram dataset. It contains 68,040 tuples, each being a color image. For every image, it contains 32 attributes, where each attribute is the density of a color in the entire image.

- (Synthetic) Surface: We generated the Surface dataset by uniformly sampling points on the surface of a unit hypersphere. Therefore, by construction, all the points in the Surface dataset belong to the skyline. The dataset contain 20,000 tuples, over 12 attribute, in range $[0,1]$.
- (Synthetic) Scaled: For the Scaled dataset, we uniformly generated points inside a unit hypersphere. Since, in a high dimensional space, a large portion of the total volume of a hypersphere lies near the surface area, most of the points in the Scaled dataset is also present in the skyline. The scaled dataset contains a set of 20,000 tuples, each defined over 12 attributes in range $[0,1]$.
- (Real dataset) DOT [28]: The flight on-time dataset is published by the US Department of Transportation(DOT). It records, for all flights conducted by the 14 US carriers in January 2015, attributes such as scheduled and actual departure time, taxiing time and other detailed delay metrics. The dataset consists of 457,013 tuples and 7 ordinal attributes.
- (Real dataset) NBA [29]: NBA dataset contains the points for the combination of player,team,season up to 2009. It contains 21,961 tuples and 17 ordinal attributes: gp, minutes, pts, oreb, dreb, reb, asts, stl, blk, turnover, pf, fga, fgm, fta, ftm, tpa, tpm.

Hardware and Platform: All our experiments were performed on a Core-i7 machine running Ubuntu 16.04 with 64 GB of RAM. The algorithms were implemented in Python.

Evaluations: In order to asses the performance of our algorithm, we focus on two main criteria namely, efficiency and efficacy. Concretely, we evaluate based on the following metrics - (i) the quality of the results produced, i.e. the regret ratio measure of the result (ii) the amount of time taken by the algorithm.


Figure 2.10: Maximum regret ratio when $U R M$ uses the compact representative produced by HD-RRMS as the initial set [4D, $\mathrm{K}=5$ ].


Figure 2.11: Maximum regret ratio when $U R M$ uses the compact representative produced by HD-RRMS as the initial set [5D, $\mathrm{K}=5$ ].

2.13:

2D representative produced by HD-RRMS as the initial set for NBADataset Example dataset.

Algorithms Evaluated: For the max regret ratio representative problem, we have used HD-RRMS as the baseline [13], one of the recent and advanced algorithms for finding the max regret ratio representative that guarantees a tunable additive approximation. To do so, it discretizes the ranking function space and models the problem as a discrete matrix minmax problem. A combination of binary search technique and transforming the problem into fixed-size set covers are applied for solving the problem. To make the problem practical,
the greedy approximation algorithm is used for the set cover instances. As we shall later show in this section, the extra approximation induced by the greedy set cover in the HDRRMS algorithm shows up in our results and can be seen in the HD-RRMS curve when the regret ratio does not reduce with time in some cases. For the average regret ratio case, we have implemented the Greedy-Shrink algorithm [2]. This algorithm starts with the entire database as its representative and iteratively removes the tuple for which the increase in the average regret ratio is the least. This process is continued until $k$ tuples are left. In addition to Greedy-Shrink, we also compute the global minima, using $N$ samples from the function space, drawn based on Eq. 2.13 with $\epsilon=0.01$ and a confidence as 0.999 . We filtered the dataset to only the skyline points. Using the $N$ samples, a table containing the regret-ratio values for the filtered tuples is generated, similar to table 2.9. For every combination of $k$ tuples as a representative, we compute the average regret-ratio value. It is important to note here that existing algorithms are all approximation algorithms and do not exhibit the anytime property. As a result, $U R M$ is not directly comparable to the existing work. In our experiments we focus on specific properties of our algorithm.

We also compare our algorithm with several skyline reducing algorithms (which are discussed in more detail in § 2.7). We have implemented the kRSPGREEDY algorithm from [30], EIQUE algorithm from [31], NAIVEGreEDY algorithm from [32], $\epsilon-A D R$ greedy algorithm from [33] and SKYCOVER algorithm from [34].

### 2.6.2 Summary of experimental results

At a high level, the experiments verified the quality and efficiency of our proposal. We consider regret ratio score as the measure of quality. For the max regret ratio representative problem, $U R M$ improves the quality of the representatives provided by HD-RRMS when used as a starting point. When provided with a time budget $U R M$ qualitatively outperforms HD-RRMS algorithm. In case of the average regret ratio representative problem, $U R M$ qual-
itatively outperforms Greedy-Shrink when provided with the same time budget. Our experiments show that $U R M$ converges to the local minima very fast which increases the chance of discovering the global optima. In addition, the experiments demonstrate some of the useful properties of our approach, namely, (a) anytime property - even if the execution of the algorithm is terminated at any point of time, the algorithm will still have a representative (b) provision for getting better results - by restarting with a different set of initial points, $U R M$ can achieve better representatives.


Figure 2.14: Maximum regret ratio when both $U R M$ and HD-RRMS uses a fixed time budget [4D, K=5].


Figure 2.15: Maximum regret ratio when both $U R M$ and HD-RRMS uses a fixed time budget [5D, K=5].



Figure 2.17: Comparing skyline reducing

Figure 2.16: Maximum regret ratio when both $U R M$ and HD-RRMSalg. with $U R M$ for uses a fixed time budget for NBA dataset.

DOT dataset with 4 dimensions


### 2.6.3 Results for Max Regret-Ratio

Results when initial representative is given: Similar to other clustering-inspired algorithms, the quality of the results produced by the $U R M$ algorithm depends on the initial set of tuples. Often feeding the output of an existing approximation algorithm as the input to these iterative algorithms yield good results. In this set of experiments, we have used the compact representative returned by HD-RRMS as the initial set of tuples to the $U R M$ algorithm. To be fair in the assessment, while creating the plots for $U R M$, we have taken the time to generate the initial points into consideration. Concretely, we have added the running time of HD-RRMS to the running time of $U R M$ when creating the plots for the URM algorithm. We run the experiments on the Surface, Colors, NBA, DOT, and the Scaled
datasets. For Surface, Colors, DOT and Scaled datasets we run URM for 4 and 5 dimensions with 20k points each. We use the same configuration used in [13] for $N B A$ and DOT datasets. While we use 20k tuples with 4, 5 and 6 dimensions for $N B A$ dataset, we use 400k tuples with 4 and 5 dimensions for $D O T$ dataset. Fig. 2.10 and 2.11 plot the obtained max regret ratio to the time taken by each algorithm for Surface, Colors, Scaled and the DOT datasets for dimensions 4 and 5, respectively. Fig. 2.12 compares the $U R M$ and HD-RRMS algorithms for the NBA datasets.

To get different results from HD-RRMS, we used different values of $\gamma$ for discretization. Every red point shows the experimental result of one individual run of the HD-RRMS algorithm. While HD-RRMS is expected to provide better results as $\gamma$ increased, in several settings, one can see an increase in the max regret ratio of the generated output. The reason is that HD-RRMS uses the greedy approach for solving the (theoretically fixed-size) set cover instances. This adds one more level of approximation to the algorithm which, in the end, results in the non-decreasing behavior of it in some cases.

In the figures, each red point is connected to a blue point by a dotted line, which represents feeding the HD-RRMS algorithm's output to the URM algorithm. The string of blue points connected by the solid blue line show the performance of the $U R M$ algorithm over the subsequent iterations. First, our experiments show that URM quickly reaches the local minima of regret ratio in this setting. Also, in most of the experiments, URM improves the results of the HD-RRMS algorithm. The ones where URM could not improve the result of HD-RRMS were the ones that HD-RRMS had, by chance, discovered a local optima. Apart from the performance of the algorithm, it is interesting to see the existence of multiple local optima and the impact of the starting point on the optima discovered. For instance in Fig. 2.10b, each setting discovered a different local optima. The fast convergence of URM enables multiple runs of the algorithm with multiple starting points, which increases the chance of discovering the global optima.

Results on a fixed time budget: While $U R M$ is an anytime algorithm, HD-RRMS is not. That is, HD-RRMS returns a representative only after it is finished. Therefore, in order to make a fair assessment, we run the HD-RRMS algorithm with different values of $\gamma$ and allocate the exact same amount of time taken by the HD-RRMS algorithm as the time budget for our URM algorithm. We run our experiments with Surface, Colors, NBA, DOT, and the Scaled datasets. This set of experiments demonstrate two important properties of the URM algorithm. First, as we can see from Fig. 2.14, 2.15 and 2.16 the regret ratio scores reduce monotonically. This is due to the convergence property of the algorithm, proved in $\S$ 2.3.3. In addition, the $U R M$ algorithm produces reasonably good regret ratio scores even when the allocated time budget is small. This means that a user can still get a reasonably good set of representatives even if she terminates the algorithm before it finishes. Another important result is that $U R M$ actually allows the user to find a better representative. With a fixed time budget, we restart the algorithm with a random set of starting points and repeat this process until our time budget expires. Essentially, with subsequent repetition of the URM algorithm, we find a different set of compact representatives with a better score of max regret-ratio. Another important property that our algorithm exhibits is the any time property. As $U R M$ is an iterative hill climbing algorithm, the best representative among the ones it has already visited can be consumed by the user even before the end of the time budget. This can be seen in Fig. 2.14 and Fig. 2.15 where if we were to stop the algorithm at any point of time we would get a representative marked by the blue circles. First, looking at the figures, one can see the monotonically decreasing behaviour of URM, compared to HD-RRMS. Also, HD-RRMS needs to finish at least once or will not provide any output. For instance, in Fig. 2.15(c), HD-RRMS did not provide any result for a time budget less than 8000 seconds. In contrast, having the anytime property, $U R M$ has an output to offer at any point of time.

Proof of concept by an example: Using the NBA dataset, we highlight a concrete example. The dataset contains performance records of different Basketball players across different seasons. Consider the case where the decision criteria are Points, Rebounds, Assists and Steals. More than 60 tuples belonged to the skyline. Offering such a large set to the user is overwhelming. Instead, using the URM algorithm while setting the output size to 6 we find the set \{ Wilt Chamberlain - 1967, Don Buse -1975, Nate Archibald 1972, Michael Jordan - 1987, Wilt Chamberlain - 1961, John Stockton-1988\} with maximum regret-ratio of 0.058 . That is, the user can make selection between these 6 tuples, yet be sure that the score (quality) of its selection is not more than $5.8 \%$ percent worse than the optimal choice. For example, for the ranking function Assists+Steals, the optimal tuple is John Stockton 1990 with the score of 1398. The tuple John Stockton - 1988 in the representative set has the score of 1381 which shows how close to optimal it is.

### 2.6.4 Results for Avg Regret-Ratio

Comparison against the global minima: $U R M$ is an iterative algorithm where the regret ratio score monotonically decreases over time. That is, it produces better results as time passes. In contrast, the Greedy-Shrink algorithm generates results only at program termination. For a fair comparison between the two algorithms, we run GreedyShrink with different parameter values of $\epsilon$ and $\sigma$. We also demonstrate the ability of our algorithm to find the global minima given sufficient time. Therefore, in addition to the GREEDY-SHRINK algorithm we compare against the global minima, the computation of which is described in § 2.6.1. Concretely, we let the URM algorithm finish multiple iterations and recorded the regret ratio at the end of each iteration. Finally, we have compared the progression of these scores against the global minima along with the results from Greedy-Shrink. For this set of experiments, we have used 20,000 points from the Colors dataset, in a 9 dimensional space. As discussed in $\S 2.5$, instead of computing the exact
volumes, we approximate the average regret ratio score using $N$ samples with an $\epsilon$ of 0.01 and a confidence of 0.999 as described in 2.13. We present the results of our experiments in Fig. 2.18. The black dotted line indicates the global minima while the red triangles show the output from the GREEDY-SHRINK algorithm. The $U R M$ algorithm outperforms the Greedy-Shrink algorithm for different output sizes of $k$. In all cases URM finds a representative with small value of average regret ratio in a small amount of time. In fact, our experiments show that it is possible to reach the global minima of average regret ratio in a short time.

### 2.6.5 Results for skyline reducing algorithms

To compare our algorithm with skyline reducing algorithms, we have implemented the algorithms KRSPGreedy [30], $\epsilon-A D R$ [33], EIQUE [31], NaiveGreedy [32], and SkyCover [34]. NaiveGreedy takes the skyline and a starting tuple as input to output a representative. To be fair in comparison, we passed every point from the skyline as a starting point and chose the set with least regret ratio. $\epsilon-A D R$ and SKyCover take an error parameter $\epsilon$ as the input and output the smallest set size satisfying $\epsilon-A D R$ optimisation criteria. To find a set of size $k$ or smaller, we find a large $\epsilon$ which satisfies the set size criteria and apply a binary search to get the smallest $\epsilon$ satisfying the size requirement. The results for the DOT dataset with dimensions 4 and 5 are presented in Fig. 2.17 and Fig. 2.19. We denote kRSPGreedy as $R S P$, NaiveGreedy as $N G$, EIQUE as $E Q, \epsilon-A D R$ greedy as $\epsilon-A D R$ and SkyCover as $S C$ in the plots. The blue bar shows the regret ratio of the output of the skyline reducing algorithms, with the name of the algorithm on the $X$ axis. The orange bars show the regret ratio of the output of our (URM) algorithm when initialised with the corresponding algorithm's output. As expected URM outperforms other algorithms.

### 2.7 Related Work

Over the past few decades, a major amount of research has focused on the generation of a representative of the dataset to assist users with multi-criteria decision making. Most of these published works can be grouped into skyline discovery, skyline reduction and regret based compact representative computations. In this section, in addition to discussing the related works in these three categories we also provide a brief summary of the clustering techniques that have inspired the $U R M$ algorithm.

Regret minimizing representatives: As an effective solution to the problem of finding compact representatives, Nanongkai et al. [12] introduced regret-ratio minimising representative. The notion of regret introduced in the paper deals with the amount of dissatisfaction the user would express when she is shown the top item from the representative set instead of the top item from the dataset when provided with the user preference. Many different variations of the original regret-minimising representative problem have been studied since this paper $[16,35]$. One specific variant, finding a representative set that minimises the maximum regret ratio, has been extensively studied by several researchers. Agarwal et al. [14] proved that this problem is NP-complete for dimensions larger than 2. Asudeh et al. [13] introduce function space discretization and the transformation of the problem to set-cover instances. [13,14] propose approximation algorithms with similar tunable approximation guarantees for the problem. Another interesting variant of this problem is finding the average regret ratio problem. It was introduced by Zeigami et al. [2, 15]. However, it is important to note that while others have studied and proposed solutions for single variants of the regret measures, we have proposed an unifying algorithm that can work with a class of regret measures.

Skyline and convex hull: In the pursuit of efficiency, finding a small set of representatives of the entire dataset has been of key interest in recent years. In the absence of user preferences, skyline $[10,36,37]$ and convex hull based algorithms obtain a part of the dataset
which behave like representatives. While convex hull is more compact than the skyline, the computation of a convex hull is significantly more costly in large dimensions. Bentley et al have studied approximation algorithms with tight approximation ratios for convex hulls [38]. However, as we move to higher dimensions, most points in the dataset appear on the skyline or convex hull. As a result, even though these skyline/convex hull based algorithms are effective in lower dimensions, the large size of skyline and convex hull render them ineffective as representatives.

Skyline reducing algorithms: Existing works have studied the problem of reducing the size of the skyline in various scenarios [30-34, 39-41]. To the best of our knowledge, none, except the regret-minimising literature, incorporate user customisable functions for skyline reduction nor can be directly translated to the regret ratio problem. [30] and [39] reduce the skyline size by choosing a subset of size $k$ of it which maximises the number of dominated tuples by this subset. [32] proposes distance-based skyline, a subset of size $k$ that minimises the sum of the distances between the points and their closest representative. [41] and [31] find a subset of size $k$ with maximum diversity. [42] propose the concept of skyline ordering, which is skyline-based partitioning of a given data set such that an order exists among the partitions. This ordering is then exploited to reduce the set size to $k$. We note that all of the aforementioned have a different objective function than regret-ratio and cannot provide any guarantee on how good it is for an arbitrary function.

Similarly, [33] and [34] propose a new measure, $\epsilon-A D R$ query, which chooses a subset of the skyline such that the tuples of the skyline when scaled by $(1+\epsilon)$, dominate the rest of the skyline tuples. We illustrate the difference between the optimisation measure of $\epsilon-A D R$ query and regret ratio with an example. Consider a dataset with $n$ points (in 2 D ), out of which ( $\mathrm{n}-2$ ) are equi-angularly placed on the surface of a circle with radius 10 and the two other points are $\langle 20,1\rangle$ and $\langle 1,20\rangle$. Note that all the points belong to the skyline. Figure 2.13 shows this example for $n=7$. The optimal set for size 2 is (the convex
hull) $\{\langle 20,1\rangle,\langle 1,20\rangle\}$ with max regret ratio 0 . On the other hand, $\epsilon-A D R$ query chooses a subset of the skyline such that the tuples of the skyline when scaled by $(1+\epsilon)$, dominate the rest of the skyline tuples. As both $\langle 20,1\rangle$ and $\langle 1,20\rangle$ have one of their attributes set to 1 , the scaling required for these tuples to dominate the other tuples is large making them less attractive to the $\epsilon-A D R$ query. For the example of Figure 2.13, $\epsilon-A D R$ [33] returns $\{\langle 8.66,5.0\rangle,\langle 5.0,8.66\rangle\}$. Note that, instead of $\langle 20,1\rangle$ and $\langle 1,20\rangle$, we could add points $\langle X, 1\rangle$ and $\langle 1, Y\rangle$ with $X$ and $Y$ such that there exists a tuple $\langle a, b\rangle$ from the database which has the property $\frac{X}{a}<b$ and $\frac{Y}{b}<a$. For example, we can increase $X$ and $Y$ to 49 as this dataset contains the point $\langle 7.07,7.07\rangle$ for which $\frac{49}{7.07}=6.93<7.07$.

Clustering: Clustering have long been studied to partition data into similar groups. One of the major variants in this field is the K-MEDOID algorithm [17]. Like many other clustering algorithms, K-MEDOID is also an iterative algorithm that partitions the points into clusters by minimizing the distance between the points from the cluster center. However, the difference between the K-MEDOID algorithm and other clustering techniques is that K-MEDOID always chooses the cluster centroids from the existing data points. In the literature, there have been several variations of K-MEDOID that have explored several avenues of choosing the best centroid. Few of the most prominent are PAM, CLARA [43] and CLARANS [44].

## CHAPTER 3

## Fairness-Aware Range Queries for Selecting Unbiased Data

We are being constantly judged by automated decision systems that have been widely criticised for being discriminatory and unfair. Since an algorithm is only as good as the data it works with, biases in the data can significantly amplify unfairness issues. In this paper, we take initial steps towards integrating fairness conditions into database query processing and data management systems. Specifically, we focus on selection bias in range queries. We formally define the problem of fairness-aware range queries as obtaining a fair query which is most similar to the user's query. We propose a sub-linear time algorithm for singlepredicate range queries and efficient algorithms for multi-predicate range queries. Our empirical evaluation on real and synthetic datasets confirms the effectiveness and efficiency of our proposal.

### 3.1 Introduction

In the era of big data and advanced computation models, we are all constantly being judged by the analysis, algorithmic outcomes, and AI models generated using data about us. Such analysis are valuable as they assist decision makers take wise and just actions. For example, the abundance of large amounts of data has enabled building extensive big data systems to fight COVID-19, such as controlling the spread of the disease, or in finding effective factors, decisions, and policies [45]. Similar examples can be found in almost all corners of human life including resource allocation and city policies, policing, judiciary system, college admission, credit scoring, breast cancer prediction, job interviewing, hir-
ing, and promotion, to name a few. In particular, let us consider the following as a running example:

Example 2. (Part 1) Consider a company that would like to make a policy decision, targeted at its "profitable" employees. Following our real experiment in § 3.5.2, suppose the company has around 150 K employees. Using salary as an indicator of how profitable an employee is, the business management office of the company considers the query SELECT * FROM EMP WHERE salary $\geq$ \$65K, which includes around $18 \%$ of employees. Surveying this group, the company wants to develop some mechanisms to motivate and retain these employees.

Looking at these analyses through the lens of fairness, algorithmic decisions look promising as they seem to eliminate human biases. However, "an algorithm is only as good as the data it works with" [46]. In fact, the use of data in all aforementioned applications have been highly criticised for being discriminatory, racist, sexist, and unfair [47,48]. Probably the main reason is that real-life social data is almost always "biased" [46]. Using biased data for algorithmic decisions create fairness dilemmas such as impossibility and inherent trade-offs of fairness [49-51]. Besides historical biases and false stereotypes reflected in data, other sources such as selection bias can amplify unfairness issues [46]. To highlight a real example, let us continue with Example 2:

Example 1. (Part 2) As we shall later elaborate in § 3.5.2, it turns out the company has more female employees than male. Still, due to the known historical discrimination [52], the selected group of employees contain noticeably more males. As a result, targeting this group for the analysis, the company will end up favouring the preferences of the male employees, which is unfair to female employees and will, in a feedback loop, result in losing more of the "profitable" female candidates.

Fortunately, recently different computer science communities, such as machine learning and, in particular, data management, have taken fairness issues seriously. In past three
years alone, there have been many publications in related topics such as fairness-aware data repair, cleaning, and integration [53-56], data bias detection/resolution [57-63], and data/model annotation [64, 65], systems [66-68], ranking [69-72], crowdsourcing [73], as well as different keynotes $[74,75]$ and tutorials $[47,76,77]$ dedicated to this topic in premier database conferences, that underscore this community's role in properly addressing this problem.

Despite extensive efforts within the database community, there is still a need to integrate fairness requirements with database systems. Existing work is limited to query formulation for achieving data coverage (minimum count on demographic (sub)groups) [78-80]. To our knowledge, this paper is the first to integrate fairness (parity on counts) with (selection) query answering. In particular, as our first attempt, we consider range queries and pay attention to the facts: (i) the conditions in the range query may be selected intuitively by the human user. For instance, in Example 2 the user could have chosen $\$ 65 \mathrm{~K}$ as the query bound because it was (roughly) a good choice that would make sense for them; (ii) considering the ethical obligations and consequences, the user might be interested in accepting a "similar enough" query to their initial choice, if it returns a "fair" outcome.

In Example 2, we note that the company could, for instance, in a post-query processing step, remove some male employees from the selected group, or it could add some females to the selected pool, even though they do not belong to the query result. While such fixes are technically easy, those are illegal in many jurisdictions [81], because those amount to disparate-treatment discrimination: "when the decisions an individual user receives change with changes to her sensitive attribute information" [82], [46, 69]. For instance, one cannot simply increase or decrease the grade of a student, because of their race or gender. Instead, they should design a "fair rubric" that is not discriminatory. Therefore, instead of practising disparate treatment, we propose to adjusting the range to find a range (similar to finding a rubric for grading) with a fair output.

Following the above argument, our system allows the user to specify the fairness and similarity constraints (in a declarative manner) along with the selection conditions, and we return an output range that satisfies these conditions. To further clarify this, let us continue with Example 2 in the following.

Example 1. (Part 3) Being aware of the historical discrimination, ethical obligations, and the potential negative impacts on the company, besides knowing that the choice of salary lower-bound has been fuzzy, the business management office would like to find a query whose output is similar enough to the initial query and the number of male employees returned is at most 1000 (around 5\%) more than the females. Using our system, they can issue a SQL query to find such a set. As explained in §3.5.2, our system found the most similar fair range as SELECT * FROM EMP WHERE $\$ 60.5 \mathrm{~K} \leq$ salary $\leq \$ 152 \mathrm{~K}$. Its outcome is $75 \%$ similar to the initial range query, and satisfies the fairness requirement. Observing the high Jaccard similarity between these two sets, the company now has the option to use this for their analysis, to make sure they are not discriminating against their female employees, hence not losing their valuable candidates.

Our system provides an alternative to the initial query provided by the user. This is useful since often the choice of filtering ranges is ad-hoc, hence our system helps the user responsibly tune their range. If the discovered range is not satisfactory to the user, they can change the fairness and similarity requirements and explore different choices until they select the final result in a responsible manner $[69,83]$.

Summary of contributions Initiating fairness-aware query answering, in this paper we tackle non-trivial technical challenges and propose proper algorithms to address them. In particular, we make the following contributions in this paper:

- We initiate research on integrating fairness conditions into database query processing and data management systems. While the specific problem investigated in our paper focuses
on fairness in range queries, we hope this work will spur further research in this important and emerging field.
- We study the problem of fairness-aware range queries. That is, finding the most similar fair range to a user-provided range query for the database $\mathbb{D}$. We propose using SQL for declaring the fairness-aware queries.
- For single-predicate (SP) range queries, we propose the algorithm $S P Q A$ with sub-linear query time. The algorithm uses an innovative linear-size index Jump pointers.
- We model the problem for multi-predicate (MP) range queries as the traversal over a graph where nodes represent different queries and there is an edge between two nodes if their outputs differ by one tuple. In particular, we propose Best First Search MP (BFSMP) algorithm that, starting from the input range, efficiently explores neighbouring nodes to find the most similar fair range.
- Inspired by the $\mathrm{A}^{*}$ algorithm, we propose Informed BFSMP that improves BFSMP, using an upper-bound on the Jaccard similarity for effective graph exploration.
- We conduct comprehensive experiments to evaluate our SP and MP algorithms. Our results demonstrate the efficiency and efficacy of SPQA for SP queries. Similarly, IBFSMP performs well for MP queries.


### 3.2 Preliminaries

### 3.2.1 Database Model

Database We consider a relation $\mathbb{D}$ with $n$ objects, $t_{1}$ to $t_{n}$. Each object in $\mathbb{D}$, consists of numeric attributes $A_{1}$ to $A_{d}$. We refer to the value of attribute $A_{j} \in \mathbb{R}$ of object $t_{i}$ as $t_{i}[j]$. While the numeric attributes of the database $\mathbb{D}$ can be used for range queries, objects may also consist of categorical attributes. These categorical attributes are used for filtering the objects based on the user's criteria.

| id | $A_{0}$ | $A_{1}$ | colour | id | $A_{0}$ | $A_{1}$ | colour |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $t_{0}$ | 3.1 | 1.5 | red | $t_{7}$ | 13 | 5.4 | red |
| $t_{1}$ | 0.7 | 2.3 | red | $t_{8}$ | 11.3 | 2.6 | blue |
| $t_{2}$ | 8 | 0.65 | blue | $t_{9}$ | 2.3 | 8.4 | blue |
| $t_{3}$ | 10.9 | 1.5 | red | $t_{10}$ | 5.6 | 4.7 | red |
| $t_{4}$ | 4.4 | 8.7 | blue | $t_{11}$ | 12.7 | 2.8 | red |
| $t_{5}$ | 1.2 | 4.1 | red | $t_{12}$ | 7 | 0.3 | blue |
| $t_{6}$ | 6.2 | 6.3 | blue | $t_{13}$ | 9.1 | 9.4 | red |

Table 3.1: A toy example database $\mathbb{D}$ with two attributes $A_{0}$ and $A_{1}$ and the sensitive attribute colour.

A toy example of a database can be seen in Table 3.1 with 14 objects $t_{0}$ to $t_{13}$. The attributes of this database are in the form of $A_{i}$, namely $A_{0}, A_{1}$. The database also includes the non-ordinal attribute colour used in the fairness model. We use this database for illustrating various techniques across the paper.

Range Query Given a database $\mathbb{D}$, a range query is made up of conjunction of range constraints placed on some/all of the attributes of $\mathbb{D}$. A range constraint $\{$ start, end $\}$ (aka a range predicate) on an attribute $A_{i}$ filters the objects such that the attribute $A_{i}$ lies within the filter range $\left(s t a r t \leq A_{i} \leq e n d\right)$. For instance, Query 1 is a query with one range predicate on the toy example of Table 3.1 that returns the objects $\left\{t_{4}, t_{6}, t_{10}, t_{12}\right\}$ :

$$
\text { QUERY 1: select id from } \mathbb{D} \text { where } 4 \leq A_{0} \leq 7
$$

In this paper, we consider the conjunction of multiple range predicates using "and" operation.

Similarity Measure The distance between two range queries is the dissimilarity of the two queries. Without loss of generality, the distance measured between two range queries can be normalised to lie in the range $[0,1]$. The similarity between two range queries can be computed as one minus dissimilarity. Various similarity models can be used to measure the similarity between two range queries. Without loss of generality, we use Jaccard similarity and leave other models for future work. Jaccard similarity between two range queries can
be computed by the ratio of intersection between the output of the two range queries to the union of the output to the two range queries.

$$
\operatorname{SIM}\left(Q_{1}, Q_{2}\right)=\frac{\operatorname{out}\left(\mathbb{D}, Q_{1}\right) \cap \operatorname{out}\left(\mathbb{D}, Q_{2}\right)}{\operatorname{out}\left(\mathbb{D}, Q_{1}\right) \cup \operatorname{out}\left(\mathbb{D}, Q_{2}\right)}
$$

where out is the output of the range query on $\mathbb{D}$.
QUERY 2: select id from $\mathbb{D}$ where $3 \leq A_{0} \leq 6.2$
For instance, the similarity between the example queries Query 1 and Query $2(\operatorname{out}(\mathbb{D}$, Query 2$)=$ $\left.\left\{t_{0}, t_{4}, t_{6}, t_{10}\right\}\right)$ is:
$\operatorname{SIM}($ Query 1, Query 2$)=\frac{\left|\left\{t_{4}, t_{6}, t_{10}\right\}\right|}{\left|\left\{t_{0}, t_{4}, t_{6}, t_{10}, t_{12}\right\}\right|}=0.6$

### 3.2.2 Fairness Model

Our definition of fairness is based on group fairness [84] and the notion of demographic parity, aka statistical parity and disparate impact [46, 47, 84-86].

Sensitive attribute Group fairness is defined as parity over different demographic groups such as white and black. The demographic groups are identified by a non-ordinal attribute, such as race or gender, known as sensitive attributes. In many of the existing applications, sensitive attributes are binary, separating a minority group (e.g. female) from the majorities (e.g. male). Therefore, in this paper, we follow the existing work such as [87] and consider the sensitive attribute to be binary in nature. We leave the non-binary sensitive attributes and more general cases for the future work.

As highlighted in our sample database in table 3.1, we use the attribute colour (with two values red and blue) to abstract the sensitive attribute (and the demographic groups).

Fairness constraint The fairness measure is defined as the parity over the demographic groups, identified by the colours blue and red. The parity condition is identified using a criteria that decides whether the output of a query is fair. Let $C_{r}$ and $C_{b}$ be the number of red and blue objects in the output.

In some application, the parity can be defined as having equal number of objects from the demographic groups in the output set. That is, $C_{r}=C_{b}$. In other words, the objects in the selected set should have equal chance of belonging to each demographic group. For instance, Query 1 in our toy example, returns three blue objects ( $\left\{t_{4}, t_{6}, t_{12}\right\}$ ) and one red object $\left(\left\{t_{10}\right\}\right)$ and does not satisfy the parity condition $C_{r}=C_{b}$, while Query 2 returns two blue $\left(\left\{t_{4}, t_{6}\right\}\right)$ and two red object $\left(\left\{t_{0}, t_{10}\right\}\right)$ - hence satisfies the parity condition.

Alternatively, some applications consider the underlying distributions and require that the set of selected objects to represent the underlying demographic from which they were chosen from. In other words, the objects from different demographic groups should have equal chances of being selected in the output set. That is,

$$
C_{r} / n_{r}=C_{b} / n_{b}
$$

where $n_{r}$ and $n_{b}$ are the total number of red and blue objects in $\mathbb{D}$. Similarly, different applications may require different notions of parity based on societal norms. To support all these cases under the same fairness model, we abstract the fairness constraint, using a weight parameter $W$ as following:

$$
W_{r} C_{r}=W_{b} C_{b}
$$

Specifically, we refer to the case where $W_{1}=W_{2}$ as unweighted fairness and other cases as weighted fairness model.

Achieving perfect demographic parity in form of equality is rarely practical in the real-world, hence we use a threshold $\varepsilon$ to identify an acceptable disparity [85]. Using this threshold, the fairness constraint can be rewritten as

Fair Range Query Problem: Given a database $\mathbb{D}$, a range query $Q$ and a disparity value $\varepsilon$, find a fair range that is most similar to $Q$ with a disparity value at most $\varepsilon$.

Figure 3.1: Problem Formulation

```
DECLARATIVE FAIRNESS-AWARE QUERY:
SELECT ... FROM DATABASE
WHERE
    RANGE-PREDICATES
SUBJECT TO
    | Wr Cr - Wb Cb
```

Figure 3.2: Declarative Query Model

$$
\begin{equation*}
\left|W_{r} C_{r}-W_{b} C_{b}\right| \leq \varepsilon \tag{3.1}
\end{equation*}
$$

### 3.2.3 Problem definition

Having formally defined the database and fairness notions, we are now ready to provide our problem formulation. We consider the problem of finding the most similar fair range to a user provided range query for the database $\mathbb{D}$. Figure 3.1 provides the formal formulation of the fair range query problem. This problem formulation helps the data scientists to slightly change their query to find the data that is similar to their initial query output and is also fair.

Declarative query model Our problem formulation follows a declarative fairness-aware query model as specified in Figure 3.2. Using this declarative interface, we expect the user to easily formulate the fairness-aware queries. In particular, we realise that the user might not be interested to accept the queries that are far from their initial choices, hence might require to identify a constraint on the minimum similarity they would find relevant. This, along with the fairness constraint, is identified as part of the constraints, followed after the
"subject to" phrase. Note that there may be multiple queries equally near to the input range query that satisfy the constraints. The problem of finding all fair range queries nearest to the given query is an interesting direction for future work, discussed in section 3.7. For example, knowing that Query 1 does not satisfy the demographic parity for unweighted fairness, the user can reformulate the query in form of Query 3 to discover a similar query (with at least $80 \%$ similarity) that has at most a disparity of 1 . QUERY 3: select id

```
from \mathbb{D where 4\leq A S S 7}
    subject to }|\mp@subsup{C}{b}{}-\mp@subsup{C}{r}{}|\leq1\mathrm{ and SIM }\geq80
```

Formulating Query 3 as fair range query problem, the optimal solution, by changing the range predicate to $3.1 \leq A_{0} \leq 7$, adds $t_{0}$ to the output set, satisfying both the fairness and similarity constraints specified by the user.

After providing the terms and discussing the problem formulation, we now turn attention to designing efficient algorithms for our problem. In particular, we realise that a large portion of the queries in practice have a single range predicate. Therefore, in § 3.3, we focus on this case, designing a tailored solution for it. Then in § 3.4, we will devise an algorithm for the queries with multiple range predicates. We show empirical results in § 3.5.

### 3.3 Single-predicate Range Queries

Next, we consider queries with a single range condition. We first provide definitions and theorems that form the basis for our algorithms, in § 3.3.1. Then we design SPQA, our algorithm for the unweighted case in § 3.3.2, discuss pre-processing details in § 3.3.3, and present weighted $S P Q A$ in § 3.3.4.

### 3.3.1 Jump pointers

Query answering systems usually conduct offline pre-processing (indexing) that facilitates online query answering. One extreme approach for finding fair range queries, that optimises for query time, is to precompute and store the answer to all possible range queries during pre-processing. Such an approach, using proper data structures, enables constant-time query answering. This, however, requires an extensive space of $\mathcal{O}\left(n^{2}\right)$ to store the answer to all possible single-predicate range queries, which might not be reasonable, specifically for databases with millions of objects. The other extreme is to optimise for the space and to delay the computation to online query answering time. This, however, might require enumerating $\mathcal{O}\left(n^{2}\right)$ possible ranges, which makes query answering inefficient $-\mathcal{O}\left(n^{2}\right)$. Our proposal is between these two extremes, by building a linear-size index (Jump pointers) that enables the sub-linear query answering time of $\mathcal{O}(\log n+$ disparity $)$, where disparity is the unfairness of the input query.

The idea behind the Single Predicate Query Answering (SPQA) algorithm is to quickly lookup fair ranges, each of which have a similarity of $\varepsilon$. Theorem 3.3.2 proves that for any unfair unweighted query, the nearest fair query has a disparity value of exactly $\varepsilon$. Among the fair ranges which have a disparity of $\varepsilon$, the ones which have a potential to be nearest by Jaccard similarity to the input range are explored by $S P Q A$ to find the most similar fair range.

Definition 3.3.1. (Jump pointers): Consider a database $\mathbb{D}$ and the attribute $A$ for the single-predicate range query model. A right (resp. left) blue jump pointer from location $o_{i}$ points to the nearest/closest location $b_{r}\left(\right.$ resp. $\left.b_{l}\right)$ such that the number of blues in the range $\left[o_{i}+1, b_{r}\right]\left(\right.$ resp. $\left.\left[b_{l}, o_{i}-1\right]\right)$ is equal to the number of reds plus one. Red jump pointers are also defined in the same manner.

For the sample database of Table 3.1, Figure 3.4 depicts the right and left jump pointers for attribute $A_{0}$. The index is constructed on top of the sorted list of object ids
according to their values on $A_{0}$. Therefore, since $t_{1}[0]=0.7$ is the minimum of $A_{0}, t_{1}$ is the first object in the list. For example, consider the object $t_{12}$, where $t_{12}[0]=7$; the range $[8,10.9]\left(8 \leq A_{0} \leq 10.9\right)$ consists of the smallest range starting from 8 that has one additional red than the blues in the range. Hence, its right red jump pointer points to $t_{3}$ $\left(t_{3}[0]=10.9\right)$. Note that not all objects have jump pointers; for example there is no right red jump pointer from $t_{10}$ as no location ahead of $t_{10}$ has one additional red that than the number of blues in the same range. Even though there exists four jump pointers (\{left or right $\}$ and \{blue or red\}) for every object in the list, two of those pointers are trivial. For example, the range $[8,8]\left(8 \leq A_{0} \leq 8\right)$ consists of $t_{2}$ and is the smallest range after $t_{12}$ that consists of one additional blue. As this trivial information can be quickly determined in $\mathcal{O}(1)$ time, this pointer need not maintained and can be looked up at query time. Left jump pointer follows a similar pattern; for example the node $t_{8}$ maintains a left blue pointer to $t_{6}$ as the range $[6.2,10.9]\left(6.2 \leq A_{0} \leq 10.9\right)$ consist of one additional blue than reds.

We refer to travelling along the jump pointer from location $o_{i}$ as following a jump pointer. Following a blue jump pointer $k$ times from location $o_{i}$ gives us the closest location $o_{j}$ from $o_{i}$ such that the range from $o_{i}$ to $o_{j}$ has $k$ blues more than the range that would end at $o_{i}$. The algorithm to find jump pointers is described in § 3.3.3.

Lemma 3.3.1. Following the red colored jump pointer $k$ times from $o_{i}$ lands at a location where the range ending at it is has $k$ more reds than the same range ending at $o_{i}$.

Proof. We provide the proof by induction:
Base case: By the definition of jump pointer, a red colored jump pointer points to the nearest location which has one additional red. This gives us the base case for $k=1$.

Induction step: Assume that the lemma holds for $k-1$ red jump pointers. Let the $k-1^{\text {th }}$ jump pointer point at location $o_{l}$ and $k^{\text {th }}$ jump pointer point at location $o_{m}$. Suppose
there exists a $o_{m^{\prime}}$ which is closer to $o_{i}$ than $o_{m}$ while also satisfying the $k$ additional reds criteria. If $o_{m^{\prime}}$ lies to the left of $o_{l}$ then we already have a contradiction as the $k-1^{\text {th }}$ jump pointer would lie to the left of $o_{m^{\prime}}$. On the other hand if $o_{m^{\prime}}$ lies to the right of $o_{l}$, then the red jump pointer should point to $o_{m^{\prime}}$ as the range $o_{l}$ to $o_{m^{\prime}}$ consists of one additional red than blue. As both cases are not possible, $o_{m^{\prime}}$ is the same as $o_{m}$.

Jump pointers will be used for two operations (expansion and shrink) in singlepredicate range queries. An expansion operation expands a range to include more objects. Excluding objects by shrinking the range is done using shrink operations.

Definition 3.3.2. (Cumulative sum): Consider an attribute $A$ for the single-predicate range query model. The cumulative sum $c_{i}$ at a location $o_{i}$ is the difference between the number of reds and blues from the left most location along $A$ to $o_{i}$.


Figure 3.3: Disparity computation for the range $6.2 \leq A_{0} \leq 10.9$ in the sample database of Table 7.

As an illustration from the sample dataset, consider computing the cumulative sum for the query range $6.2 \leq A_{0} \leq 10.9$. We use figure 3.3 to illustrate the process. The cumulative sum at $t_{12}$ refers to the weighted sum of all elements to the left (including) $t_{12}$, marked by the green colored rectangle. Similarly, the cumulative sum at $t_{0}$ refers to the weighted sum of all elements to the left (including) $t_{0}$, marked by the yellow colored rectangle. As we need the cumulative sum for the query range $6.2 \leq A_{0} \leq 10.9$ which is marked by the black rectangle, the difference between the cumulative sum of the green and
yellow rectangles gives us the result. There is one blue and three reds until $t_{0}$ from the left most position $t_{1}$. Hence, the cumulative sum for $t_{0}$ is $-2(1-3=-2)$.

Given the two locations $o_{i}$ and $o_{j}\left(\left[o_{i}, o_{j}\right]\right)$, cumulative sums can be used to obtain the disparity between the start and end location in $\mathcal{O}(1)$ time.

$$
\begin{equation*}
\text { disparity }=c[i]-c[j-1] \tag{3.2}
\end{equation*}
$$

Fox example, consider the example query 3.2.1, with range $4 \leq A_{0} \leq 7$. The objects lying in the input range are $\left\{t_{4}, t_{10}, t_{6}, t_{12}\right\}$. With 3 blues and a red, the query has a disparity of 2 which can be computed using cumulative sum by $c[12]-c[0]=2$. Note that any two locations with the same cumulative sum represent a range with perfect parity.


Figure 3.4: Right and left jump pointers for attribute $A_{0}$ of the sample database of Table 7.


Figure 3.5: Jump pointers for a weighted fairness case

### 3.3.2 Query answering for unweighted fairness

A range predicate is made up of two points, start and end. If one were to fix one of the two end points of the range query, to make the range query fair, the other end point can be moved to shrink the range or to expand it. Consider Figure 3.7, which shows the red jump pointer at $t_{12}$. Following the jump pointer, would get us to the closest point which has
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(a) Setting up the window by expanding the end point of the single predicate input query

(b) Moving the window to the left from the initial position

(c) Window reaches the position where the end of the input lies

(d) The right end point of the window shrunk within the input query

(e) Exploration for all windows is completed

Figure 3.6: Step wise movement of the window over the course a run of the single predicate algorithm
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Figure 3.7: Intuition behind jump pointer for a single jump
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Figure 3.8: Intuition behind jump pointer for two jumps
one additional red. Similarly, Figure 3.8 shows the red jump pointer being followed twice at $t_{12}$, which points to closes point ahead of $t_{12}$ which has 2 more reds than blues.

An expansion would require an addition of $\mid$ disparity $-\varepsilon \mid$ deficient coloured objects to make it fair (proved later in theorem 3.3.2). For example, consider the input range query to be $[4.4,7]\left(4.4 \leq A_{0} \leq 7\right)$ with $\varepsilon=0$. Figure 3.6a shows the query range $[4.4,7](4.4$ $\leq A_{0} \leq 7$ ) marked with an enclosing box. As there are two more blues in the range query, we require two additional reds to expand the query range to make it fair. Expanding the range by following two red jump pointers gives us a fair range. Figure 3.6a shows a fair range when the start of the range, $t_{4}$, is fixed and the other end point is allowed to expand to incorporate two additional reds, thus obtaining the range $[4.4,13]\left(4.4 \leq A_{0} \leq 13\right)$, marked by the dotted line. In general, one can follow the deficient pointer $\mid$ disparity $-\varepsilon \mid$ times.

Our goal is to find the most similar range that resolves the disparity of $\mid$ disparity $-\varepsilon \mid$. Such a disparity can be covered by moving either end points, that is $\mid$ disparity $-\varepsilon \mid$ should equal to the sum of the changes on the right and left. For instance, figure 3.6 b shows the end of the input query expanded by one red pointer and start expanded (resp. shrunk) by one red (resp. blue) pointer. Similarly, figures 3.6c, 3.6 d and figure 3.6 e shows the input query expanding/shrinking to cover the disparity of 2 . We design a window-sweeping algorithm to find such a range.

Algorithm 7, $S P Q A$, describes our approach, for finding the most similar fair range to the input query. Algorithm 9, $J P$ describes the algorithm used for moving along a jump pointer.

Initially, the start end-point of the range is fixed and SPQA expands end end-point until a fair query is found, as shown in Figure 3.6a. The window is shown in the figure with the dotted lines indicating start and end of the fair range. The naming convention used for the boundaries is, $S$ for start of input range and $E$ for end of input range; $L$ for left and $R$ for right. Hence, $S L$ (resp. $S R$ ) stands for start of input range expanded (resp. shrunk) to
the left (resp. right). When the window is swept to the left, the start end point can perform a shrink or an expansion as shown in Figure 3.6b. The remaining steps of the exploration by SPQA can be seen in Figures 3.6c, 3.6d and 3.6e. Among each of these, the output of the fair range which is most similar to the input query is provided as output to the user.

Theorem 3.3.2. Given a database $\mathbb{D}$, the disparity threshold $\varepsilon$, and the input query $Q\left(A_{j}\right.$ : $[$ start, end]), the optimal range has a disparity value of exactly $\varepsilon$.

Proof. Let $d$ be the disparity of the given range query. Let the disparity of optimal range be $d_{\text {opt }}$. Knowing that both the left and right end points of the input range could have moved, let the range for optimal range be $\left[l_{o p t}, r_{o p t}\right]$. Let us consider two new ranges, $\left[l_{\text {opt }}\right.$, start -1$]$, $\left[\right.$ end $\left.+1, r_{\text {opt }}\right]$ and let their corresponding disparities be $d l_{\text {opt }}$ and $d r_{\text {opt }}$. The total disparity $d_{o p t}$ can be written as the sum of disparity of three different ranges, $d l_{\text {opt }}$ for range $\left[l_{\text {opt }}\right.$, start -1$], d r_{\text {opt }}$ for range $\left[e n d+1, r_{\text {opt }}\right]$ and $d$ for range $[$ start, end].

$$
d-d_{o p t}=d l_{o p t}-d r_{o p t}
$$

Suppose $d_{o p t} \neq \varepsilon$. Let us now construct a range $\left[l_{o p t}^{\prime}, r_{\text {opt }}^{\prime}\right]$ such that the disparity is exactly $\varepsilon$. To construct the range we will modify $l_{\text {opt }}$ and $r_{\text {opt }}$. If $l_{\text {opt }}$ lies on the left of start, then there was an expansion operation that has been performed. Instead of expanding it to cover a disparity of $d l_{\text {opt }}$, one can only expand it to a smaller extend such that the over all disparity is exactly $\varepsilon$. As the expansion was smaller the Jaccard similarity measure would be larger. Applying a similar approach in case $l_{\text {opt }}$ was on the right of start would also result in a larger Jaccard similarity measure as intersection between the two sets would be larger. A similar approach can be applied to the $r_{\text {opt }}$ end point. The newly constructed range $\left[l_{o p t}^{\prime}, r_{o p t}^{\prime}\right]$ is more similar and has disparity of exactly $\epsilon$.

Lemma 3.3.3. (Correctness) Given a database $\mathbb{D}$, the disparity threshold $\varepsilon$, and the input query $Q\left(A_{j}:[\right.$ start, end $\left.]\right)$, SPQA Algorithm 7 finds the optimal solution (the most similar fair range to $q$ ).

Proof. To prove this theorem we use the property that the fair optimal range has a disparity of exactly $\varepsilon$, which is proved in theorem 3.3.2.
$S P Q A$ uses a windowed approach to explore all ranges around the input range which have a disparity value of $\varepsilon$. Let the disparity covered by moving the left the left end point disparity $([l e f t$, start -1$])$ be $d l$ and the disparity covered by the right end point, $d r$ be equal to disparity $([$ end +1, right $])$. The sum of $d l, d r$ and $d$ is $\varepsilon$.

$$
d l+d r=\varepsilon-d
$$

SPQA explores $4 \times$ disparity number of windows, where every pair of $d l, d r$ satisfies the above equation. Thus the optimal result must lie in one of these pairs.

Time complexity: The total amount of time taken by $S P Q A$ to answer the unweighted fairness queries with one range predicate is $\mathcal{O}(\log (n)+\operatorname{disparity}($ input $))$, which can be seen in theorem below.

Theorem 3.3.4. Given a database $\mathbb{D}$ with $n$ tuples and an input range with disparity $d$ the total time taken by SPQA algorithm is $\mathcal{O}(\log (n)+d)$.

Proof. Searching the jump pointer data structure to reach the end points takes $\mathcal{O}(\log (n))$ time. Once the end points are found in the data structure, $S P Q A$ algorithm uses a window based approach to explore the fair ranges whose disparity is exactly equal to $\epsilon$. There are a total of $\mathcal{O}(4 d)$ such ranges, each of which takes $\mathcal{O}(1)$ time to compute Jaccard similarity. Thus, the total amount of time taken is $\mathcal{O}(\log (n)+d)$.

```
Algorithm 7 SPQA Algorithm
    Input : Database \(\mathbb{D}\), Input query \(Q\left(A_{j}:[\right.\) start, end \(\left.]\right)\), acceptable disparity \(\varepsilon\)
    Output : Most similar fair range query fair
    1: \(t_{s} \leftarrow\) binary_search \(\left(\mathbb{D}, A_{j}\right.\), start \()\)
    2: \(t_{e} \leftarrow\) binary_search \(\left(\mathbb{D}, A_{j}\right.\), end \()\)
    3: disparity \(\leftarrow c\left[j, t_{s}\right]-c\left[j, t_{e}\right]\)
    4: dColor \(\leftarrow\) disparity \(>0 \quad \triangleright\) deficient: true-red, false-blue
    5: if disparity \(\leq \varepsilon\) then \(\quad \triangleright\) Input range is already fair
    6: return [start, end]
    7: end if
    8: \(L E P \leftarrow t_{s} \quad \triangleright L E P\) stands for Left End Point
    9: while disparity \(>\varepsilon\) do
10: Push \(J P\left(\mathbb{D}, A_{j}, L E P\right.\), "left", deficient) to \(L E P\), update disparity for \(\left[t_{L E P}, t_{e}\right]\)
11: end while
12: fair \(\leftarrow\} ; \operatorname{sim} \leftarrow 0\)
13: WindowSweep \(\left(t_{L E P}, t_{e}\right.\), "shrink") \(\triangleright\) Shift window by shrinking \(t_{e}\)
14: WindowSweep \(\left(t_{L E P}, t_{e}, " e x p a n d "\right)\)
15: WindowSweep \(\left(t_{s}, t_{e}\right.\),"shrink") \(\triangleright\) Shift win. by shrinking \(t_{e}\)
16: WindowSweep \(\left(t_{s}, t_{e}\right.\), "expand")
17: return fair
```

```
Algorithm 8 WindowS weep algorithm
    Input : Database \(\mathbb{D}\), Attribute: \(A_{j}\), start end-point: \(t_{s}\), end end-point: \(t_{e}\), operation, input query
\(Q\left(A_{j}:[\right.\) start, end \(\left.]\right)\), reference to fair, sim
    Output : Update fair based on most fair range found
    disparity \(\leftarrow c\left[j, t_{e}\right]-c\left[j, t_{s}-1\right]\)
    dColor \(\leftarrow\) disparity \(>0\)
    if \(t_{s}<\) start then \(t_{s} \leftarrow \operatorname{Pop}(L E P)\)
    else \(t_{s} \leftarrow J P\left(\mathbb{D}, A_{j}, t_{s}, "\right.\) right", !dColor \() \quad \triangleright\) Shrink \(t_{s}\)
    while disparity \(>\varepsilon\) do \(\quad \triangleright\) Adjust \(t_{e}\) pointer
        disparity \(\leftarrow c\left[j, t_{e}\right]-c\left[j, t_{s}-1\right]\)
        dColor \(\leftarrow\) disparity \(>0\)
        if operation \(==\) "expand" then
            \(t_{e} \leftarrow J P\left(\mathbb{D} A_{j}, t_{e}, "\right.\) right", dColor \() \quad \triangleright\) Expand
        end if
        else \(t_{e} \leftarrow J P\left(\mathbb{D} A_{j}, t_{e}\right.\), "left", !dColor \() \quad \triangleright\) Shrink
    end while
    if \(\operatorname{Jaccard}\left(\left[t_{s}, t_{e}\right], Q\right)>\operatorname{sim}\) then
        \(\operatorname{sim} \leftarrow \operatorname{Jaccard}\left(\left[t_{s}, t_{e}\right], Q\right) ;\) fair \(\leftarrow\left[t_{s}, t_{e}\right]\)
    end if
    WindowSweep \(\left(t_{s}, t_{e}\right.\), operation \()\)
```

General positioning assumption: The algorithm and the definitions in the current section have been designed with the general positioning assumption. General positioning makes the assumption that no two points are co-located for the given attribute. In practice, with small modifications, our algorithms can handle the case when multiple points are present at a single location. Combining the co-located points into a single point with the aggregate weight would help us in creating a new dataset with no co-location. When the jump pointer

```
Algorithm 9 JP algorithm for left jump pointer
    Input : Database \(\mathbb{D}\), Attribute: \(A_{j}\), Database object \(o_{i}\), color \(c\), direction \(\operatorname{dir}\)
    Output : Database object o \(o_{j}\) pointed by jump pointer
    if \(\operatorname{dir}==\) 'left" then
    if \(A_{j}\left[o_{i}-1\right]\) is of color \(c\) then
            return \(o_{i}-1\)
        else
            return \(L J P\left[o_{i}\right] \quad \triangleright L J P\) stands for Left Jump Pointer array
        end if
    else
        if \(A_{j}\left[o_{i}+1\right]\) is of color \(c\) then
            return \(o_{i}+1\)
        else
            return \(R J P\left[o_{i}\right] \quad \triangleright R J P\) stands for Left Jump Pointer array
        end if
    end if
```

encounters the new point with a variable weight, it needs to update the data structure with the variable weight value. Note though that the similarity function needs to take the number of points co-located into account while computing the similarity.

This algorithm holds unless there are too many of the same demographic data point at the same location so as to move a range from unfair because of lack of a group to unfair because of excess of that group. Note that this case is highly unlikely in practise. In such extreme cases, where the unfairness suddenly switches from one group being disadvantaged to the other, we choose two problems, one in which the aggregate point does not belong
thus limiting one side of the search space or the second in which we explore further by looking for the inverse jump pointers past that point.

### 3.3.3 Prepossessing

For every attribute in $\mathbb{D}$, a jump pointers index is created during the pre-processing. For this, the objects in every list are sorted based on the corresponding attribute (Figure 3.4) so that look ups can be performed quickly and then right and left pointers from each location of the database is calculated.

Finding jump pointer: Jump pointers play a key role in SP queries. A right red jump pointer points to the closest location to the right of the current location such that the number of reds in the range exceed the number of blues by 1 . At any given location $o_{i}$, the range $\left[o_{i}+1, o_{i}+1\right]$ is a trivial range that satisfies this criteria. Hence, one of the 2 coloured jump pointers will point to $o_{i+1}$. The goal of the algorithm is to compute the other (non-trivial) right jump pointer.

In order to obtain the non-trivial right jump pointer, we need to find the location that differs by 1 (in the opposite sign than at location $o_{i+1}$ ). For example, in Figure 3.4, the cumulative sum at location $t_{12}$ is 0 and as the colour at location $t_{2}$ is blue, the cumulative sum is 1 . The non-trivial right jump pointer points the closest location with cumulative sum of -1 .

The algorithm to find the jump pointers is given in Algorithm 10. The algorithm to find the jump pointers maintains a balanced binary search tree (BST) for the cumulative sums, which are used as keys for the $B S T$. The indices which will be resolved when the specific cumulative sum is seen are stored as values within the $B S T$. For example, when resolving the non-trivial red right jump pointer for $t_{12}$, closest location with a cumulative sum of -1 needs to be found. Hence, -1 is used as a key within the $B S T$ with the index $t_{12}$ as a value.

The total time taken in the pre-processing step is $\mathcal{O}(n \log (n))$, as proved in theorem below.

Theorem 3.3.5. Given a database $\mathbb{D}$ with $n$ tuples and an attribute $A_{i}$ pre-processing step takes $\mathcal{O}(n \log (n))$ time.

Proof. The sorting step of pre-processing takes $\mathcal{O}(n \log (n))$ time for the given attribute $A_{i}$. Establishing the right and left jump pointers makes use of a balanced binary search tree $(B S T)$. A total of $n$ indexes need to be inserted/deleted into the $B S T$, which consumes $\mathcal{O}(n \log (n))$ time. Hence, the total time taken for building the jump pointer structure for given attribute $A_{i}$ is in $\mathcal{O}(n \log (n))$.

Note that, while the initial pre-processing takes $\mathcal{O}(n \log (n))$ time, query processing is sub-linear: $\mathcal{O}(\log (n)+d)$, where $d$ is the disparity of input query.

Note on space complexity: During the pre-processing phase, $S P Q A$ algorithm creates a linear space data structure to aid in query processing. The query processing stores a total of disparity jump pointers to find the the most similar fair range which is small compared to the linear space data structure. Thus the total space complexity is $\mathcal{O}(n)$.

```
Algorithm 10 (Preprocessing) Building left jump pointers
    Input : Database \(\mathbb{D}\), attribute \(A_{j}\)
    Output : jump pointers
    Sort \(\mathbb{D}\) along attribute \(A_{j}\)
    \(B S T \leftarrow\}\)
    cumulative \(\leftarrow 0\)
    for \(i \leftarrow 0\) to \(n \mathbf{d o}\)
        cumulative \(\leftarrow\) cumulative \(+\operatorname{colour}\left(o_{i}\right)\)
6: \(\quad c[j, i] \leftarrow\) cumulative \(\quad \triangleright\) Cumulative sum is contained in \(c\)
        if cumulative present in \(B S T\) then
            for \(o b j \in\) values of \(B S T[\) cumulative \(]\) do
                \(L J P[j, o b j] \leftarrow i \quad \triangleright\) Left jump pointer
            end for
        end if
        Insert \(i\) into \(B S T\left[\right.\) cumulative \(\left.-2 * \operatorname{color}\left(o_{i}\right)\right]\)
    end for
```


### 3.3.4 Generalisation to weighted fairness

So far, our attention has been on the unweighted fairness model. In this section, we move to our general model of fairness: weighted fairness. As explained in § 3.2, the fairness constraint for this model is in the form of $\left|W_{r} C_{r}-W_{b} C_{b}\right| \leq \varepsilon$, where $W_{r}$ and $W_{b}$ are the weights for the red and blue counts, respectively. That is, the difference between the weighted sum of the number of objects from the two demographic groups should not be bounded by the threshold $\varepsilon$. Note that any rational values for weights can be expressed
as integer weights by scaling these weights. For example, weights $W_{r}=1.1$ and $W_{b}=1.2$ are equivalent to $W_{r}=11$ and $W_{b}=12$.

The fair range query problem in the generalised case would refer to finding the most similar fair range to the input fair range such that the disparity is within a value of $\varepsilon$. Note that finding cases where the disparity is less than $\max \left(W_{r}, W_{b}\right) / 2$ would infer finding ranges with a level of precision less than a single unit of disparity (less than a single weighted coloured object). For the sake of simplicity and practicality, we omit such cases and assume that the value of $\varepsilon \geq \max \left(W_{r}, W_{b}\right) / 2$.

The algorithm that deals with the weighted case uses similar concepts like jump pointer and cumulative sum. In the general case, a blue (resp. red) right jump pointer from location $o_{i}$ points to the closest location right of $o_{i}, j_{i}$ such that the range $\left[o_{i}+1, j_{i}\right]$ contains more blues than reds (resp. reds than blues) by weight. A similar definition for left jump pointers can be defined. Jump pointers for the sample dataset presented in Table 3.1 is presented in Figure 3.5 using weights of 3 for blue and 2 for red.

For the weighted case, the cumulative sum at a location $o_{i}$ indicates the weighted difference of blues and reds.

Theorem 3.3.6. (Correctness) Given a database $\mathbb{D}$, the disparity threshold $\varepsilon$, weights $W_{r}$ and $W_{b}$, and a query $Q(A:[s t a r t$, left $])$, algorithm 7 finds the the most similar fair range to $Q$.

Proof. Let the input range be deficient in blue colour and would require blue objects to make it fair. We know from the fairness criteria that $\varepsilon \geq \max \left(W_{r}, W_{b}\right) / 2$. If an unfair range range had a disparity of $\delta>\varepsilon$, adding a single blue object can only fix a disparity of $\max \left(W_{r}, W_{b}\right) / 2$. Hence, adding a single blue cannot make any unfair range that is deficient in blues into a unfair range that is excess in blues. This property will be used for proving this theorem. While expanding the range towards the end of the range, the right jump
pointer of the deficient colour is used to reduce the disparity. The objects that are visited by this outward right jump pointer expansion until a fair range is reached are denoted as the expansion jump path. Note that the expansion jump path is restricted to within a disparity of $\mid \operatorname{disparity}($ input $) \mid+\max \left(W_{r}, W_{b}\right) / 2$. The definition can be extended to shrink jump path in a similar manner. We prove that exploring the objects that lie along the jump pointer paths from the to end points is sufficient to get the optimum result.

Let us first describe an important property, that the objects that lie along the jump paths exhibit. Suppose the input range is unfair as it consists of more blues than reds i.e. in excess of $\varepsilon$. Let the object $o_{j}$ be the right blue (deficient in general case) pointer from the end point $o_{i}$. The objects that lie in between $o_{i}$ and $o_{j}$ can cover at most one more blue worth of disparity in the jump. Hence, we can observe that each of these points that lie along the expansion path cover monotonically more disparity that the previous object.

Let $\left[l_{\text {opt }}, r_{\text {opt }}\right]$ be the optimal fair range and let the end points of the range not lie on expansion/shrink jump paths. Let us assume that $r_{\text {opt }}$ was obtained because of an expansion operation. As the endpoint at $r_{o p t}$ is not on the expansion jump path, it would mean that the range ending at $r_{\text {opt }}$ does not cover more disparity than the previous object $\left(r_{p r e v}\right)$ on the expansion path. If the range $\left[l_{\text {opt }}, r_{p r e v}\right]$ is fair we have a contradiction. On the other hand, if the range is unfair, we can use the property that we explored before: adding a single coloured point cannot change an unfair range in one colour to an unfair range in opposite colour, leading to a contradiction.

Time complexity: The total time taken by $S P Q A$ algorithm is same as the unweighted case, $\mathcal{O}(\log (n)+d)$, where $d$ is the disparity in the input range. The details of the time complexity for the unweighted case which is mentioned in theorem 3.3.4 also applies to the weighted case.

Note on space complexity: During the pre-processing phase, $S P Q A$ algorithm creates a linear space data structure to aid in query processing. The query processing stores a total of disparity jump pointers to find the the most similar fair range which is small compared to the linear space data structure. Thus the total space complexity is $\mathcal{O}(n)$.

Pre-processing for the weighted fairness model In the weighted case, a blue pointer points to a location that has more blues than reds. We use the same notation as that of the unweighted case and denote the cumulative sum at location $o_{i}$ for the index of attribute $A_{j}$ as $c[j, i]$. If the location next to $o_{i}$ had a blue then the pointer would be trivial as it is pointing to the immediate next location. Let us consider the case where the immediate next location had a red instead. In such a case we need to find the nearest location whose cumulative sum is larger that the $c[j, i]$. In the opposite case where the neighbour was a blue one would like to find the closest location whose cumulative sum is smaller that the $c[j, i]$. Based on this approach, two data structures can be maintained. One for the locations whose pointers can be resolved if we found a cumulative sum with a smaller value than in the data structure. And the other data structure whose pointers can be resolved if we found a cumulative sum with a larger value. We use a balanced binary search tree for the two data structures. The pseudo-code to find the jump pointers for the weighted single predicate range query is in algorithm 11. The algorithm is an extension of the unweighted jump pointers. The algorithm uses a sort over the database as a the first step before adding and removing $n$ items from a balanced $B S T$ in order to find the jump pointers, it takes $\mathcal{O}(n \log n)$ time.

General positioning assumption: The algorithm and the definitions in the current section have been designed with the general positioning assumption. General positioning makes the assumption that no two points are co-located for the given attribute. In practice, with small modifications, our algorithms can handle the case when multiple points are present at a single location. Combining the co-located points into a single point with the aggregate weight would help us in creating a new dataset with no co-location. When the jump pointer
encounters the new point with a variable weight, it needs to update the data structure with the variable weight value. Note though that the similarity function needs to take the number of points co-located into account while computing the similarity.

This algorithm holds until and unless we have too many of the same demographic data point at the same location so as to move a range from unfair because of lack of reds to unfair because of excess of reds. Note that this case is highly unlikely in practise. In such extreme cases, where the unfairness suddenly switches from one the advantaged group to the disadvantaged one, we choose two problems, one in which the aggregate point does not belong thus limiting one side of the search space or the second in which we try further exploration.

```
Algorithm 11 (Preprocessing) Left jump pointers for weighted case
    Input : Database \(\mathbb{D}\), attribute \(A_{j}\)
    Output : jump pointers
    1: Sort \(\mathbb{D}\) along attribute \(A_{j}\)
    larger_BST \(\leftarrow\} ;\) smaller_BST \(\leftarrow\}\)
    3: cumulative \(\leftarrow 0\)
    for \(i \leftarrow 0\) to \(n \mathbf{d o}\)
        if color \(\left(o_{i}\right)==\) 'blue' then \(\quad \triangleright\) Blue always has a positive score
                smaller_BST \([\) cumulative \(] \leftarrow i\)
        else
            larger_BST[cumulative] \(\leftarrow i\)
        end if
        cumulative \(\leftarrow\) cumulative + weight \(\left(\operatorname{color}\left(o_{i}\right)\right)\)
        iterator \(\leftarrow\) Find cumulative in larger_BST
        while iterator \(\neq \emptyset\) do \(\triangleright\) Until end of larger_BST
            \(L J P[j\), iterator \(] \leftarrow i \quad \triangleright\) Left jump pointer
            Increment iterator
        end while
        iterator \(\leftarrow\) smaller_BST.begin ()\(\quad \triangleright\) Start of smaller_BST
        while cumulative \(>\) iterator do
            \(L J P[j\), iterator \(] \leftarrow i\)
            Increment iterator
        end while
    end for
```


### 3.4 Multi-predicate range queries

Next, we study the queries that contain multiple range predicates. Unfortunately, moving from single-predicate (SP) range queries to multi-predicate (MP) range queries complicates the problem significantly and the idea of jump pointers does not carry over. The reason is that in MP queries, there are different directions (along different angles) which a single jump can occur, while in SP there is only one direction (along x -axis) to make a jump. Moreover, while a SP query is identified by its two end-points, a MP query with $d$ range predicates forms a hyper-cube with $2 d$ sides. Hence, instead of the two end points of an SP range, one may need to move all sides of the hyper-cube to obtain the closest fair range, even when the disparity is slightly above the allowed fairness threshold, $\varepsilon$.

An observation that helps us with the MP cases is that the user may not be interested in fair ranges that are far away from the input query. Hence, the fair range query should be highly similar to the input range, otherwise it is not valuable for the user. We use this observation to design a best-first search (BFS) fair range query algorithm for the MP query.

### 3.4.1 Best First Search algorithm

At a high level, the BFS algorithm can be viewed as a "smart" traversal over a graph where every range is modeled as a node and there is an edge between two nodes if the outputs of their corresponding queries vary only in one tuple. That is, a node $Q_{2}$ is a neighbour of $Q_{1}$ if the output of query $Q_{1}$ differs from the output of query $Q_{2}$ by exactly 1 element. Mathematically, sets $\operatorname{out}\left(\mathbb{D}, Q_{1}\right)$ and $\operatorname{out}\left(\mathbb{D}, Q_{1}\right)$ have a symmetric difference of size 1.

The unfair input range provided by the user serves as a starting point in the graph traversal. This can be viewed as starting from the node with Jaccard similarity of 1 (Jaccard distance of 0 ), discovering its neighbours, deciding which node to visit next, and pruning
the blanket of nodes in the graph that their corresponding ranges have similarity less than the current best fair range discovered.

Starting from the node of the input query, the algorithm first needs to discover its neighbouring nodes in the graph. For this, we rely on the existence of an oracle neighbors $(Q)$ that discovers the neighbours of a query $Q$. It turns out, due to the frequency of calling this oracle, it can significantly impact the performance of the BFS algorithm. We shall provide a careful development of this oracle in § 3.4.2.

At any point of traversal, the algorithm selects the node that has the maximum Jaccard similarity with the input query for being visited next. The Jaccard similarity can be represented as the ratio of the intersection of two sets to their union, and the neighbouring range to a given range can differ only by a single element. Accordingly the neighbouring ranges are the ranges with the smallest Jaccard similarity.

Upon visiting a node, the algorithm checks if it satisfies the fairness requirements. If so, the algorithm stops and returns this range as the most similar fair range with query input. Otherwise, it calls the neighbor oracle to discover the unseen neighbours of this node to be considered for traversal. The pseudo-code of the BFS algorithm is provided in Algorithm 12. It uses a max-heap for efficient traversal of the graph. Using the heap data structure, adding the new nodes to the list of discovered nodes and identifying the most similar node to the input range is done in logarithmic time to the size of heap.

```
Algorithm 12 Best-First Search algorithm for MP : BFSMP
    Input : Database \(\mathbb{D}\), attribute list \(A\), input query \(Q\)
    Output : most similar fair range
    Heap \(\leftarrow Q\)
    while \(\mid\) Heap \(\mid \neq 0\) do
        top \(\leftarrow\) Heap.pop ()
        if fair (top) then return top
        for neighbor \(\in\) neighbors (top) do
            Heap.push(neighbor)
        end for
    end while
    return \(\emptyset\)
```

Lemma 3.4.1. (Correctness) Algorithm 12 finds the most similar fair range to the input range.

Proof. The Jaccard similarity of the set being explored is $I / U$, and the sets being added can have a reduced Jaccard similarity of $(I-1) / U$ or $I /(U+1)$. These are the smallest possible decreases in Jaccard similarity possible by removing or adding points.

Starting from the input range, let us now consider the neighbourhood path from the input range to the most similar fair range. As at every stage of the algorithm all the neighbourhood ranges which account to the smallest possible decreases in Jaccard similarity have been added to the heap, the fair output range that the algorithm produces is the most similar one.


### 3.4.2 Neighbouring range computation

Having explained the BFS algorithm, we now turn our attention to developing the neighbors Oracle. Computing the neighbouring ranges is an important step of the BFS algorithm. The challenge here is to make sure all neighbours of a range have been discovered in an efficient manner.

To better explain the oracle, let us consider a sample dataset as shown in Figure 3.9. Consider a sample range be as shown in Figure 3.10. Suppose we want to expand the range outwards in order to add a new point. One simple approach of expansion that can be thought of is to move a side while maintaining either the height or the width constant. Figure 3.11 shows the expanded rectangle while moving the lower bound while maintaining the width constant. A similar approach can be performed on the left bound as seen in Figure 3.12. Note that these are not the only possible expansions. These expanded ranges will later be used to limit our search for finding the other neighbouring ranges along the diagonal direction. For 2D, there are 4 such expansions. As a generalisation, one can obtain $2 d$ such expansions in $d$ dimensions. Such points can be found out in $\mathcal{O}\left(\log ^{d} n+k\right)$ using a range tree [88].

One can think of adding an additional point by moving a corner point along the diagonal direction. One such diagonal expansion can be seen in Figure 3.13. The bottom left corner can be expanded to add one more point along the diagonal. As one may observe,
such expansions are limited by the expansion of the sides which border the corner. The expanded boundary shown in Figures 3.11 shows the extent to which one may expand the bottom boundary downwards until they find a point. If a point laid in the diagonal beyond such a boundary, it would not account to a neighbourhood range as such an expansion would contain two points instead of one.

Figure 3.14 shows the expanded vertical and horizontal ranges that add a single point in solid green lines. The expanded boundaries form the limits of the region containing the diagonal expansion end points. The problem of finding all possible diagonal expansion points can be formulated as finding a skyline within the range shown by the dotted green lines: Given a corner point $p_{o}$ for diagonal expansion ${ }^{1}$ in a $d$-dimensional space, consider the bounding box specified by the side expansion (e.g. the dashed rectangle in the bottomleft of Figure 3.14). A point $p_{1}$ inside the bounding box dominates another point $p_{2}$ in the bounding box if $\forall 0<i \leq d:\left|p_{1}[i]-p_{o}[i]\right|<\left|p_{2}[i]-p_{o}[i]\right|$. The skyline of the points in the bounding box is the set of points not dominated by any other point. Every skyline point is a valid diagonal expansion. As a result, in order to find all neighbours of a given range, it is enough to find (a) all neighbours by side expansion/shrinking and (b) all diagonal expansion points in the skylines. A MP query with $d$ range predicates contains $2^{d}$ corners. Each corner can be expanded away from the centre of the MP query in order to find queries that differ by a single point, i.e. a neighbouring range. There can be many neighbouring ranges for each corner. A range skyline query can be constructed for each corner using the intersection of the boundaries of the side expansion as one of the end points of the range query and the corner point's coordinates itself as the other end point. One naive approach is to obtain the points that lie within the range using a R-tree and then apply a skyline algorithm on the points obtained. This is not efficient. We use studies that efficiently compute the skyline on range queries. In particular, we use the the Range-

[^1]Skyline-Query algorithm by Janardan et. al. [89] for skyline discovery. This algorithm has a complexity of $\mathcal{O}\left((k+1) \log ^{d} n\right)$, where $k$ is size of skyline. Note that $k$ should generally be a small number. In particular, as the number of dimensions increase, and as the size of the range grows, the expected number of points that occur within the corner ranges will decrease. That is because with each dimension the number of ranges it must occur within increases by one; and it will decrease with the size of the range, as more points that are potentially the nearest point will equate to a decrease in the size of the corner.

### 3.4.3 Informed best first search

The BFS algorithm discussed so far searches for the fair range by exploring the node with the maximum Jaccard similarity first. Branching out from a node to explore for a fair range requires discovering it neighbours, adding them to the heap, and repeating the same process for its neighbours in a recursive manner - which is time-consuming. On the other hand, given the amount of disparity at a node, it may be clear that its neighbour up to a certain number of hops cannot fill the disparity gap. That simply is because every neighbouring node has a difference of exactly one element with the current node and, hence, in the best case can drop the disparity by one unit. In other words, if the current disparity is equal to $\delta$ and the fairness threshold is $\varepsilon<\delta$, at least $\delta-\varepsilon$ hops are needed to fill the disparity gap.

Every hop in the path from the current node reduces the similarity from the initial query to a certain degree. As a result, combining the minimum number of hops to achieve fairness with the similarity decay per hop, we can compute an upper-bound threshold on the maximum similarity for a fair range (referred as U-threshold) that one can hope to achieve by branching out from the current node.

The above observation enables to design a more efficient algorithm, Informed Best Frist Search algorithm for Multi-Predicate (IBFSMP), with an early stop criteria, that de-
lays exploring the branches that their U-threshold is not the maximum. In other words, instead of selecting the most similar node to be explored next, IBFS selects the node with maximum U-threshold to be explored next. IBFSMP is inspired from the $A *$ algorithm [90] which utilises the lower-bound on the remaining distance to the destination to perform an efficient search. However, IBFSMP differs from the A* in details and the way the bounds are calculated. We still need to compute the U-threshold of a node, which is done in Theorem 3.4.2.

Theorem 3.4.2. $T$ he $U$-threshold of a node $Q$ is:
where $\delta=W_{b} \cdot C_{b}-W_{r} \cdot C_{r}$.
Proof. Let the node $Q$ have an intersection of $I$ and union of $U$ with the input range. Let the disparity of the unfair range $Q$ be $\delta=W_{b} \cdot C_{b}-W_{r} \cdot C_{r}$. As the range $Q$ is unfair, $|\delta|>\varepsilon$.

Let us consider the case that the range $Q$ is unfair because of the presence of too many blues in $Q$ compared to the reds.

$$
\delta=W_{b} \cdot C_{b}-W_{r} \cdot C_{r}>\varepsilon
$$

As we are trying to find the upper bound, we would like to maximise the Jaccard similarity such that such a range can potentially exist. In order to obtain a fair range, either blues can be removed, reds can be added or both can be done. Let $B^{\prime}$ be the blues that are removed and $R^{\prime}$ be the reds that are added to $Q$ to make it a fair range.

$$
\begin{array}{ll}
-\varepsilon \leq W_{b}\left(C_{b}-C_{b}^{\prime}\right)-W_{r}\left(C_{r}+C_{r}^{\prime}\right) & \leq \varepsilon \\
-\varepsilon \leq \delta-W_{b} \cdot C_{b}^{\prime}-W_{r} \cdot C_{r}^{\prime} & \leq \varepsilon
\end{array}
$$

Moving around the terms, we get

$$
\begin{equation*}
\delta-\varepsilon \leq W_{b} \cdot C_{b}^{\prime}+W_{r} \cdot C_{r}^{\prime} \leq \delta+\varepsilon \tag{3.4}
\end{equation*}
$$

In order to maximise the Jaccard similarity, various values of $B^{\prime}$ and $R^{\prime}$ need to be checked which satisfy the equation 3.4. Note that for a given value of $B^{\prime}$ (resp. $R^{\prime}$ ), using the smallest $R^{\prime}$ (resp. $B^{\prime}$ ) that satisfies the equation 3.4 would provide a larger Jaccard similarity. Thus, given $B^{\prime}$ the smallest value of red satisfying the equation would be,

$$
C_{r}^{\prime}=\left\lceil\frac{\delta-\varepsilon}{W_{r}}\right\rceil
$$

The $U$-threshold thus can be expressed as a maximisation in terms of $R^{\prime}$,

$$
\begin{equation*}
\max _{0 \leq C_{r}^{\prime} \leq\left\lceil\frac{\delta-\varepsilon}{W_{r}}\right\rceil} \frac{I-\left\lceil\max \left(\delta-\epsilon-W_{r} \cdot C_{r}^{\prime}, 0\right) / W_{b}\right\rceil}{U+C_{r}^{\prime}} \tag{3.5}
\end{equation*}
$$

Similarly, given $R^{\prime}$ the $U$-threshold thus can be expressed as a maximisation in terms of $B^{\prime}$ as,

$$
\begin{equation*}
\max _{0 \leq C_{b}^{\prime} \leq\left\lceil\frac{\delta-\varepsilon}{W_{b}}\right\rceil} \frac{I-C_{b}^{\prime}}{U+\left\lceil\max \left(\delta-\epsilon-W_{b} \cdot C_{b}^{\prime}, 0\right) / W_{r}\right\rceil} \tag{3.6}
\end{equation*}
$$

The amount of time taken to compute the $U$-threshold using the equation 3.5 is $\left\lceil\frac{\delta-\varepsilon}{W_{r}}\right\rceil$. The amount of time taken to compute the $U$-threshold using the equation 3.6 is $\left\lceil\frac{\delta-\varepsilon}{W_{b}}\right\rceil$. In case $W_{r}$ is larger than $W_{b}$ the complexity for exploring all the values for reds using equation 3.5
is better. Equation 3.6 can be used to explore all the values for blues when $W_{b}$ is larger than $W_{r}$. A similar approach can be applied when the range is unfair because of excessive reds to obtain the final two cases in equation 3.3.

Replacing the selection criteria for traversing the graph with U-threshold, the only component of Algorithm 12 that needs to change is the max-heap and the rest remains unchanged, i.e., instead of structuring the heap according to similarity, IBFS builds the heap according to U-threshold (Equation 3.3).

Note that the IBFS algorithm is agnostic to the heuristic and similarity measure satisfying two important properties. (1) The similarity measure being used must be a set based similarity measure based on the points in the output range. (2) As can be seen from U-threshold, the heuristic must provide a upper-bound threshold on the maximum similarity for a fair range.

Note on space complexity: BFSMP algorithm explores neighbouring ranges to reach the fair range query that is nearest to the input query. Along the process a large number of ranges are explored and stored in memory in a heap. The space consumed by the algorithm depends on the number of neighbouring ranges explored. Thus the space complexity for BFSMP algorithm is $\mathcal{O}$ (number of explored ranges).

### 3.4.4 Using MP algorithms for SP

Before concluding this section, we would like to note that MP algorithms also work for SP. However, $S P Q A$ has a provably better time complexity than $B F S$, in all instances. This is because SPQA takes advantage of pre-computed jump pointers which is only available when the possible changes in the bounds of the range are restricted to one degree of freedom. As explained in $\S$ 3.3.2, $S P Q A$ has a worst-case time complexity of $\mathcal{O}(\log (n)+$
disparity). One can easily establish a best case complexity for BFS algorithms that is at least as slow as this. First, in order to reach it's destination, $B F S$ can adjust its range with each step by adding or removing a point. In the best case, it visits only points which monotonically decrease the disparity, and stops after disparity more steps. Additionally, BFS constructs a one dimensional range tree (which is equivalent to a balanced binary search tree) as pre-processing to find the closest point. This requires an initial setup time of $n \log (n)$. Therefore, the best case time-complexity of BFSs is $\Omega(n \log (n)+$ disparity $)$. This demonstrates that the time-complexity of $S P Q A$ is comprehensively better, and accordingly, we favour it for SP queries.

### 3.5 Experiments



### 3.5.1 Experimental setup

Datasets: We used both real and synthetic datasets for our experiments. For the real world datasets we use TexasTribune and UrbanGB datasets. Along with the real world datasets, a synthetic dataset Uniform was generated for the experiments. Below we provide a brief description of these datasets.


Figure 3.20: Average amount of time taken by IBFSMP algorithm for different bucket sizes - UrbanGB dataset


Figure 3.21: Average amount of time taken by IBFSMP algorithm for different bucket sizes - Uniform dataset


Figure 3.22: Rectangles explored by IBFSMP algorithm for different bucket sizes Urban $G B$ dataset


Figure 3.23: Rectangles explored by IBFSMP algorithm for different bucket sizes Uniform dataset

| Dataset name | Items | $d$ | Sens. attribute | Weights |
| :--- | :--- | :--- | :--- | :--- |
| Texas Tribune [91] | 149,481 | 21 | gender,race | gen. (1:1) race (4:5) |
| COMPASS [92] | 60,842 | 12 | race | $2: 1$ |
| UrbanGB [93] | $1,600,00033$ | \#vehicles in accident $2: 1$ |  |  |
| (Synthetic)Uniform 10,000 | 4 | Synthetic | $1: 1$ |  |

- (Real dataset) TexasTribune ${ }^{2}$ : Texas Tribune dataset consists of 149,481 records with the salary/compensation information for Texas state employees. The dataset has 21 attributes with gender and race being the main sensitive attributes and salary/compensation being numeric.
- (Real dataset) COMPASS [92]: COMPASS dataset (unprocessed) consists of 60,842 data points collected with 12 attributes with race as sensitive attribute and one real numbered attribute(raw score). The dataset has around 21 K Caucasian (blue) and 39 K nonCaucasian (red) warranting a ratio of 2:1.
- (Real dataset) UrbanGB ${ }^{3}$ : UrbanGB dataset consists of 1.6 million records of accidents over a period 2000 and 2016. The dataset has 33 attributes, including latitude, longitude, accident severity, number of vehicles involved in the accident, date and time of accident. For the experiments, 10,000 records from the $\operatorname{Urban} G B$ dataset have been used. As

[^2]UrbanGB dataset does not have a sensitive attribute inherent to it, we use the number of vehicles that were involved in the accident to create a sensitive attribute. There are 3,088 records where a single vehicle was involved in an accident and 6,912 records where more than one vehicle was involved. Hence, we use a weight of 2 for the 3,088 records and 1 for the 6,912 records.

- (Synthetic dataset) Uniform: The dataset consists of 10,000 points sampled uniformly from a cube which has a side of length 1,000 and a uniformly sampled binary sensitive attribute. The dataset has 4,967 blues and 5,033 reds.

The Texas Tribune and COMPASS datasets consist of one numerical attribute, a few other categorical attributes and sensitive attribute. Hence, the two datasets have been used with SPQA. As Uniform and UrbanGB datasets consist of multiple numeric attributes it is used for MPQA queries.

Our experiments were conducted on a Intel(R) Core(TM) i7-6850K CPU @ 3.60GHz with 64GB of main memory using Linux operating system (Ubuntu 18.04.5 LTS).

Algorithms implemented: Along with $S P Q A$, weighted $S P Q A$ and IBFSMP algorithms, to evaluate multi-predicate range queries, we implemented a local search baseline algorithm.

- Baseline: The baseline approach for the multi-predicate range queries is based on limiting the search space to obtain a bounding box within which to search for fair queries. The maximum number of elements that can be added to the input range without violating the Jaccard similarity criteria is first computed. The boundaries of the expanded box are found by finding the smallest expansion along each of the directions/dimensions without violating the similarity criteria. This expansion limits the search space while still providing a valid box to search for the most similar fair range. This expanded range is then searched in a brute-force manner to obtain the closest fair range.
- Coverage based algorithm [79, 80]: We have used the code from [79, 80] to compare against our methods for multi-predicate range queries. The different techniques in the
papers $[79,80]$ modify the input range to produce a range which covers at least a given threshold number from each demographic group.

All the algorithms in the paper are implemented using C++. The implemented code can be found at the github location ${ }^{4}$.

Experimental parameters: The value for $\varepsilon$ plays an important role in simulating a real scenario. Satisfying perfect parity may not always be possible in practice and may require significant changes in the initial setting. In particular, in our problem setting, the ranges that are not similar enough to the user input may not be valuable. In our experiments, we allow a disparity of $5 \%$ between demographic groups. The corresponding value of $\varepsilon$ is then computed as:

$$
\varepsilon=\frac{0.05\left(\left|B W_{b}\right|+\left|R W_{r}\right|\right)|\operatorname{out}(Q)|}{2(B+R)}
$$

where $B$ and $R$ are the total number of blues and reds in the universe respectively. $W_{b}$ (resp. $W_{r}$ ) refer to the weight of each blue (resp. red). The entity $\left(\left|B W_{b}\right|+\left|R W_{r}\right|\right) /(B+R)$ gives us the expected magnitude of the weight each point carries. The scaled weight for the given query $Q$ with an allowed disparity of $5 \%$ thus turns out to be $0.05\left(\left|B W_{b}\right|+\right.$ $\left.\left|R W_{r}\right|\right) \mid$ out $(Q) \mid /(B+R)$.

Choosing an appropriate value of $\varepsilon$ : Our system enables responsible data selection through exploration. While the choice of $\varepsilon$ varies based on the application, an exploration based approach helps the application owner to choose an appropriate value of $\varepsilon$. That is, after the user specifies a range query and a value of $\varepsilon$, we return the most similar query, satisfying it. The user then has the choice to accept our recommendation, or to adjust the value of $\varepsilon$ and/or the range and continue exploring until a satisfactory range is identified.

[^3]
### 3.5.2 Proof of Concept - TEXAS TRIBUNE

For a proof of concept, we use the Texas Tribune dataset. The dataset consists of 149,481 records of compensation for Texas state employees. We use gender as the sensitive attribute. As the representation of males and females in the dataset is similar ( 64,153 men and 85,328 female), the weights for male and female in the query are considered to be the same. The distribution of male and female employees in the overall dataset can be seen in Figure 3.15. Following Example 2 on this dataset, we assume the business office is interested in finding the employees who earn a salary of more than $\$ 65,000$. There are a total of 14,803 men and 12,182 women earning more than $\$ 65,000$, with a difference of 2,621 (around $10 \%$ ). Considering the ethical considerations, the business management office would like to find a query whose output is similar to the initial query and within which there are at most 1000 (around 5\%) males more than females.

Using $S P Q A$, a fair query which is most similar to the input input query is determined. The output of the fair query $(60562 \leq$ salary $\leq 152000)$ consists of 32,064 employees with 16,532 male and 15,532 female. The Jaccard similarity of the fair query with the input query is around $75 \%(76.23 \%)$. Figure 3.15 shows the distribution of male and female employees in input query and the most similar fair query.

Extended PoC: A function $F(x)$ which for which datapoints with the same x values but from different demographic groups have different results will underperform on a given demographic group if that demographic group is unfairly represented in designing the function. In the TexasTribune dataset, there is a function that meets this requirement where $F(x)$ predicts the salary and the parameters $x$ are their level (or lack of level) of employment and the part of the state for which of they are employed. We trained an auto-sklearn regressor on this task, using two datasets: the result of the original query in Example 2, and the result of the modified fair query. We then analyzed the dataset using $R^{2}$ scores over male and female data points. We observed that with the initial dataset there was a fractional
difference of 0.088 , while with the unbiased data, that fractional difference was reduced to 0.022 , where a lower fractional difference represents a regressor predicting the salary for men and women more consistently.

Systems Integration PoC: As an integration with a DBMS system, we create a thin web based interface based on postgres. For this PoC, we use the TexasTribune dataset. The postgres database is created with index on the numeric attribute - salary. For the PoC, we compare the $\mathcal{O}\left(n^{2}\right)$ naive algorithm with the jump pointer algorithm.

For the naive algorithm, the time is computed for processing the query. For the jump pointer algorithm, there is a pre-processing phase where we calculate the cumulative sum and jump pointers and populate a separate table with these details. We measure the time taken for naive query, pre-processing to create jump pointers and $S P Q A$ query processing. Average time taken by the pre-processing algorithm taken by $S P Q A 0.043$ second. We run around 500 randomly sampled queries and measured the time taken by each of these queries. While average time taken by $S P Q A$ algorithm is 0.0054 seconds, average time taken by naive algorithm is 6.938 seconds. This shows the efficienly of SPQA when integrated with DBMS.

### 3.5.3 Performance of SPQA and weighted $S P Q A$

The performance of $S P Q A$ depends on the disparity of the input query. For these series of experiments, we measure the amount of time taken by the $S P Q A$ algorithm when provided with an input query. The experiment were averaged over five runs of $S P Q A$ algorithm for more reliable time measurements. For these experiments, theTexasTribune dataset was used. As TexasTribune has 149,481 records with almost the same number of male as female we use gender as the sensitive attribute for the unweighted case. For the weighted case, we use race as the sensitive attribute while using white (majority) and non-white (minority) as the demographic groups. There are a total of 67,142
white records and 82,339 non-white records. As the ratio of white to non-white is very near to $4: 5(0.815)$, we use weights of 4 and 5 for the weighted $S P Q A$. For the SP queries, we use salary as the attribute for range predicates. A large part of the records of the database ( $95.6 \%$ ) have a salary less than 100,000 . Hence, to set the range query boundary, we pick all points in multiples of 5,000 between 5,000 and 100,000 as start and end points. For every query, time taken by $S P Q A$ algorithm is measured along with the input query's disparity. For both the weighted and unweighted case, the $\varepsilon$ value was set to 500 for this set of experiments.

For the COMPASS dataset, the risk score varied between -4.79-51.0. Starting of the input range was generated between -4.79 and 51.0 with multiples of 3.0 . Ending of the input range varied from the starting in multiples of 3.0. The COMPASS dataset has around 21 K Caucasian (blue) and 39 K non-Caucasian (red) warranting a ratio of 2:1.

Figures 3.16 and 3.17 show the scatter plot for amount of time for $S P Q A$ against the input query's disparity value for the Texas Tribune dataset and figure 3.18 shows the scatter plot for the weighted SPQA queries run on the COMPASS dataset. As a baseline, we ran IBFS for single range predicate (weighted and unweighted). On average, IBFS ran about 3 orders of magnitude slower than the jump pointer algorithm. The plots show a linear scaling of time with the input query's disparity. This empirically validates the running time of both the unweighted and weighted $S P Q A$ algorithms.

### 3.5.4 Performance evaluation of MP algorithms

For the multi-predicate range query evaluation, we use UrbanGB and Uniform datasets. For the experiments, 10, 000 records from the UrbanGB dataset have been used. There a total of 3,088 blues and 6,912 reds. Hence, we use a weight of 2 for the blue records and 1 for the red records. Latitude and longitude attributes from the database were used to form the range queries. The latitude values in the 10 K records varied from -0.507015 to
0.297345 and the longitude values varied from 51.306584 to 51.660974 . Uniform dataset consists of 10 K records uniformly sampled from within a square of length 1,000 . The sensitive attribute is made of an almost equal number of blues and reds and hence we use a weight of 1 for both these colors. For all sets of experiments, a disparity of $5 \%$ between demographic groups is allowed which is indicated by the value of $\varepsilon$ used. The baseline algorithm restricts the search to a bounding box and performs a thorough search of all the ranges in this rectangle. In this section we compare the run times of IBFSMP and baseline algorithms.

### 3.5.4.1 Effect of input query size on the run time

Query size is an important measure as it impacts the performance of our algorithms. It impacts the number of points that are being added or removed to find a fair range. While there are many other factors which may impact the performance of the query, we choose many queries in each bucket and repeat our experiments with each of these and aggregate our results to reduce the impact of other factors. For our experiments, query sizes vary from 200 to 1400 that are bucketized with intervals of 200 . That is, if for example a query result contains 558 points, it fall in the query size bucket of 400-600. Each bucket has 20 range queries sampled for the experiment using rejection sampling. The input queries are chosen from different buckets using rejection sampling based on the points which satisfy the query. In each bucket, we execute 30 queries each and aggregate the results for comparison. The average run-time is measured for both the algorithms under different bucket sizes. For the queries in each bucket, the mean time taken during the run of the IBFSMP algorithm for UrbanGB and Uniform datasets is shown in Figure 3.20 and Figure 3.21, respectively. In case of the baseline algorithm which restricts the search space, experimental results for the bucket 200-400 show a mean of 697.4 seconds and 557.1 seconds for the UrbanGB and Uniform datasets respectively. The cases for the larger bucket sizes
did not complete even after 3 hours and thus are not tabulated. The aggregated values of mean show that IBFSMP outperforms the baseline algorithm by orders of magnitude. For each individual query, the IBFSMP outperforms the baseline algorithm. But, due to space constraints, the details of each query executed is not included.

IBFSMP shows similar trend when run in higher dimensions. The experiments with 3 range predicates show that the time taken grows with input range size as seen in figure 3.19. One difference we observed was that the larger part of the computation was spent in computing skylines than in lower dimensions. One can observe the increase in run times between the two and dimension charts even for small input sizes.

### 3.5.4.2 Effect of input query size on the number of ranges explored

For the next set of experiments, we evaluate the effect of input query size on the ranges explored. As the algorithm has a dependence on many factors, we choose input query arbitrarily to analyse the impact of input query size, Jaccard similarity from the input range on running time. The number of ranges explored by the IBFSMP algorithm is measured as a parameter along with the time taken. The input queries are chosen with different output sizes based on the number of points which satisfy the query. Query sizes vary from 200 to 1400 that are bucketized with intervals of 200 . That is, if for example a query result contains 558 points, it fall in the query size bucket of 400-600. Each bucket has 20 range queries sampled for the experiment using rejection sampling. We use the same set of queries with different sizes, bucketized with intervals of 200, as in our previous experiment.

Intervals of 200 are used to chose buckets starting from 200 up to 1600 . We arbitrarily choose multi-predicate queries with various input query sizes, and execute the IBFSMP algorithm. The queries are placed into buckets based on input range size.

For the queries in each bucket, mean and standard deviation of the run time and ranges explored during the run of the IBFSMP algorithm for UrbanGB and Uniform datasets is measured and tabulated in Table 3.2 and Table 3.3 respectively. As indicated by the mean values in Tables 3.2 and 3.3, the run-time increases with increase in query size. The number of ranges explored by IBFSMP for UrbanGB and Uniform datasets are shown in Figure 3.22 and Figure 3.23 respectively. As can be seen in the figures, the number of ranges explored grows significantly with increase in query size. As the amount of time taken is proportional to the number of ranges, the mean time taken grows with the number of ranges explored as can be seen in the both the figures.

We did not include the performance of BFSMP in the table as IBFSMP significantly outperformed it in all cases. For example, while IBFSMP on average required only 1.1 seconds for the 200-400 bucket in Uniform dataset, BFSMP on average took 11.1 seconds. That is because, on average, it explored 145 K ranges ( $\mathrm{SD}=394 \mathrm{~K}$ ) while this number was 15K for IBFSMP. Similarly, for UrbanGB dataset, BFSMP on average took 15.3 seconds while IBFSMP took 3.6 seconds for this experiment. The reason was that BFSMP on average explored 199 K ranges, while this number was 51 K for IBFSMP. In all cases, IBFSMP outperformed BFSMP for every query. In case of BFSMP algorithm, the amount of time taken for the 200-400 bucket has a mean of 11.1 seconds and standard deviation (SD) of 31.5 for the run-time for the Uniform dataset. a mean of 145314.9 and standard deviation of 394289.7 with the sampled queries from Uniform dataset. With the sampled queries from the UrbanGB dataset, BFSMP consumes 15.3 seconds of time on average with a SD of 22 . The average number of ranges explored for this dataset stand at 199 K with a SD of 275 K . These results demonstrate the improvements that IBFSMP has over BFSMP.

| Query size | $\mu$ time | $\sigma$ time | $\mu$ \#Ranges | $\sigma$ \#Ranges |
| :--- | ---: | ---: | ---: | ---: |
| $200-400$ | 3.6 | 10.3 | 51334.2 | 147597.0 |
| $400-600$ | 9.5 | 18.9 | 138860.3 | 276703.1 |
| $600-800$ | 121.4 | 288.7 | 1728136.6 | 4233843.5 |
| $800-1000$ | 331.1 | 685.3 | 4254471.8 | 8698502.4 |
| $1000-1200$ | 419.0 | 616.0 | 5460567.3 | 8111981.2 |
| $1200-1400$ | 1060.2 | 1942.2 | 13468987.3 | 24934174.2 |

Table 3.2: Comparison of query run time (sec.) for various input range set sizes using IBFSMP for UrbanGB dataset

| Query size | $\mu$ time | $\sigma$ time | $\mu$ \#Ranges | $\sigma$ \#Ranges |
| :--- | ---: | ---: | ---: | ---: |
| $200-400$ | 1.1 | 2.8 | 15495.1 | 39389.3 |
| $400-600$ | 37.1 | 101.3 | 499156.7 | 1343447.2 |
| $600-800$ | 138.1 | 292.3 | 1806451.6 | 3807519.0 |
| $800-1000$ | 525.3 | 902.6 | 6974328.9 | 11961045.4 |
| $1000-1200$ | 940.4 | 1919.6 | 12298647.0 | 25016749.7 |
| $1200-1400$ | 1279.9 | 3123.1 | 17208695.7 | 41803978.6 |

Table 3.3: Comparison of query run time (sec.) for various input range set sizes using IBFSMP for Uniform dataset

### 3.5.5 Comparison with coverage based algorithms

Coverage based algorithms [79, 80] output a range query by modifying the given query such that at least a given number of items from each sensitive group are present. Note that coverage based CRBase makes use of a threshold value for each demographic group. On the other hand demographic parity measure is based on the notion of weighted difference between the demographic groups. As a range expands by addition of the minority group, items from the majority group are also added which may increase the disparity. To find ranges which satisfy demographic parity measure, we make use of numerous values of threshold to find different ranges that satisfy demographic parity fairness measure. Among these fair ranges, we record the ones which have the most similarity.

We have run these experiments with the uniform and Urban GB datasets. We measure the fair ranges from CRBase algorithm and record the one which has the most similarity.

CRBase algorithm was run with 4, 8, 16 and 32 bins. CRBase algorithm produces a fair range $33.9 \%$ of the time with the Uniform dataset. We measure the error by computing $1-C R S i m / O p t i m a l$, where CRSim is the similarity of the CRBase algorithm where as the Optimal is the similarity of the optimal range. For the ranges where CRBase algorithm does not satisfy the fairness or similarity criteria we mark $C R$ Sim as 0 . An average error measure of 0 means that optimal range is always obtained, while an error of 1 means that the range produced never satisfies the criteria. The error produced by CRBase is 0.682 on average. For the UrbanGB dataset, we used a weighted fairness measure. CRBase was able to produce a fair range for only 3 out of 120 sample ranges. The experiment shows that the two optimization problems and hence, the solutions are different in nature.

### 3.5.6 Summary of experimental results

At a high level, the experiments verify the efficiency and efficacy of our methods. Firstly, we empirically show the efficiency of the unweighted and weighted SPQA algorithm. Secondly, for a wide spectrum of range queries, we show that BFS algorithms outperform the baseline algorithm by orders of magnitude. Moreover, IBFSMP outperformed BFSMP since it explored far less number of ranges before it found the optimal solution. Finally, we also show the effect of input range size on IBFSMP, the larger the set size the more the time taken by IBFSMP to find the most similar fair range.

### 3.6 Related work

Query answering: Efficiency is critical requirement in query answering. A large amount of research has focused on different aspects of query answering over the past few decades. One of the popular methods that has been explored is the query answering using views [9497], where the goal is to efficiently answer a query using a set of previously materialised views on the database. Srivastava et. al. [96] answer SQL queries with grouping and
aggregation in the presence of multi-set tables by detecting when the information existing in a view is sufficient to answer a query. Chaudhuri et. al. [97] solve the problem of optimising queries in the presence of materialised views. Approximately answering queries has also been studied extensively in many works [98-102]. While there have been many works in the area of query answering, none of these works can be modified to incorporate fairness into them.

Fairness: Reducing racial disparities has recently been a key research [47, 55, 69, 103107]. Feldman et. al. [103] propose methods to make make data unbiased by modifying the fields/attributes. Hajian et. al. [104] propose a data transformation that can consider combination of attributes to perform data transformation. While [103, 104] perform data modification, we do not modify any data point to remove bias from data instead we provide the nearest fair data points to work with. While $[105,106]$ propose methods that learn to produce fair machine learning models from the given data they do not eliminate bias from the data itself.

Query reformulation: Salimi et. al. [108] created a system for detecting statistical dependencies which impact the result of the original query. In their work, they reformulate queries by modifying the attributes queried to account for these statistical anomalies. In other works [78-80], a system has been proposed which minimally relaxes a query to provide coverage for sensitive groups. The objective of [79,80] is to modify the original query satisfying demographic coverage constraints (minimum number of items from a each group). Coverage constraint satisfaction involves only relaxing the constraints, which may not help in reducing disparity. Note that, trying to satisfy coverage can further increase the disparity between the groups. Similar to these works [78-80], our algorithms also modify the original query. However, unlike existing work, our objective is to find queries (i) similar to the initial query that (ii) satisfy a disparity (unfairness) threshold on counts from different demographic groups.

### 3.7 Discussion and future work

Fairness model There are many fairness models which one can consider when the data contains demographic sensitive attributes. In this paper, we have used the fairness model in which objects from different demographic groups have equal chances of being selected in the output set. There are other fairness models like the demographic parity based on ratio which we consider for future work. Such a fairness model has the form, $\delta \geq C_{r} / C_{b} \geq \delta^{-1}$. Operators In our current work, we have considered a conjunctive operator to join different predicates. Query models like $S Q L$ support operators like $N O T$ and $O R$. Note that the subset of operations ( $O R$ and $A N D$ ) would allow the output queries to allow for union of ranges. We consider the addition of these different operators to the query model as an extension of the paper for future work.

All nearest fair ranges: The declarative query in 3.2 can have multiple range queries which are equally near while satisfying fairness constraints. An interesting area of research would be to enumerate all these nearest fair ranges.

Demographic group based extensions: Fairness problems based on binary demographic groups have been well studied [109-112] for various applications like clustering, PCA and other optimisation problems. We note that a significant portion of existing literature fairness and its definitions consider binary cases, as there usually is an advantaged/majority v.s. disadvantaged/minority group(e.g. COMPAS dataset(black vs non-black), adult and salary dataset(female vs male)). While binary case for fairness is an important case, extensions to these problems are valuable in many scenarios. We consider extending the fair range queries to non-binary demographic groups and demographic parity constraints on multiple sensitive attributes as future work.

### 3.8 Final remarks

In this paper, we initiated research on integrating fairness into data management systems. As our first attempt, we focused on selection bias in range queries, and proposed efficient algorithms. In particular, we proposed a sub-linear algorithm for single-predicate range queries and two algorithms based modeling the problem as graph traversal for multipredicate range queries. Besides theoretical analysis, comprehensive experiments verified efficiency and effectiveness of our proposal.

We consider the extensive research required for the full integration of fairness, including a comprehensive database and query model with a broad coverage of bias, fairness notions, and a broad range of SQL operators as well as designing more efficient algorithms, for our future work.

## CHAPTER 4

Shapley Values for Explanation in Two-sided Matching Applications
In this paper, we initiate research in explaining matchings. In particular, we consider the large-scale two-sided matching applications where preferences of the users are specified as (ranking) functions over a set of attributes and matching recommendations are derived as top-k. We consider multiple natural explanation questions, concerning the users of these systems. Observing the competitive nature of these environments, we propose multiple Shapley-based approaches for explanation. Besides exact algorithms, we propose a sampling-based approximation algorithm with provable guarantees to overcome the combinatorial complexity of the exact Shapley computation. Our extensive experiments on real-world and synthetic data sets validate the usefulness of our proposal and confirm the efficiency and accuracy of our algorithms.

### 4.1 Introduction

Beyond its traditional use [113-116], matching has been a core functionality of many of the modern two-sided online platforms [117-119], including dating applications such as Tinder, OkCupid, and Bumble ${ }^{1}$, employment-oriented platforms such as Linkedin, Indeed, and Zip-Recruiter ${ }^{2}$, and many more. The two-sided matching platforms provide matching recommendations between two types of stakeholders (users). To better explain the matchings, let us consider Example 3 as a running example across the paper.

[^4]Example 3. (Part 1) Consider a two-sided employment-matching application with two types of users, job candidates and human resource (HR) users. The application provides matching recommendations to both job candidates and HR users. For example, an HR user who looks potential candidates for interview (either directly or indirectly) specifies a set of criteria and their preferences. Then the application returns a set of potential job candidates to the HR. It similarly finds matching job opportunities for the candidates.

Matching in two-sided platforms can be modeled as a bipartite graph ${ }^{3}$ where users on one side are matched to the users on the other side. For instance, Figure 4.1 models Example 3 as a bipartite graph, where job candidates and HR users are specified as red and blue nodes, respectively, while an edge $t_{i} \rightarrow t_{j}$ means that $t_{i}$ has been recommended as a match for $t_{j}$. The application usually identifies the list of potential matches for each user (called match list in this paper) based on their "individual preferences". While classic matching problems assume the each party explicitly specifies their preference as a ranking over the entire set on the other side, this assumption is not feasible for modern matching applications, simply due to their numerous number of users, the short attention span of users, and in some cases privacy considerations. As a result, the preferences are instead implicitly specified. That is, every user is associated with a set of attributes (aka features), and the preference of each user is defined as a function over the attributes of the other-side parties. The preference functions are either learned or specified by the users. The matching application uses the preference function to shortlist a limited list of candidates (the top- $k$ ) based on a user's preference function.

Lack of adequate explanations in these systems is a major issue where the users, impacted by the decision, may be interested to know more insights about the matching and

[^5]

Figure 4.1: Illustration of the matching in Example 3.

|  | Python | R | PHP | JS |
| :---: | :---: | :---: | :---: | :---: |
| Candidate Attribute <br> Values | 2 | 2 | 1 | 1 |
| HR Attribute Values | 2 | 2 | 0 | 3 |
| HR Ranking Weights | 0.11 | 0.11 | 0.67 | 0.11 |
| Shapley Values | 0 | -0.16 | 0.83 | 0.33 |

Table 4.1: The generated explanation for why Candidate $t_{3}$ is not in the Top-K of $\mathrm{HR} t_{20}$ why they (or others) do/do-not appear in certain match lists. To further elaborate this, let us continue with Example 3.

EXAMPLE 3. (Part 2) Looking back at Example 3-Part 1, suppose four attributes are considered for matching: Python, R, PHP, and Javascript. Each candidate has a skill level for each of these attributes, as does each HR, describing the nature of the job. Additionally, each Candidate and HR has an importance weight associated with each attribute, forming their preference as a linear function, while $k=2$. Suppose candidate $t_{3}$ wants an explanations based on their matchings, which were either disappointing or pleasing. Currently the system provides no explanation for any of the four scenarios below, for which $t_{3}$ may be curious:

|  | Python | R | PHP | JS |
| :---: | :---: | :---: | :---: | :---: |
| Candidate Attribute <br> Values | 2 | 2 | 1 | 1 |
| HR Attribute Values | 3 | 2 | 0 | 2 |
| HR Ranking Weights | 0.11 | 0.44 | 0.33 | 0.11 |
| Shapley Values | 0.25 | 0.91 | -0.08 | -0.08 |

Table 4.2: The generated explanation for why Candidate $t_{3}$ is in the Top-K of HR $t_{19}$

|  | Python | R | PHP | JS |
| :---: | :---: | :---: | :---: | :---: |
| Candidate Attribute Values | 2 | 2 | 1 | 1 |
| Candidate Ranking Weights | 0.84 | 0.02 | 0.06 | 0.08 |
| Shapley Values | 0.61 | 0.28 | 0.0 | 0.11 |

Table 4.3: The generated explanation for why Candidate $t_{3}$ 's Top-K looks the way it does.

1. $t_{3}$ was disappointed to not make it to the top- 2 of $H R t_{20}$. An explanation would provide value to $t_{3}$.
2. $t_{3}$ was happy they made it into the top- 2 of $H R t_{19} . t_{3}$ is eager to know as to what sets them apart from the rest.
3. Top- 2 of $t_{3}$ consisted of $\left\{t_{19}, t_{20}\right\}$. An explanation for why these HRs are good recommendations would be useful.
4. Candidate $t_{3}$ made it into the top- 2 of HRs $t_{14}, t_{19}$. $t_{3}$ wants to know why they made it into these specific top-2s.

The lack of answers for these questions prevents understanding for Candidate $t_{3}$.
In this work, we create a framework to provide explanations to various queries which are commonly encountered by the users of two-sided matching applications. To the best of our knowledge, this is the first paper in explaining matchings. In particular, we observe that top-k (ranking) problem is inherently competitive. As a result, the outcome (score) of a preference function is not enough to realize if a user appears in a match list or not. What matters in these settings is the relative position (rank) of a user with respect to other users who "compete" for the top-k positions. Such competitive environments are naturally

|  | Python | R | PHP | JS |
| :---: | :---: | :---: | :---: | :---: |
| Candidate Attribute Values | 2 | 2 | 1 | 1 |
| Shapley Values | $0.48 \overline{3}$ | $0.23 \overline{3}$ | $0.33 \overline{3}$ | 0.15 |

Table 4.4: The generated explanation for why Candidate $t_{3}$ appears in the Top-K it appears in.
explainable by Shapley values [120] - a game theory concept that identifies the contribution of each player (each attribute in our context) for deriving an outcome (e.g., a top-k match list). Shapley values have been proven repeatedly to solve explainability problems across different context [121-123].

Based on this observation, we consider Shapley values as the core of our system for our explanations. We consider a set of possible explanation queries, and provide Shapelybased approaches to answer them. Exact computation of Shapley values is a combinatorially hard problem, requiring algorithms that are exponential to the number of players. On the other hand, users might find accurate approximation of the values appropriate for explanation. Our system enables explanations as demonstrated in Example 3 (Part 3).

Example 3. (Part 3) Using Shapley-based methods, we generate an explanation for each of the previous queries. These explanations take the form of a value for each of the skills and other features on which the matching is generated. A high value indicates that the feature was largely responsible for each of the four cases. The individual can then be provided with a general explanation as to what about them resulted in the various outcomes. ${ }^{4}$

1. (From Table 4.1) $t_{3}$ is informed that they failed to be matched to $H R t_{20}$ because they were not a good match with their PHP skills. However, based on their $R$ skills alone, they would have been a good match for the job.

[^6]2. (From Table 4.2) $t_{3}$ can be told that the reason they were in the top- 2 of $H R t_{19}$ is because they were an excellent match on $R$ skills. They can also be informed that their Python skills were less but still beneficial towards the matching as well.
3. (From Table 4.3) Top-2 of $t_{3}$ consisted of $\left\{t_{19}, t_{20}\right\}$. They are informed that this is largely because of the Python requirements of the HRs, and less so because of the $R$ and JavaScript requirements.
4. (From Table 4.4) Candidate $t_{3}$ is provided the information that they made it into the Top-2 of HRs $t_{14}, t_{19}$ because of their Python skills first, then their PHP skills, then their $R$ skills, and finally their JavaScript skills, with each contributing slightly less than the previous.

Summary of contributions. In summary, our contributions are a follows:

- In this paper, we initiate a study of a novel problem - that of providing explanations for matching and top-k recommendation systems. To the best of our knowledge, this paper is the first to study explanation for matching.
- We propose four explainability problems on the top- $k$ matching model, which often arises from user's curiosity.
- Considering the competitive nature of our matching problem, we propose a Shapleybased approach to explain the queries and provide run time analysis for each of the problems. We show the need for alternate methods, as the run time is bound exponentially by the number of dimensions.
- We propose a sampling based approach to compute approximate Shapley values and prove guarantees on the trade-offs between number of samples and error rate. We adapt KernelSHAP as a practical heuristic to our problem.
- Extensive experimental analysis are provided for the various query settings and error guarantees, and our methods are evaluated in the real world via a user study.


### 4.2 Preliminaries

Data model: We consider a dataset $\mathbb{D}$ with a Boolean attribute for matching (blue and red), $d$ numeric attributes $\mathbb{A}=\left\{A_{1} \cdots A_{d}\right\}$. The dataset $\mathbb{D}$ consists of $n$ entities $t_{1}$ to $t_{n}$, with a sizeable number of blues and reds. We use the notation $t_{i}[j]$ to refer to the value of the attribute $A_{j}$ for the entity $t_{i}$. Similarly, we use $t_{i}[m]$ to refer to the type of $t_{i}$, i.e. the value of the Boolean matching attribute on $t_{i}$. The values in the dataset $\mathbb{D}$ represent the scores of each entity for various attributes, which are used in the matching process.

Ranking functions: Each entity $t_{i} \in \mathbb{D}$ is associated with a ranking (aka preference or scoring) function that maps any given entity to a real valued score $f: \mathbb{R}^{d} \rightarrow \mathbb{R}^{+}$. The ranking function is used to express the preference of an entity during the matching process. As a hard criteria for matching, an entity with blue matching attribute only wants to match with an entity with red matching attribute and vice-versa. For instance, job recruiters (blue) and job seekers (red) are trying to match in a job matching scenario. The list of ranking functions $F$ consists of $n$ ranking functions corresponding to each of the entities. An entity $t_{i}$ 's ranking function is referred to as $f_{i}$ throughout the paper. Some widely used types of ranking functions are linear, nearest-neighbor, and monotonic [124]. The techniques proposed in this paper are agnostic to the choice of ranking function. In this paper, the time taken to compute a score by the ranking function is referred to as $C$. An important requirement for the ranking functions we consider in this paper is the masking property. That is, given a ranking function, one can tune the function not to consider masked attributes when computing the scores. Masking is usually possible (including in linear, nearest-neighbor, and monotonic functions) by setting the values of the masked attributes as zero or null across all entities. That is, given an attribute $A_{j}$ to mask, one can set $t_{i}[j]=0, \forall t_{i} \in \mathbb{D}$. The set of attributes $M$ which are set to 0 s are known as masked attributes. The purpose of the masking function is to generate the outcome of a subset of non-masked attributes. In later sections, we explain the importance of the masking property for explanations.

Match list: As there are a large number of entities, any entity would like to see a small relevant set of entities as a potential match. Ranking functions are used to rank all the entities in the dataset belonging to the opposite matching attribute. In this work, top- $k$ entries are shown for each entity using the rank of the entities as potential match. That is, given the ranking function $f_{i}$ for an entity $t_{i}$, scores are assigned to all the entities $\left\{t_{j} \in \mathbb{D} \mid t_{j}[m] \neq t_{i}[m]\right\}$ using $f_{i}$. Those entities are then ranked and the top- $k$ are chosen to be shown to $t_{i}$.

These top- $k$ entries, known as a match list, are used to express the recommendations for matching. We denote a match list by $l_{i}$, such that each list consists of $k$ entities. Given an entity $t_{i}$, let $f_{i}^{k}$ represent the score for the $k^{t h}$ ranked entity using the scoring function $f_{i}$. Given an entity $t_{i}$, the match list can be mathematically expressed as,

$$
l_{i}=\left\{t_{j} \mid f_{i}\left(t_{j}\right) \geq f_{i}^{k} \text { and } t_{j}[m] \neq t_{i}[m]\right\} \quad \text { s.t. } \quad\left|l_{i}\right|=k
$$

When a mask $M$ is applied to obtain the top- $k$, the match list is represented as $l_{i}(M)$. Note that the value of $k$ depends on the application and is not restricted to a fixed value for any individual. Without loss of generality, in this paper we assume a consistent $k$ across all entities' ranking functions.

### 4.2.1 Problem definition

Our objective in this paper is to increase responsibility in matching systems by providing individuals with explanations about the matching and further information regarding why the matches occurred the way they did. The matching model for which explanations are being provided is called the "Top- $k$ matching model", which is formally defined as:

Definition 4.2.1 (Top- $k$ matching model). Given a data-set of entities $\mathbb{D}$, an integer $k$ and ranking function for each of the entities, determine the match lists of each of the entities using the top- $k$ from the ranked list.

When a match list $l_{i}$ is provided for a problem instance, it is not always immediately clear how the various attributes contributed to the outcome. In order to solve this problem, an explanation is provided which identifies the role of different attributes in producing the outcome.

Definition 4.2.2 (Explanation). Given an output of a function $y=f\left(A_{1}, A_{2}, \ldots A_{d}\right)$, determine the impact on producing the overall value $y$ of each attribute $A_{i}$ when $A_{i}$ is included as a parameter.

We now transition into explainability problems that arise from the curiosity of entities in the matching setting.

Point Queries: The first two types of explanations are when an entity queries about their presence or absence from another entity's match list. This type of explanation is simply called a "point query".

In Example 3, Candidate $t_{3}$ finds $\mathrm{HR} t_{20}$ in their match list, but $t_{3}$ and $t_{20}$ were not a match due to $t_{3}$ not being present in $t_{20}$ 's match list. In such a scenario, the curious and disappointed Candidate, $t_{3}$ would want an explanation for: why $t_{3}$ is not present in $t_{20}$ 's match list? Such a problem/scenario where Candidate $t_{3}$ would like an explanation for why they were not present in $t_{20}$ 's list, can be formally defined as follows:

PQ-NotMatch : Given a dataset of entities $\mathbb{D}$ and entities $t_{i}$ and $t_{j}$ determine the contribution of attributes $A_{1}, A_{2}, \ldots, A_{d}$ in $t_{j}$ not appearing in the match list of $t_{i}$.

Conversely, again using Example 3, Candidate $t_{1}$ may also be interested in what factors made them present in the match list of $\mathrm{HR} t_{19}$. In this scenario, the intrigued Candidate,
seeking to understand the scenario, might request for an explanation as to: why $t_{1}$ is present in $t_{19}$ 's match list? This problem is formally defined as:

PQ-Match : Given a data-set of entities $\mathbb{D}$ and entities $t_{i}$ and $t_{j}$ determine the contribution of attributes $A_{1}, A_{2}, \ldots, A_{d}$ to $t_{j}$ appearing in the match list of $t_{i}$.

The next two queries deal with set based properties and hence, we term these as Set queries.

Set queries: A different type of query that Candidate $t_{3}$ from Example 3 might ask pertains to the match list. The candidate $t_{3}$ might also be curious, based on their ranking function $f_{3}$, why the match list $l_{3}$ was generated some way, either because they are happy or disappointed with the list that was provided to them. Formally, the query, why does an entity's match list look a certain way, can be formulated as,

SQ-Single : Given a dataset of entities $\mathbb{D}$ and an entity $t_{i}$ with a match list of $l_{i}$, determine the contribution of attributes $A_{1}, A_{2}, \ldots, A_{d}$ to $t_{i}$ 's match list looking like $l_{i}$.

Finally, in addition to point queries and understanding their own ranking, Candidate $t_{3}$ from Example 3 may be concerned with the outcome of being ranked by others. Particularly, they may be interested in what attributes about them influence the set of match lists in which they appear.

Such an explanation can help Candidate $t_{3}$ understand the factors responsible for their current matches, for both cases where they are either pleased or displeased with the results. If Candidate $t_{3}$ is overall displeased with the HRs who match with them, knowing what attributes are responsible for this outcome can be informative. Equally, if they are consistently pleased with the HRs with whom they match, knowing the attributes that contribute to this outcome can provide insight into what went right. Formally, the problem
to determine factors that influence an entity appearing in the match list of other entities is defined as:

SQ-MULTIPLE : Given a dataset $\mathbb{D}$ of entities and an entity $t_{i}$ which is present in the match list of a set of $T$ entities, determine the contribution of attributes $A_{1}, A_{2}, \ldots, A_{d}$ for $t_{i}$ appearing in the match lists of $T$ entities.

### 4.3 Shapley value based solution

We start this section with discussing why Shapley values are suitable for explaining top-k and bipartite matching problems, followed by an overview of Shapley technique. Next, we show the transformation of our problem to Shapley, and discuss its scalability issue for higher dimensions. Then, we propose a sampling-based approximation technique with provable guarantees. We conclude the section by adapting KernelSHAP as a practical heuristic to solve our problem.

### 4.3.1 Why Shapley?

Scoring and ranking functions have been well-studied topics, while a major focus has been on explaining scoring functions. Even though there are similarities between scoring and ranking, their underlying requirements bring out drastic differences [47]. The score of an entity only depends on the (attributes) of the entity itself. On the other hand, the rank of an entity depends not only on its attribute values, but also on the attribute values of the other entities in the dataset. Consider an entity $t$ in a dataset $\mathbb{D} . f(t)$ assigns a score to $t$. However, to find out the rank of $t$, one first needs to compute $f\left(t^{\prime}\right)$ for every entity in $\mathbb{D}$, and then find the position of $t$ in the sorted list of entities based on $f$.

Because our problem is based on ranking, methods for scoring are no longer applicable for many queries. For example, in a (score-based) classification task, the attribute with the highest weight in the scoring function would be the most impactful. However, in a
ranking problem, the score values are important only in comparison with the score of other entities. As a result, it is not enough if the score of an entity is high; what matters is that it is higher than other entities in the dataset. In this situation, an attribute $A_{i}$ with a low weight in the scoring function can become important if dataset entities have a high variance on it. This is because the ranking is determined by competition between the entities, which is not captured simply by the score on a single entity. Let us illustrate this with the following toy example.

Example 4. (Part 1) Consider a sample dataset $\mathbb{D}$ with 3 attributes $\mathbb{A}=\left\{A_{1}, A_{2}, A_{3}\right\}$ and 5 entities, shown in Table 4.5. The entities belong to the same matching group. Let the scoring function for an entity belonging to the opposite group be the linear function $f\left(t_{i}\right)=5 t_{i}[1]+4 t_{i}[2]+t_{i}[3]$. For this example, let the value of $k$ be equal to 2 . The linear ranking function scores the entities $t_{1}, t_{2}, t_{3}, t_{4}$ and $t_{5}$ with scores $62,25.4,81.8,54.5$, and 81.7, respectively. The entities ranked by their scores are $t_{3}, t_{5}, t_{1}, t_{4}$ and $t_{2}$. Hence, the match list looks like $\left\{t_{3}, t_{5}\right\}$ after the ranking function is applied. By looking at the entities, the entity whose ranking function is used for ranking might question why is $t_{1}$ not in the top- $k$ ?

An explanation model based on scoring functions would emphasize on weights of the given query entity to obtain the contribution of the different attributes. The weights for $A_{1}(5)$ is the highest, followed by $A_{2}(4)$ and $A_{3}(1)$. Looking at these weights, a scoring based explanation approach would conclude that either of $A_{1}$ or $A_{2}$ might be responsible for the query result. But upon masking attributes $\left\{A_{1}\right\},\left\{A_{2}\right\}$ or $\left\{A_{1}, A_{2}\right\}$ and re-ranking one can observe that $t_{3}$ and $t_{5}$ are always scored higher than $t_{1}$. On the other hand upon masking attribute $\left\{A_{3}\right\}$, one can see that $t_{1}$ enters the match list. This illustrates the combinatorial feature importance in explaining ranking.

|  | $t_{1}$ | $t_{2}$ | $t_{3}$ | $t_{4}$ | $t_{5}$ | weights |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $A_{1}$ | 10 | 1.2 | 9 | 9.5 | 10.1 | 5 |
| $A_{2}$ | 1 | 1.1 | 1.2 | 1.5 | 1.8 | 4 |
| $A_{3}$ | 8 | 15 | 32 | 1 | 24 | 1 |
| $f\left(t_{i}\right)$ | 62 | 25.4 | 81.8 | 54.5 | 81.7 |  |

Table 4.5: (Example 4) A sample dataset $\mathbb{D}$ with three attributes $A_{1}, A_{2}$ and $A_{3}$, and 5 entities.

Since ranking is based on the competition between entities, it is natural to map our problem using coalitional game theory. In a coalitional game, different players of a coalition in a competitive game compete for utility. Accordingly, we utilize coalitional game theory to capture the importance of different attributes.

Shapley value [120] is a concept in coalitional game theory which allows one to compute the importance of each of the players in the game to the outcome. Each game contains a set of $n$ players and a utility function $v: 2^{n} \rightarrow \mathbb{R}$, which determines the worth of the subset of players. Note that the utility of an empty set of players is $0, v(\emptyset)=0$ as the value represents the worth of an empty set ( $($ ) of players. The average contribution by each of the players to the outcome of the coalitional game can be defined for each player $i$ as the Shapley value $S h_{i}$. Shapley value for the game is given by,

$$
\begin{equation*}
S h_{i}=\frac{1}{n!} \sum_{X \in \operatorname{Sym}(N)}\left(v\left(\operatorname{Pr}_{i}^{X} \cup i\right)-v\left(\operatorname{Pr}_{i}^{X}\right)\right) \tag{4.1}
\end{equation*}
$$

where $\operatorname{Sym}(N)$ represents the Symmetric group of set N , and $\operatorname{Pr} e_{i}^{X}$ represents the players preceding $i$ in permutation $X$. Equation 4.1 captures the marginal increase in contribution of a player $i$ to its predecessors in permutation $X$.

An alternate form of Equation 4.1 can be used to compute the Shapley values. For a given subset set $S$ of players, there exist $|S|!(n-|S|-1)$ ! permutations each of which
have the same utility value whose re-computation is avoided when using the alternate form given below,

$$
\begin{equation*}
S h_{i}=\sum_{S \subseteq N \backslash\{i\}} \frac{|S|!(n-|S|-1)!}{(n!)}(v(S \cup\{i\})-v(S)) \tag{4.2}
\end{equation*}
$$

Even though the formula is helpful in reducing the complexity from $n$ ! to $2^{n}$, the computation is still exponential in nature. Accordingly, in practice, as the number of attributes grows this process tends to become infeasible.

### 4.3.2 Mapping Shapley value to matching

In Example 4, we argued that ideas such as using attribute-weights in the scoring function may not be effective for explaining top-k matchings. Alternatively, we propose to map attributes $\left\{A_{1}, A_{2}, \cdots, A_{d}\right\}$ as players of a coalitional game, compute the contribution of each attribute using the concept of Shapley values, and use these values to explain matchings. Indeed, an attribute's contribution is query dependent. That is, for different explainability queries, its contribution may vary from one query to the other. For instance, in Example 3, the contribution of the attribute (skill) Java for the query "why is $t_{3}$ in the match list of $t_{19}$ " is different from "why is $t_{3}$ not in the match list of $t_{20}$ ".

We propose a utility function $v: 2^{d} \rightarrow \mathbb{R}$ that maps a subset of attributes $S \subseteq \mathbb{A}$ to its utility. In our design we require to compute top- $k$ matchings for a subset of attributes. Accordingly, the masking property mentioned in Section 4.2 can effectively be used to remove the impact of some of the attributes. Without the impact, it is equivalent to computing the utility on a subset of attributes. If there are no attributes in the subset, then a top- $k$ cannot be computed. Accordingly, without the top- $k$, the utility value of all the four queries is 0 or in other words $v(\emptyset)=0$. We provide design details of the utility function for different queries in Section 4.3.3.

### 4.3.3 Shapley value in matching

One of our contributions is to transform each of our explanation problems to Shapley value computation problem and define a utility function over the set of attributes. This section provides the details for the Shapley value based approach applied to the four types of explainability queries defined in Section 4.2.1.

PQ-NotMatch: Consider the scenario when a dataset of entities $\mathbb{D}$ and two entities $t_{i}$ and $t_{j}$ are provided for a query type of PQ-NOTMATCH. The attributes (players) responsible for $t_{j}$ not appearing in $t_{i}$ 's match list would be valued high.

To reflect this we define a value function that returns a 1 ( 0 resp.) based on if an the entity $t_{j}$ 's absence (presence resp.) in $t_{i}$ 's match list $l_{i}$ for a subset of attributes $S$. In this case, the set of attributes has contributed to a failed match and hence a value (reward) of 1. On the flip side, the utility function returns 0 if $t_{j}$ is present in $l_{i}$ for a given subset of attributes $S$. To explain further with Example 3 (1), the utility function would return 1 if $t_{20}$ was not present in $l_{3}^{*}$ and 0 otherwise. Assuming $l_{i}^{*}$ is the match list computed based on strictly the attributes in set $S$, the utility function $v$ can thus be defined as,

$$
v(S)= \begin{cases}0, & \text { if } S=\emptyset \text { or } t_{j} \in l_{i}^{*}  \tag{4.3}\\ 1, & \text { if } t_{j} \notin l_{i}^{*}\end{cases}
$$

For Example 3 question (1), and the query PQ-NotMatch, the results are shown in Table 4.1. The exact algorithm generated the Shapley values $0,-0.16,0.83$, and 0.33 for the attributes Python, R, PHP, and JS respectively. As discussed earlier, this clearly shows that PHP is the largest contributor to why Candidate $t_{3}$ was not in $\mathrm{HR} t_{20}$ 's match list. Additionally, since Python has a negative value, the candidate's Python skill would cause the individual to appear in the match list.

PQ-MATCH: The next explainability query which can be calculated using Shapley value is the second query PQ-Match. A similar approach that we have seen so far can be extended to this scenario.

In the PQ-MATCH utility function, a value of 1 (reward) is returned if $t_{j}$ is present in $t_{i}$ 's match list $l_{i}$ for a given subset of attributes $S$. Alternatively, $v$ returns 0 if $t_{j}$ is absent from $t_{i}$ 's match list $l_{i}$ for a subset of attributes $S$, as in this case $S$ has not contributed to a successful match. Again, $l_{i}^{*}$ is the match list computed based on strictly the attributes in set $S$. To illustrate this with Example 3 (2), the utility function $v$ would return 1 if $t_{19}$ was present in $l_{3}^{*}$ and 0 otherwise. The utility function $v$ for PQ-MATCH can thus be defined as,

$$
v(S)= \begin{cases}0, & \text { if } S=\emptyset \text { or } t_{j} \notin l_{i}^{*}  \tag{4.4}\\ 1, & \text { if } t_{j} \in l_{i}^{*}\end{cases}
$$

Continuing with Example 3 question (2), the results for PQ-MATCH can be seen in Table 4.2. The exact algorithm generated the Shapley values $0.25,0.91,-0.08$, and -0.08 for the attributes Python, R, PHP, and JS respectively. By far the largest contributor to Candidate $t_{3}$ being in HR $t_{19}$ 's match list is the candidate's R skills. Additionally, both PHP and JS can be seen as having a negative value, negatively impacting Candidate $t_{3}$ being in the match list.

SQ-Single: Utility functions for queries based on match lists explain more complicated problems than the previous two queries. This is due to these queries being calculated for differences in the entire match list, instead of simply presence or absence from the match list.

Consider the scenario where a dataset of entities $\mathbb{D}$ and an entity $t_{i}$ with a match list of $l_{i}$ are provided for the query type of SQ-SINGLE. The utility function must capture the similarity of the computed top- $k$ match list for the set of attributes $S$, $l_{i}^{*}$, with match lists for the full set of attributes $\mathbb{A}, l_{i}$. As the explanation relies on the top- $k$ items, $l_{i}$, and its
similarity with $l_{i}^{*}$, we can use the Jaccard similarity between these two sets as the utility function. The Jaccard similarity is a value between 0 and 1 . The value 0 indicates that the sets share no common elements and 1 indicates that the sets $l_{i}$ and $l_{i}^{*}$ are identical. To further explain with Example 3 (3), $v$ is the Jaccard similarity of the match list of entity $t_{3}$ $\left(l_{3}\left\{t_{19}, t_{20}\right\}\right)$ with $l_{3}^{*}$. The utility function $v$ can be expressed as,

$$
v(S)= \begin{cases}0, & \text { if } S=\emptyset  \tag{4.5}\\ \frac{\left|l_{i} \cap l_{i}^{*}\right|}{\left|l_{i} \cup U_{i}^{*}\right|}, & \text { otherwise }\end{cases}
$$

Again, with Example 3 question (3), the results for SQ-Single are shown in Table 4.3. The exact algorithm generated the Shapley values $0.61,0.28,0.0$, and 0.11 for the attributes Python, R, PHP, and JS respectively. The largest contributor to Candidate $t_{3}$ 's match list being the way it was, is the Python requirement of the HRs, however to a lesser degree the R requirements contributed, and even lesser, the JS requirements contributed.

SQ-MultiPLE: A similar approach of using Jaccard similarity can be used to find the contribution of each attribute for the SQ-MULTIPLE problem. Consider the scenario when a dataset of entities $\mathbb{D}$ and an entity $t_{i}$ is provided. The entity $t_{i}$ is present in the match list of $T \subseteq O$ entities. For a subset $S \subseteq \mathbb{A}$ of attributes, let $T^{*}$ be the set of entities in whose match list $t_{i}$ is present for the attributes $S$. The utility function represents the similarity between the set $T^{*}$ and $T$.

A similarity of 0 indicates there are no shared elements between the two match lists, where a similarity of 1 indicates that the sets are identical. A smaller value indicates a smaller intersection or a higher union, and a larger value indicates a larger union or a smaller intersection. From the running Example 3 (4), the set of entities whose match list consist of $t_{3}$ is $T=\left\{t_{14}, t_{19}\right\}$. Hence, the function $v$ for this case would compute the Jaccard similarity between $\left\{t_{14}, t_{19}\right\}$ and $T^{*}$ for a subset of attributes $S \subseteq \mathbb{A}$. The value function $v$ can be expressed as,

$$
v(S)= \begin{cases}0, & \text { if } S=\emptyset  \tag{4.6}\\ 1, & \text { if } S \neq \emptyset \&\left|T \cup T^{*}\right|=0 \\ \frac{\left|T \cap T^{*}\right|}{\left|T \cup T^{*}\right|}, & \text { otherwise }\end{cases}
$$

Finally, for Example 3 question (4), the results for SQ-Multiple are shown in Table 4.4. The exact algorithm generated the Shapley values $0.48 \overline{3}, 0.23 \overline{3}, 0.33 \overline{3}$, and 0.15 for the attributes Python, R, PHP, and JS respectively. All of the candidates skills contributed somewhat, but Python, PHP, R, and JS contributed in descending order of importance.

Having mapped Shapley values to the top- $k$ matchings, we can now explain matchings using the attribute contributions, as shown in Example 4 (Part 2).

Example 4. (Part 2) Looking at Table 4.5, the Shapley values of $\left\{A_{1}, A_{2}, A_{3}\right\}$ for the query "why is $t_{1}$ not in the top- $k$ ?" are computes as $\{-0.1 \overline{6}, 0.3 \overline{3}, 0.8 \overline{3}\}$, using Equation 4.5. The high Shapley value of attribute $A_{3}$ indicates that $A_{3}$ can explain the query the most. The impact of attribute $A_{3}$ is partially seen empirically when we remove the attribute. Removal of $A_{3}$ 's impact on the linear ranking function is reflected in the new scores the entities get, $t_{1}, t_{2}, t_{3}, t_{4}$ and $t_{5}$ get a score of $54,10.4,49.8,53.5,57.7$ respectively. These scores show that the entity $t_{1}$ is present in the match list when $k=2$ when $A_{3}$ is removed, thus confirming its relative contribution.

Time complexity analysis: Theorem 4.3 .1 shows the time taken to compute the exact Shapley value is exponential to the number of attributes for all the four queries, making Exact Shapley value computation impractical when $d$ is not small.

Theorem 4.3.1. Given a data-set of entities $\mathbb{D}$ with ranking functions $F$ with the other parameters for the $\mathrm{PQ}-$ NotMatch, PQ-Match, SQ-Single and SQ-Multiple problems, computing the exact Shapley value takes exponential time to number of the players (attributes).

Proof. Computation of exact Shapley values using Equation 4.2 relies on computing the utility function efficiently over all subsets of $\mathbb{A}$. We analyse the running time of each of the value functions of the 4 problems and prove that the exponential nature arises solely from Shapley value computation from Equation 4.2. As noted in Section 4.2, we denote the amount of time taken by the ranking function as $C$.

PQ-NotMatch: Consider a dataset $\mathbb{D}$ and entities $\left(t_{i}\right.$ and $\left.t_{j}\right)$. The value function used for PQ-NotMatch is given in Equation 4.3. Given a subset of attributes $S \subseteq \mathbb{A}$, the time taken to recompute the ranking function for an entity is $C$. As there are $n$ entities, the function $v$ takes $n C$ time to obtain the scores for all entities. Obtaining the top-k (match list $l_{i}^{*}$ ) can be efficiently performed using the selection algorithm which takes a total of $\mathcal{O}(n)$ time. Checking if the entity $t_{j}$ is present in the match list takes $k$ time. Hence, total time taken by function $v$ is $\mathcal{O}(n C)$ for a given subset $S$.

PQ-MATCH: Computation of the value function is similar to the computation of PQNotMatchand hence consumes $\mathcal{O}(n C)$ time.

SQ-Single: Consider a dataset $\mathbb{D}$ and entity $t_{i}$ with match list $l_{i}$ when using all attributes A. The Shapley value function for SQ-Single is given in Equation 4.5. The set based value function relies on Jaccard similarity between sets $l_{i}$ and $l_{i}^{*}$ to obtain a value. Hence, the first step is similar to PQ-NotMatch and PQ-Match problems, i.e. computation of $l_{i}^{*}$.

The Jaccard similarity computation can be efficiently performed by sorting the match lists $l_{i}$ and $l_{i}^{*}$, followed by performing simultaneous linear scans on $l_{i}$ and $l_{i}^{*}$ to obtain both the intersection and union. This step consumes a total of $\mathcal{O}(k \log (k))$ time. Hence, the total time consumed is $\mathcal{O}(n C+k \log (k))$

SQ-Multiple: Consider a dataset $\mathbb{D}$ and entity $t_{i}$ which is present in the match list of entities $T$ when using all attributes $\mathbb{A}$. The Shapley value function for SQ-SINGLE is given
in Equation 4.6. Given a subset of attributes $S, T^{*}$ can be obtained by first computing match list $l_{j}^{*}$ for all $n$ entities and checking which ones contain $t_{i}$.

The computation of $l_{j}^{*}$ and checking if $t_{i}$ is present in $l_{j}^{*}\left(t_{i} \in l_{j}^{*}\right)$ for a single entity consumes $\mathcal{O}(n C)$ as seen above. As there are $n$ entities, obtaining $T^{*}$ consumes a total of $\mathcal{O}\left(n^{2} C\right)$ time. Additionally, to compute the Jaccard similarity, (i) need to sort both $T$ and $T^{*}$, (ii) perform simultaneous scans on $T$ and $T^{*}$ to obtain both intersection and union, and (iii) obtain the ratio. Steps (i) and (ii) consume $\mathcal{O}(n \log (n))$ time and (iii) consumes $\mathcal{O}(n \log (n))$ time. Hence, the overall time consumed is $\mathcal{O}\left(n^{2} C\right)$.

The Shapley value computation for each of the four cases relies on generating all subsets of the set of attributes $\mathbb{A}$. As there are $d$ attributes, generating the sets consumes a total of $d 2^{d}$ time. Hence, the Shapley computation for all the four queries is exponential in $d$, the number of attributes $\mathbb{A}$.

Note on limitations of Shapley based method: Kumar et al. [125] have shown certain limitations of Shapley-based methods while explaining machine learning models. During the masking process, these methods are shown to sample out-of-distribution data points which can affect the Shapley explanation model and create undesirable output. Matchingbased applications are not subject to similar problems like machine learning models, as the whole process of top-k and bipartite matching is based on competition. These processes are less subject to changes in scores and instead rely on ranking between items. Nevertheless, we would like to note our dependence on the scoring functions to handle the NULL values generated during the masking process. Additionally, we would like to note that explanations generated from Shapley-based methods are not actionable and must be used as a means to whitebox the black box function.

### 4.3.4 Approximate sampling based approach

The prohibitive nature of the exact Shapley value algorithm has spurred research into approximate methods. Sampling based methods have been proposed to obtain approximate Shapley values. In this paper, we use the sampling based on permutations of attributes. Based on [126], the mean of the marginal contributions for each attribute $A_{i}$ over the entire symmetric group $\operatorname{Sym}(A)$ is equivalent to the corresponding Shapley value $S h_{i}$. To approximate the value $S h_{i}$, instead of calculating all members of the symmetric group, $q$ members of the $\operatorname{Sym}(A)$ are sampled. The estimated Shapley value for attribute $A_{i}$ resulting from the samples is referred as $\hat{S h_{i}}$ throughout the paper. The expected value of a random sample from the uniform distribution is equivalent to the mean of that distribution such that $E x\left[\hat{S h_{i}}\right]=S h_{i}$.

A randomized approximation algorithm based on the random sampling of permutations for computing the explanation queries is defined as follows. Initially, random sampling is performed to select $q$ permutations from $\operatorname{Sym}(A)$. With $\hat{S h_{i}}$ set to $0, \hat{S h_{i}}$ is increased by $\frac{1}{q} \times\left(v\left(\operatorname{Pr} e_{i}^{X} \cup A_{i}\right)-v\left(\operatorname{Pr} e_{i}^{X}\right)\right)$ for each sampled permutation $X$. The value $\hat{S h_{i}}$, is the approximate Shapley value for attribute $A_{i}$.

Sample size, $\boldsymbol{q}$ : The randomised approximate algorithm can be demonstrated to show that by varying $q$ and specifying an approximation bound $\alpha$, an error rate of $\epsilon$ can be given that $\operatorname{Pr}\left(\left|\hat{S h} h_{i}-S h_{i}\right|<\alpha\right)>1-\epsilon$. We prove in Theorem 4.3.2 that a for a given value of approximation bound $\alpha$ and error rate $\epsilon$, there exists a fixed samples size $q$ which satisfies $\operatorname{Pr}\left(\left|\hat{S h_{i}}-S h_{i}\right|<\alpha\right)>1-\epsilon$ for our queries.

Theorem 4.3.2. Given an approximation bound $\alpha$ and error rate $\epsilon$, sampling $q \geq \frac{2 \log (2 / \epsilon)}{\alpha^{2}}$ random permutation members of the symmetric group, ensures that the inequality $\operatorname{Pr}\left(\mid \hat{S h_{i}}-\right.$ $\left.S h_{i} \mid<\alpha\right)>1-\epsilon$ is satisfied for all four problems.

Proof. We prove this theorem using Hoeffding's inequality [127]. First, we prove for the four queries that each random variable $Z_{i}$ varies within the range of $Z_{i} \in[-1,1]$. The random variable $Z_{i}$ in each of the four problems refers to the Shapley value function for the sampled permutation. We obtain the inequality by applying Hoeffding's inequality.

For the queries PQ-NotMatch and PQ-Match, the random variable is the difference between the Shapley value function when attribute $A_{i}$ is added to permutation $X$ i.e. $Z_{i}=\left(v\left(\operatorname{Pr} e_{i}^{X} \cup A_{i}\right)-v\left(\operatorname{Pr} e_{i}^{X}\right)\right)$. Hence, the random variable $Z_{i}$ can take values $-1,0$ or a 1 based on how the Shapley value function changed.

For the set similarity based problems SQ-Single and SQ-Multiple $Z_{i}$ is the difference between the Jaccard similarity for the random permutation $v\left(\operatorname{Pre} i_{i}^{X} \cup A_{i}\right)$ and $v\left(\operatorname{Pr} e_{i}^{X}\right)$. Hence, $Z_{i}$ for these two problems is a continuous variable between -1 and 1.

As we have seen, in all four problems the random variable $Z_{i}$ varies between -1 and 1. Applying Hoeffding's inequality with $b=1$ and $a=-1$ we get,

$$
\mathbf{P}\left(\left|\hat{S h} h_{i}-S h_{i}\right| \geq \alpha\right) \leq 2 e^{\frac{-q \alpha^{2}}{2}}
$$

Restructuring the above equation and representing $q$ in terms of $\alpha$ and $\epsilon$ we get $q=$ $\frac{2 \log (2 / \epsilon)}{\alpha^{2}}$. Hence, proved.

### 4.3.5 KernelSHAP

Another technique to approximate Shapley values is SHAP [123]. SHAP proposes a linear model to explain black box machine learning model-prediction for a given input data point. KernelSHAP is a generalised SHAP approximation technique proposed by Lundeberg et. al. [123]. The technique is built on top of LIME [128] to approximate Shapley values. KernelSHAP provides the parameters to be set in the optimisation function of LIME such that the linear LIME model finds the Shapley values. To the best of our
knowledge, KernelSHAP does not inherently provide any theoretical guarantees on sample size unlike the sampling approach, but empirically it performs better.

| Dataset name | Attributes | Size |
| :--- | :--- | :--- |
| Synthetic | 9 | 1000 |
| Graduate admissions | 6 | 500 |
| Job candidates | 22 | 390 |

Table 4.6: Details of the datasets

### 4.4 Experiments

We conduct extensive experiments on real-world and synthetic data to validate our proposal and to evaluate the performance of our algorithms. In the following, after discussing the experiment set up, we provide proof of concept experiments that focus on validating our results. Finally, the empirical evaluation of the different techniques is presented.

### 4.4.1 Experiments setup

Datasets: Often, dataset owners tend to not upload datasets involving real world entities due to anonymization concerns. As a result, there are few, and hard to find, datasets for matching. Hence, we have two real world datasets and 12 configurations of synthetic datasets for the experiments.

- Job candidates dataset (real world dataset) ${ }^{5}$ : 390 candidates were parsed from 22 columns, including 18 numerical columns, 3 categorical columns, and 1 set based column. Values for numerical columns were normalized to be a value between 0 and 1 . To generate HR entities, uniform random values were selected for each column from the set of possible values for that column in the candidate dataset.

[^7]- Graduate admissions dataset [129](real world dataset): The dataset consists of application details of 500 students to the graduate program. There are a total of 6 numerical features and a categorical feature. Each data point in the dataset also a dependant variable, chance of admit, which is a score between 0 and 1 .
- Synthetic dataset: There are many parameters that can be varied when generating the datasets. We have used three main factors, probability distribution, correlation between attribute, and number of dimensions. As our experimental study deals with assesing our method across different settings, we generate multiple datasets for each setting and aggregate results for each setting. For the probability distribution, we consider the Zipfian distributions for our experiments. Linear and non-linear ranking functions; correlated, anti-correlated, and independent attributes were used for the various experiments to have a wide variety of data for each type of query. For each of these 12 settings, 10 datasets were generated bringing the total to 120 datasets. Each dataset consists of 1000 items each with 9 dimensions.

Hardware and Platform: All our experiments were performed on a work station with a Core i9 Intel X-series 3.5 GHz machine running Linux Ubuntu with 128 GB of DDR4 RAM. The algorithms were implemented in Python 3.

Ranking function: As the ranking / preference functions were not available for the real world dataset, we generated $n$ linear ranking functions. The ranking functions are based on proximity to the candidate's skills/ HR's requirements. In the user study, the ranking function used for contrasting LIME and Shapley values explanations is learned to predict the chance of admit based on the other features. For synthetic dataset, we have used both linear and non-linear ranking functions. For non-linear ranking functions, weighted squares of the attributes have been used to score and rank entities.

Algorithms Evaluated: We have implemented the brute force Shapley value algorithm and the approximate Shapley value algorithms. We use the KernelSHAP library from github by Lundberg ${ }^{6}$.

As baselines to compare against, we use the weight based algorithm described in Section 4.3.1 and an attribute based baseline. The attribute based baseline ranks each of the attributes individually for a given query. More specifically, for a query we mask the set of attributes such that only attribute is unmasked. We measure the effect of the individual attributes and then rank these attributes. For the PQ-NOTMATCH (PQ-MATCH resp.) query, we use the highest (least resp.) rank achieved by the entity when only using a single attribute as a measure to compare all attributes and rank them. As SQ-Single and SQMultiple queries are set based queries, we use the Jaccard similarity measure instead to rank the attributes. The comparison for these baselines is provided in Section 4.4.2.2.

### 4.4.2 Proof of Concept

As our first set of experiments, we provide results to validate our proposal for explaining match lists using Shapley values. In particular, we first present a case study, discussing the explanations for specific cases in detail. Then, we provide an experiment to demonstrate the effectiveness of Shapley values for explanation.

### 4.4.2.1 Case Study

We begin our proof of concept experiments by a case study to illustrate the usefulness of our explanations. Aligned with our running example (Example 3), we select a user from our experiments on job-candidates dataset, and discuss the generated explanation in detail. Approximate Shapley values produced using the sampling algorithm for PQNotMatch are shown in Table 4.7.

[^8]|  | Candiate Values | HR Function | Shapley Values |
| :--- | :--- | :--- | :--- |
| Python | 1.0 | 0.002 | 0.0 |
| R | 0.0 | 0.005 | 0.09 |
| Deep Learning | 0.333 | 0.005 | 0.025 |
| PHP | 0.667 | 0.007 | 0.05 |
| MySQL | 0.667 | 0.007 | 0.075 |
| HTML | 0.667 | 0.007 | 0.035 |
| CSS | 0.0 | 0.005 | 0.085 |
| JavaScript | 0.667 | 0.005 | 0.065 |
| AJAX | 0.0 | 0.005 | 0.06 |
| Bootstrap | 0.0 | 0.006 | 0.07 |
| MongoDB | 0.0 | 0.005 | 0.045 |
| Node.js | 0.0 | 0.003 | 0.045 |
| Reactjs | 0.0 | 0.005 | 0.09 |
| Performance_PG | 0.791 | 0.06 | -0.02 |
| Performance_UG | 0.7 | 0.06 | 0.015 |
| Performance_12 | 1.0 | 0.06 | -0.05 |
| Performance_10 | 1.0 | 0.120 | -0.05 |
| Other Skills | $\left[' A l g o r i t h m s^{\prime}\right.$, | 0.0769 | 0.065 |
| Degree | 'Data Structures', ...] | 0.0769 | 0.21 |
| Stream | Master of Science | 0.075 |  |
| Grad Year | 2018 | 0.0769 | 0.05 |
| Current City | Bangalore | 0.307 | 0.04 |
|  | 0.0769 | 0.005 |  |

Table 4.7: Candidate values, HR rankings, and PQ-NotMatch Shapley values.


Figure 4.2: Error variations in sampling-based approach and KernelSHAP when varying number of samples for Candidates dataset

Among their programming skills, the largest contributors to this result were $R$, React. js and CSS with Shapley values of $0.09,0.09$, and 0.085 . In each of these cases, the candidate performed poorly on these skills while HR ranked these skills fairly highly relative to other programming skills. The lowest Shapley among programming skills value was Python, where the individual had the maximum score, but the weight was also the lowest relative to all skills. Overall, the highest Shapley value was for the Candidate's Master of Science degree, indicating that this degree (as opposed to another one) was the main reason the candidate was not placed on the match list. Finally, the overall lowest weights were their performances in grade 12,10 , and post grad, with scores of $-0.05,-0.05$ and -0.02 . The negative Shapley values indicate that that these skills worked against the candidate not being in the match list, and can be seen as skills that if evaluated solely on, the individual would appear in the match list. An explanation may appear as follows:

```
"You were not matched with this HR largely due to your degree
in Master of Science; the company was more interested in other
degrees. Among your programming skills, the company would like to
see more skill in R, CSS, and React.js specifically. The
company was overall pleased with your Grade 10 Performance,
Grade 12 Performance, and Post-grad Performance, but considering
all factors, they did not want to match with you at this time."
```


### 4.4.2.2 Effectiveness of Shapley values for explainability

For our first experiment, we empirically measure the effectiveness of the approximate algorithm in capturing the Shapley values. Given an explainability query, the brute force algorithm produces the exact Shapley values. Since our goal is to capture the exact Shapley values as accurately as possible, we compare these values with the results of various methods. To do this, we considered the top ranked attribute for each algorithm.

| Distribution | Correlation | Function | APX - Q1 | APX - Q2 | APX-Q3 | APX-Q4 | WT - Q1 | WT - Q2 | WT - Q3 | SCR - Q1 | SCR - Q2 | SCR - Q3 | SCR - Q4 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Uniform | Correlated | Linear | 1.0 | 1.0 | 1.0 | 1.0 | 0.9 | 0.7 | 1.0 | 0.2 | 0.6 | 0.1 | 0.1 |
| Uniform | Correlated | Non-Linear | 1.0 | 1.0 | 1.0 | 1.0 | 1.0 | 0.5 | 0.9 | 0.5 | . 5 | 0.3 | 0.1 |
| Uniform | Anti-Correlated | Linear | 1.0 | 1.0 | 1.0 | 1.0 | . 8 | 0.7 | 1.0 | 0.5 | 0.7 | 0.1 | 0.2 |
| Uniform | Anti-Correlated | Non-Linear | 1.0 | 1.0 | 1.0 | 1.0 | 1.0 | 0.4 | 1.0 | 0.1 | 0.4 | 0.3 | 0.1 |
| Uniform | Independent | Linear | 1.0 | 1.0 | 1.0 | 1.0 | 1.0 | 0.6 | 1.0 | 0.4 | 0.7 | 0.3 | 0.4 |
| Uniform | Independent | Non-Linear | 1.0 | 1.0 | 1.0 | 1.0 | 1.0 | 0.5 | 1.0 | 0.2 | 0.5 | 0.5 | 0.2 |
| Zipfian | Correlated | Linear | 1.0 | 1.0 | 1.0 | 1.0 | 0.7 | 0.8 | 0.9 | 0.5 | 0.8 | 0.1 | 0.4 |
| Zipfian | Correlated | Non-Linear | 1.0 | 1.0 | 1.0 | 1.0 | 1.0 | 0.5 | 1.0 | 0.2 | 0.6 | 0.2 | 0.2 |
| Zipfian | Anti-Correlated | Linear | 1.0 | 1.0 | 1.0 | 1.0 | 0.6 | 0.9 | 0.8 | 0.3 | 0.5 | 0.8 | 0.3 |
| Zipfian | Anti-Correlated | Non-Linear | 1.0 | 1.0 | 1.0 | 1.0 | 0.9 | 0.5 | 0.7 | 0.8 | 0.2 | 0.0 | 0.8 |
| Zipfian | Independent | Linear | 1.0 | 1.0 | 1.0 | 0.9 | 0.8 | 0.8 | 0.9 | 0.2 | 0.8 | 0.1 | 0.1 |
| Zipfian | Independent | Non-Linear | 1.0 | 1.0 | 1.0 | 1.0 | 1.0 | 0.6 | 1.0 | 0.3 | 0.6 | 0.2 | 0.3 |

Table 4.8: The success measure of four methods in computing the same top value as Brute Force; APX=Approximate, WT=Weight, SCR=Attribute Score; and the four queries, Q1Q4. For Q4, WT could not be used.

In this experiment, we measure the effectiveness of three methods in explaining the query. These methods are the Shapley values by sampling, the attribute with the highest weight (Section 4.3.1 ), and the attribute evaluated on the query function independently.

The datasets for this experiment consists of twelve settings on synthetic data. The settings are each combination of distribution, feature correlation types and scoring function type, i.e. $\{$ uniform, Zipfian distribution $\} \times\{$ independent, correlated or anti-correlated features $\} \times\{$ linear, non-linear scoring functions $\}$. For each of these settings, ten trials were run with $k=5$ and the results were recorded. For each experiment, highest rated attribute was removed and the output compared for its impact on the query.

The results are tabulated in Table 4.8. The results show that approximate method produced the same output as brute-force in 119 out of the 120 trials. The other methods performed consistently at best equal but generally worse across all queries. Measuring by weight performed almost always better than attribute based baseline. However, measuring by weight still often failed. It had a particularly low accuracy for PQ-NOtMatch. Additionally, since weight based approach is not possible for SQ-MULTIPLE, it was considered to be an insufficient method for computing the highest Shapley value.

### 4.4.2.3 User study

In this experiment, we conduct a user study to validate our methods, using the graduate admissions dataset and the example dataset from Table 4.5. We included a quality control step to assess the participant's familiarity with scoring functions. Any candidate who scores at least 3 (out of 5) is considered for the study. 22 of the 26 participants qualified. For the graduate admissions dataset, we create a black box ensemble model using auto-sklearn package that can predict the chance of admit given a student's admission data. We use this model to score students, and based on these scores obtain the top-k students who qualified during the admission process.

As a part of the first question, the participants were shown a scenario of a student who failed to qualify to the university. The participants were provided with the mean scores of the admitted students and the mean scores of all the students who applied. We showed the participants two explanations, one from LIME [128] and other from our method. The textual description for the explanations were created based on Molnar et al. [130]. The generated explanations were: "The value of [FEATURE NAME] contributed [SHAP SCORE] to [INDIVIDUAL NAME] not being in the top-k compared to the average prediction for the dataset." for Shapley values, and "An increase of [FEATURE NAME] by one unit increases [INDIVIDUAL NAME] towards not being in the top-k by [LIME SCORE] units when all other feature values remain fixed." for LIME. We asked the participants to choose among the two explanations. Around $63 \%$ of the participants found the explanation provided by our method more convincing.

Next, the participants were shown the scenario from Example 4. We provided the scoring function used ( $5 \times A_{1}+4 \times A_{2}+1 \times A_{3}$ ) and asked the participants to explain, why $t_{5}$ was not selected during the process. As this is a subjective question, we compared the explanation provided in each answer against that of (i) LIME, (ii) function weights used
in the scoring, and (iii) our explanation. We classified the provided explanation in each answer into one of these three methods, based on its closeness to the explanation generated by these methods. While $32 \%$ and $13 \%$ preferred LIME and function weights, respectively, more than $54 \%$ of the participants preferred our explanation.

### 4.4.3 Performance Evaluation

Having discussed the experiments to validate our problem setting, we now present our performance evaluation results, where we study the approximation error and runtime of sampling based and KernelSHAP methods in comparison to exact Shapley values.

Impact of sampling size on error: The approximate sampling-based approach and KernelSHAP provide us with a trade-off between error and time consumed. As the number of samples taken increases, the error in the Shapley value decreases, but time increases. We want to measure the impact of sampling size on error and time consumed.

In this experiment, the number of samples that we use for the approximate Shapley value algorithm and KernelSHAP are varied and the runtime and error are measured. Match list size, $k$, is set to 5 for these experiments. Samples for the sampling based algorithm are chosen uniformly, with the sample size varying from 25 to 250 in increments of 25 . For this experiment, we consider both, the synthetic datasets and the real world dataset. In each experiment setting, we also run the brute force algorithm to obtain exact Shapley values to measure against. For each of the configurations, we aggregate (average) the error across the $d$ attributes and compute the standard deviation of the errors.

The measured average error in Shapley values and standard deviation of the average errors are plotted in Figure 4.2 for the Candidates dataset. As can be seen in the figure, KernelSHAP outperformed the sampling-based approach with a similar number of samples. The time consumed by KernelSHAP and sampling based approach are comparable and far
better than the brute force. Similar results can also be seen for the synthetic dataset with linear (Figure 4.4) and non-linear functions (Figure 4.3).


Figure 4.3: Error variations in sampling-based approach and KernelSHAP when varying number of samples for synthetic dataset with non-linear ranking functions


Figure 4.4: Error variations in sampling-based approach and KernelSHAP when varying number of samples for synthetic dataset with linear ranking functions

### 4.5 Related work

Matching and applications: Matching plays a critical role in the allocation of resources based on supply and demand like matching a region to medical needs [113], ecosystem services are matched based on changing land use [114], public health needs are matched by health insurance plans [115]. Matching systems rely on different mechanisms to capture preferences of both the supply and demand parties. Traditionally, these preferences are explicitly specified [131-134].

Explicitly specified matching relies on capturing preference lists from both the parties and then create a stable matching under specific conditions. Based on game theory, Gale and Shapley [135] designed a mathematical framework to attain stable matching and applied it to stable marriage and college admission. Such matching where one
party is matched only to one other party is known as stable marriage [136-138]. Similarly, many-to-one stable matching exists with applications such as: hospitals provide employment to many doctors [139] or student-project allocations [140] which was formalized by Roth and Sotomayor [141]. Many-to-many stable matching relies on matching many supply parties to many demand parties, which has applications in D2D-enabled cellular networks [132,142], collaborator recommendations [143]. While there has been extensive work on explicit matching, to the best of our knowledge there has not been any explainability work in these fields.

Often, specifying the complete preference list is prohibitive in big data applications [144]. In such cases, the preference can be obtained via different means. In case of a search engine, users interact with the search engine to express their query until they reach their desired result (web-page). Traditionally TF-IDF [145,146] and Latent Semantic Analysis $[147,148]$ based approaches were proposed to solve this problem. Recently, vector representation based approaches $[149,150]$ convert words into vector form and then use this embedded space representation to process the query. Another type of application where implicit preference is seen is user-item recommendation systems like Amazon ${ }^{7}$, Netflix ${ }^{8}$. In user-item recommendation systems, items are recommended with prior interactions of the user with their systems. Numerous techniques like collaborative filtering [151], matrix factorisation [152], auto encoder based representations [153, 154] have been proposed to solve the problem. While some of these works have explanations built within the system $[155,156]$, to the best of our knowledge we are the first to work on explanations in bipartite matching scenarios.

Explainability in ranking: Ranking functions are popular for solving multi-criteria optimization. While ranking functions have been studied for many years, study of explain-

[^9]ability in ranking has been a recent trend. Verma et al. [157] explain queries based on a sampling approach in the neighbourhood of the query. Gale and Marian explore the topic of explaining ranking in multiple papers. First, in their 2019 paper [158] they assign scores to various attributes based on whether the items in the top- $k$ for all methods are in the top- $k$ for a particular attribute. They also demonstrate that the explanation for a ranking can be used to adjust a ranking function such that attributes are contributing to the amount required. The main difference between their work and ours is that they use this as an explanation for ranking. Top-k is similar but independent from ranking, and additionally our matching are bipartite. The difference is further shown by the fact that these algorithms cannot be easily modified to work for our queries. Next in 2020 [159], Gale and Marian expand upon their initial observations by also considering the weight of different parameters, and considering multiple metrics for the type of ranking produced by the function, namely disparity and diversity. Diversity and disparity in ranking has also been studied by works like [69]. Additionally, some work has been done on responsible ranking function design [69, 160], where the objective is to minimally change the weights in a ranking function to make the generated rankings (top- $k$ ) fair and stable.

Shapley values for explanations: Shapley values were introduced by Gale Shapley [120] to determine the contribution of each player to the success of the overall coalition. Shapley values have also been applied to the problem of explanations with a great degree of success. Here, the contribution of the various features to the overall prediction are calculated as Shapley values, and the Shapley values are used to explain the task [130]. Several notable contributions have been made to this. Štrumbelj et al. [122] devise a Monte Carlo sampling technique for explaining models, in order to avoid the exponential nature of exact Shapley value computation. Lundberg et al. [123] mapped the notion of Shapley values to the problem of model interpretability, introducing SHAP and specifically KernelSHAP which allows for regression-based, model agnostic computation of SHAP values. Lundberg et al.
expand upon this notion in 2018 [161] with the TreeSHAP method, which is capable of computing SHAP values for tree based models in polynomial time. While these methods have been studied extensively in machine learning, the problem of explainability in bipartite matching is novel and has not been studied.

Kumar et al. [125] have shown certain limitations of Shapley-based methods while explaining machine learning models. The limitations highlighted during the process include (i) out-of-distribution points generated during the masking process, (ii) explanations generated using Shapley are not actionable. We emphasise that bipartite matching is not subject to similar problems due to competition. Nevertheless, we have added a note about improper handling of NULL values during masking process. We would also like to point out that an important aspect of our paper is to open the blackbox model and thereby create trust towards the system.

### 4.6 Discussion

The concept of match list is modelled on real world matching websites and applications. Some more practical models may include more complex scenarios which can extend to more data types like non-binary matching values, matching preferences that extend to multiple matching values, probabilistic modelling of preference functions. While we present four different explainability queries that may be encountered in real life, there may be many more of these queries which may be of interest. We consider both these extensions important, and an avenue for future work.

While the model we propose is based on the real world, one might also want to consider other theoretical models of matching, like a complete ranked list by each individual instead of ranking functions. These lists could then be used in a stable marriage algorithm to produce a matching. Such alternate models which may be of theoretical interest can
be considered as alternate models and present an opportunity for a thorough theoretical analysis.

### 4.7 Conclusion

As the first attempt in explaining matchings, in this paper we considered the largescale two-sided matching applications in which the user preferences are specified as ranking functions and matchings are derived as top-k. We considered four natural explanation questions that would benefit the users of these systems, and observing the competitive nature of rankings, proposed Shapley-based approaches for explanation. To overcome the combinatorial complexity of exact Shapley computation, we proposed an approximation algorithm with provable guarantees on run-time and accuracy. Furthermore, we conducted comprehensive experiments on real-world and synthetic data sets demonstrate the usefulness of our explanations and to evaluate the performance of our algorithms.
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