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Abstract<br>Robust Synthesis Methods for Cooperative Systems<br>Baris Taner, Ph.D.<br>The University of Texas at Arlington, 2022

Supervising Professor: Kamesh Subbarao

Cooperative systems, like any other dynamic systems, suffer in performance because of uncertainty yet there is an added layer of uncertainty due to the communication among agents. Therefore, analytic solution to these problems are hard if not impossible. With the advancements in the linear and non-linear methods, i.e. linear matrix inequalities (LMI) and non-linear transformations, robust performance analysis and controller synthesis for cooperative systems can be reformulated as optimization problems with LMI constraints as has been done in the last two decades. Another aspect of the problem becomes visible as the cooperative system grows larger and that necessitates faster solution methodologies to solve the aforementioned problem. Based on this context, the general objectives of this research are to develop computationally efficient analysis and synthesis methods for cooperative systems with uncertainties, which are

- Develop computationally efficient linear parameter varying (LPV) and Linear Time Invariant (LTI) synthesis framework and regarding tailored optimization techniques for cooperative systems, which suffer performance because of uncertainties.
- develop computationally efficient linear parameter varying controller synthesis method that accommodates uncertainty analysis in a distributed fashion and
provide a framework to synthesize a robust cooperative system starting from a single agent
- develop a robust cooperative system synthesis method that consider uncertainty analysis in edge weight synthesis
- develop a cooperative system synthesis method that is formulated in distributed fashion to improve computational efficiency and suitable for distributed optimization.
- develop implementation strategies for cooperative synthesis methods to state of the art applications.

The methods developed in this dissertation are verified using numerical simulations using the short-period dynamics of an aircraft as an application to benchmark the computational efficiency of the LMI-based methods. On top of that, the cooperative synthesis methodology is implemented on a cooperative docking application and a bipedal locomotion application through Model Predictive Control (MPC).

This dissertation develops a framework for a systematic design of robust controllers to guarantee desired output performance for an interconnected group of multi-input-multioutput dynamic systems. The framework enables the design of a robust Linear Parameter Varying (LPV) controller for all individual vehicles and the interconnected group to account for uncertainties associated with the individual vehicles and the interconnections. In this dissertation, the robust controller design methodology for the individual and cooperative systems is implemented in a nested manner to enhance performance. The application of the nested robust controller is distributed wherein well-known robust performance analysis is adopted and modified. The controller synthesis methodology is developed on top of the same performance condition. Nested robust LPV controllers are synthesized for agents of the cooperative system. Then the cooperative system of these agents is interconnected using a connection topology that suffers time delays. A cooperative controller is designed using two methods described in this work in a nested fashion. Robustness against given
uncertainties is studied with an integral quadratic constraint (IQC) framework. A benchmark is drawn by comparing conventional lumped and the developed distributed method in terms of time efficiency.

Improving the robust performance of a cooperative system using cooperative controllers is a method. However, it increases the complexity of the synthesis due to the added states, and as the number of systems grows higher, the problem becomes intractable. A solution to this is to synthesize a cooperative system to improve its robust performance. Therefore the next problem studied in this work is implementing a non-linear programming method to synthesize edge weights of an adjacency matrix for a cooperative system using bi-linear matrix inequalities, which suffer uncertainties. First, convex-concave decompositions are used on the bi-linear matrix inequality constraints for nominal $H_{\infty}$ synthesis. Then this method is improved to consider uncertainties using the IQC framework. Agents composing the cooperative system are represented as a linear time-invariant single input, single output systems, which share their output information to achieve consensus. The topology of the cooperative system is predefined, and edge weights are defined as functions of a variable.

Following a synthesis strategy that brings the best local robust performance of a cooperative system without adding the complexity of controllers is valuable, as, without loss of generality, these controllers have at least as many states as the agent. However, more efficient ways exist to extract the best local performance than synthesizing a cooperative system in lumped fashion. A more efficient way is to introduce distributed synthesis methodologies. Based on this context, this work further studies a distributed edge weight synthesis of a cooperative system for a fixed topology to improve $H_{\infty}$ performance, considering that disturbances are injected at interconnection channels. Performance metrics for lumped and distributed methods are common; therefore, constraints related to performance for both methods are similar. However, the connection between agents of the cooperative system is defined in a distributed fashion in terms of additional synthesis constraints,
which constructs the optimization problem. Then this problem is cast into a linear matrix inequality problem by replacing the original cooperative system with an equivalent ideal cooperative system. Derivations of the method rely on the dissipative system framework. The proposed method provides an upper bound for the induced $\mathcal{L}_{2}$ norm of the original lumped cooperative system while reducing the computation time. A comparison of computation time illustrates the advantage of the proposed method against the lumped counterpart.

As presented above, the implementation strategy for cooperative synthesis ideology is presented in terms of a fast-slow MPC. The MPC is built with task prioritization to perform docking maneuvers on cooperative systems. The studied method allows agents and a single agent to perform a docking maneuver. In addition, agents give different priorities to a specific subset of shared states. In this way, overall degrees of freedom to achieve the docking task are distributed among various subsets of the task space. Fast-slow model predictive control strategy uses non-linear and linear model predictive control formulations such that docking is handled as a non-linear problem until agents are close enough, where direct transcription is calculated using the Euler discretization method. During this phase generated trajectory is tracked with a linear model predictive control. Then linear model predictive control performs the sensitive close proximity motion to finish docking. The proposed strategy is illustrated in a case study, where quadcopter docks on a non-holonomic rover using a leader-follower topology.

Finally, this dissertation presents a graph theoretic modeling and trajectory optimization technique for a biped robot named ASLB. This method utilizes a cooperative control framework to divide the state propagation and trajectory optimization of the lumped multibody model of the robot into cooperative multi-bodies. The non-linear robot model is linearized at the current state, and states are propagated using the discrete newton Euler method. In addition, robot dynamics, contact location kinematics, and external forces are represented with respect to the body frame. This allows the cooperative quadratic
optimization method to handle trajectory optimization for ASLB, a highly non-linear system with large degrees of freedom.
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## Chapter 1

## Introduction

Finding an optimally robust cooperative system to uncertainties, especially with varying dynamic properties, is a task that requires the integration of various analytic and numeric frameworks. The frameworks, as mentioned earlier, are based on modeling the varying nature and uncertainty of the system in order to cast it into an optimization problem, where a locally optimal robust solution can be provided. These improved frameworks for general dynamic systems are also suitable for analysis and synthesis for cooperative systems. Based on this context, this research aims to develop analysis and synthesis methods to improve the robust performance of cooperative systems with uncertainties in a computationally efficient way and provide a systematic framework. In addition, this dissertation illustrates application strategies of cooperative synthesis methods for state of the art applications such as bipedal walking and cooperative docking.

### 1.1 Literature Review

Coordination among a group of agents has been a topic of long-standing interest. Over the past years, considerable work has been devoted to the design of cooperative control strategies among the agents for various applications such as formation flight [3], satellite clustering [4], unmanned vehicle [5, 6] and space applications [7, 8]. Furthermore, CSs are also used in wireless sensor networks, where distributed sensory data is being processed as in [9], and sensory information is merged as in [10]. In addition to that, CSs also fit in infrastructure applications such as AC power grid [11] and water distribution networks [12], where sources and sinks are in large numbers and widely distributed (see
[13-16] and references therein for further applications). Some of these applications cluster a few agents and form a small CS, while the others make large-scale CS, which might be geographically separated and life-critical [17]. As a further note, real-world dynamic systems with cooperating agents occur on weighted Graphs such as neural and biochemical networks [18-20]. Depending on the application, weights can be interpreted as conductance [21] or strength of the communication, where a formation control strategy is given for vertical takeoff and landing vehicles [22].

Recently, the assessment of stability and performance of a CS has been widely done by convex optimization; specifically, semi-definite programming (SDP), where computational algorithms are solving a set of linear matrix inequalities (LMIs) [23,24]. The existence of LMIs in control theory starts with the Lyapunov theory and Lyapunov inequality [25]. Practical applications of LMIs initially refer to graphical methods [26] yet with the recognition that many LMIs for control problems can be solved by convex optimization and introduction of efficient methods. So such as interior point methods, LMIs have gained popularity since the late 90 s up to now $[25,27,28]$. As the SDP emerges more into the control theory, it is recognized that SDP is suitable for more practical applications. These applications can be given in controller and observer synthesis problems [29,30].

In essence, what is being done is a reformulation of the control theory problems, such as controller/observer synthesis, system identification, and signal processing problems, into LMIs such that a cost function and a constraint represent the goal and restrictions on the intended identity of the resulting entity (a controller, an observer, or identified system, depending on the problem) [31]. This reformulation makes sense if the cost and the constraints are linear because there are efficient solvers, as denoted previously. However, reformulating the control problem mentioned above into LMI-based optimization is not straightforward for many applications, as in the linear feedback control synthesis case. The problem is a bi-linear matrix inequality problem (BMI), a certain type of non-linearity. We
know from the literature that the BMI problem is an NP-hard problem [32-34]. There are multiple ways to address the non-linearity and transform it into an LMI problem, which will be discussed in the following sections, yet a summary of the idea is given here. With the results represented in [31,35], bi-linear constraints in the optimization (a type of nonlinearity) depend non-linearly on decision variables and are transformed into a new set of constraints that are affine functions of new variables. This leads to a non-linear but convex set of inequalities that is easily transformed into LMIs using Schur complement [31,36]. State-of-the-art algorithms are being studied that directly address the problem as a bi-linear problem [37], which is a more general constraint in control synthesis applications.

### 1.1.1 Nested Robust Controller Design for Interconnected Linear Parameter Varying Agents

Coordination and cooperation is a high-level problem, where [13] presents the early formulations of control problems using graphs to model information flow, [14] presents optimal guidance laws in a cooperative setting using relative kinematics for an intercept problem. [15] studies the leader-follower flocking control problem wherein the agents follow time-varying reference velocities. The lower-level individual unit is assumed to be sufficiently robust or perform optimally for several high-level formation and cooperative control problems. On the other hand, myriad of control methodologies address just the individual vehicle control problem.

This work considers a nested robust control synthesis problem for a group of uncertain linear parameter varying (LPV) systems under a cooperative system framework. The aforemetioned LPV systems contain uncertainties in individual agent dynamic model as well as in the communication among the agents. Nested controllers can be realized in cooperative systems through a hierarchical structure such that a parent controller organizes the cooperative system and improves the group performance. In contrast, individual controllers deal with stabilizing or enhancing the performance of the individual agents. An example
of that can be given from the work [38], which considers a power distribution network and uses three levels of controllers managing distinct tasks in different time scales. In another work [39], a hierarchical controller shares control action among layers, where lower layers of the hierarchy deal with the positioning and tracking in continuous time while the higher layers focus on coordination, fault identification, and reconfiguration. This work assign tasks for nested controllers such that the lower layer controllers carry out continuous robust tracking. In comparison, the higher layer controllers produce the desired robust cooperative performance under the influence of uncertainties within both individual systems and communication media. Intuitively, cooperative systems' performances are enhanced by cooperative controllers hierarchically working with the controllers at the other layers of the cooperative system.

Improving the robust performance of the cooperative systems can be addressed with various approaches such as $\mu$-synthesis, which is suggested in the literature for dynamic systems and cooperative systems [40,41] and Integral Quadratic Constraints (IQCs), which is described as a filter and a correlator in the literature [42]. This method provides a unified framework by characterizing the input and output behaviors of these multiple uncertainties [43-45]. A significant result for IQCs is provided in [44] emphasizing that the timedomain IQCs that fall into a particular group called "Hard IQCs" are required to satisfy a dissipation inequality for an LPV system with uncertainties [46]. If one considers a stable linear system to be a function of some non-stationary parameter and if this system satisfies certain strict dissipativity conditions under the effect of uncertainty, then one can conclude that the system is asymptotically stable under the effect of uncertainties, thus guaranteeing robustness [47]. For such an LPV system, this analysis can be done using parametrized Linear Matrix Inequalities (LMI) as described in [46]. The idea of "analysis" can also synthesize a controller since this system should satisfy a nominal performance metric. The drawback of this approach is that the feasibility of the LMI is decided by some
decision variable, which grows proportional to the square of the states in the system and the method becomes inefficient if the system size grows too much [48]. Multiple ways to treat this problem exist in the literature which include devising new approaches to solve LMI problems like cutting plane algorithms [48] or novel implementations of interior-point methods [49].

Motivations. Another way of treating the problem of finding a solution to the LMI for large cooperative systems is by using distributed analysis and synthesis methods for the LMI methodology. An example for distributed controller synthesis can be found in [50] which relies on the contractiveness of the linear time-invariant (LTI) cooperative system in addition to the well-posedness. In another work [51], cooperative LPV systems are considered, and a distributed synthesis methodology is proposed. Distributed robust analysis methodologies also exist in the literature that uses the internal stability of the channel from the output of the cooperative system via the graph adjacency matrix back into the cooperative system $[43,52]$. The drawback of this method is that it restricts the graph topology, i.e., each agent can have only one input. In addition, a sparse formulation methodology of the cooperative LTI system using IQC framework is described in work [53]; however, this approach does not allow valid time-domain IQC description. Robust analysis and synthesis for LPV systems require valid time-domain IQC definition as discussed in [1]; thus, the approach of [53] is not applicable for LPV cooperative systems. Moreover, the work carried out in [1] for a single-agent system can be extended to LPV cooperative systems with uncertainties in communication. Further, by introducing the distributed robust analysis condition, this method can be extended to a distributed controller synthesis method for LPV cooperative systems suffering uncertainties.

### 1.1.2 Robust Edge Weight Synthesis for Cooperative Systems Suffering Uncertainties

CSs are investigated under two main subjects, which are denoted as analysis and synthesis. Under the analysis, CSs are provided methods to certify metrics of stability and performance or measure these metrics under certain conditions such as uncertainties. In the synthesis of CSs, however, goal is to improve stability and performance of the system. One way of improving these metrics is done by introducing a controller using methodologies such as optimal and robust control frameworks [54,55].

Based on the analysis, performance of CSs are revealed to be related to various factors. As shown in [56], stability margin of a cooperative system is quantified for a change in the feedback gain using minimum singular value of the cooperative system. Cooperative system is shown to have an upper bound for the stability margin and this can be achieved by changing the communication topology. In another work [57], a unified analysis for consensus of CSs is provided using the Linear Matrix Inequalities (LMIs). One of the outcomes of this work is the notion of consensus region, which is the region that a CS can achieve consensus, and it is also provided that shape and size of this region is related to a coupling gain that magnifies the feedback gain of the cooperative controller. CSs are also investigated considering the post modern control frameworks such as integral quadratic constraints (IQCs) and robust control [42,58]. Work given in [59] applies IQCs to employ synchronization analysis to cooperative systems having time-delays. This is a unifying approach of employing uncertainty analysis to verify the consensus of cooperative systems with uncertainties.

As the analysis illustrates, CSs are affected by how the communication between the agents is set and it brings the question of how this can be improved. Numerous robust controller synthesis methodologies are introduced in the literature for CS to achieve a performance criteria under uncertainties [55,60]. Alternatively, increase in performance is also available if a certain communication topology and edge weighting is selected.

Topology and edge weights of network defines which agents are connected and how strong the connections are. As illustrated in work [61], effective resistance of the overall CS is reduced by optimal allocation of the edge weights. In another work [62], convex optimization is used to allocate edge weights to obtain better dynamic properties for the CS by meeting upper and lower bound constraints on maximum and Fiedler eigenvalues respectively. Before mentioned methods formulate the problems as convex optimization problems and uses semi-definite programming (SDP) to find optimal solution. Alternatively, one can optimize certain objectives for a CS by moving agents along optimal trajectories. This is discussed in [63], where optimal trajectory for agents is calculated to obtain minimum transmitting power by introducing topology constraints on the optimization problem. Design problem can also be formulated as a non-convex quadratically constrained quadratic problem (QCQP) and converted to a rank minimization optimization problem using semi-definite relaxation methods. Thus, original QCQP problem, which is classified as NP-hard, is converted to a linear problem and solved using SDP methods [64].

Formulation of synthesis problem is a difficult task using LMIs. Specifically, synthesis problem for output feedback requires a bilinear matrix inequality (BMI) constraint on the optimization. As illustrated in literature, this can be addressed by a decoupling of the decision variables [65] or convexification via congruence transformation [36]. However, it can also be taken as is and solved as a BMI optimization problem and means to solve this problem are local methods, which does not guarantee global optimum. These methods are augmented Lagrangian method [66], sequential semi-definite programming method [37] and non-smooth methods for BMIs [67].

Motivations. CSs are becoming vastly used systems in recent years and like other systems they are asked to meet certain performance criteria with unmodeled degradations in the communication. This problem is addressed by robust controller synthesis, however, structured controllers are introducing complexities into the CS design. One of these complexities
is that increased system dimensions leads to infeasible calculation times, especially for large systems. On the other hand, communication topology and edge weight design can increase performance of the CS with no-added complexities into CS design. However, to the best of authors' knowledge there is not any work that incorporates the uncertainties in network design either for topology or edge weights. Based on this motivation, this work illustrates a method based on sequential LMI (sLMI) approach for synthesizing connectivity weights of a CS using IQCs. CS used in this work is composed of agents that are defined as linear and strictly proper systems. These systems share their output information within the cooperative system over the prescribed communication grid defined by an adjacency matrix. The topology for this adjacency matrix is initially provided.

### 1.1.3 Distributed $H_{\infty}$ Edge Weight Synthesis for Cooperative Systems

Conventional way to approach CS synthesis relies on lumped methods, where CS is modeled as a single system. However, this approach impose a heavy computational load in synthesis process even for relatively small CSs, which motivates the distributed methodologies. Especially in the area of controller synthesis there are various examples of distributed control methods. Some of the recent literature from different frameworks can be given as follows. In [68], an optimal control framework is used to solve multiobjective optimization problem for DC micro-grid using local-neighbour information. In another work, distributed impedance control is synthesized for event-triggered cooperative manipulation under disturbances using Lyapunov stability theory [69]. Finally, a distributed robust controller synthesis methodology from a dissipation perspective is utilized in [55] to consider uncertainties with CS.

As defined in previous section, synthesis of CSs are handled by synthesizing the CS itself by modifying topology or edge weights, which is cast into a semi-definite programming (SDP) [61,62]. Conventionally, lumped problems are computationally heavy problems
for large scale CS, however, they can also be effectively solved using sparsity promoting methods. In a recent work, topology design of an undirected network is posed as an optimal control problem and solved using proximal gradient and Newton methods [70]. Sparsity of the controller is promoted using $l_{1}$ regularization into the $H_{2}$ formulation and derivation of a dual problem, which allows application of proximal algorithms. Similar examples can be given from distributed optimization of network systems, where cost function is separable into smaller convex cost functions [71,72]. Recently, edge weight synthesis of CS is modeled in a distributed fashion and solved using set of linear matrix inequalities (LMI) that satisfy the neutrality between agents and nominal $H_{\infty}$ performance conditions [73]. Without the relaxations, this problem is NP-hard due to nature of the problem as defined in [74], however, it is given a solution by collecting sources of non-linearity in a synthetic system, which undertakes large scale matrix permutations. The communication grid was parametrized with a single parameter and topology of the CS is predefined and not synthesized.

Motivations.To the best of authors knowledge, edge weight synthesis of CSs is not posed to improve $H_{\infty}$ performance in distributed fashion, which will benefit potentially faster converging algorithms. Method originally defined in [75] and recently implemented for controller synthesis in [55], imposes a constraint on the interconnections by assuming the interconnections are ideal. This assumption results in a symmetric adjacency matrix, which is a limitation on the synthesis. This method is utilized in this research for distributed edge weight synthesis, where performance is measured in terms of induced $\mathcal{L}_{2}$ norm of the system. Without the relaxations, this problem is NP-hard [74].

### 1.1.4 Cooperative Model Predictive Control Strategy for Docking with Task Prioritization

Autonomous aerial systems have become essential in numerous practical fields, such as in public safety as a surveillance tool and first response [76-78]. It has also been studied
for the delivery of goods by the industry [79, 80]. A critical task during the operation of an aerial system is docking maneuver, where it might be approaching a stationary or a moving platform $[81,82]$ to drop/load cargo. Besides that, aerial vehicles require refueling or recharging to extend their workspace [83]. Docking is an intricate maneuver that necessitates the awareness of the docking path's constraints regarding flight safety and the docked platform's attitude [84]. In addition, nonlinear effects such as the wake of the leading agent due to the proximity flight must be considered [85] as well as the ground effect [86]. Thus it is clear that the characteristic of this maneuver requires the agent to handle certain constraints and uncertainties.

A popular control method to handle previously described constraints and calculate control actions is model predictive control (MPC). An MPC reaches the desired control action by minimizing a given objective using linear and non-linear optimization theory as applied in the case of a tracking controller [87]. MPC also allows the integration of secondary tasks into decision-making as in [88], which makes it a unified strategy to handle docking maneuvers without requiring ad-hoc integration of multiple frameworks that increase complexity. Implementing MPC-based docking strategies for space applications exists in case studies, where line of sight constraints are satisfied, energy-saving strategies are pursued, and docking on tumbling objects are executed [89-91].

Autonomous docking for aerial vehicles requires state information of the docked platform, which receives the docking agent. Therefore it certainly requires an on-board or external mechanism to sense and estimate states. On-board sensors such as cameras or lidar are widely implemented solutions (see [92]), yet they are bounded with range limitations. External mechanisms to obtain state information of the docked platform are sensors placed on the agents, except for the docking agent or external observers. As a result, this information is shared over a communication grid as illustrated in [93]. Besides state information, some of the autonomous docking literature can be grouped in terms of
cooperation at the controller level. In one of the works, a central controller calculates lateral and longitudinal velocity commands for both of the docking maneuver devices: uncrewed ground vehicle (UGV) and uncrewed aerial vehicle (UAV). Then these control signals are fed into these agents [94]. In the extension of this work, an MPC strategy is utilized on the same system, where both agents are cooperatively trying to execute docking maneuvers [95]. In another work, a multirotor docks onto a fixed-wing platform, where only the multirotor executes the docking maneuver [82]. The aerial refueling problem is addressed as a docking problem in [83]. However, only the docking platform and the boom are manipulated. Recent work studies an uncrewed sea surface vehicle (USV) landing and designs an MPC controller for a multirotor, where cooperative docking is executed [96]. However, the docking trajectory calculation is calculated on the multirotor and shared back to the USV. Another essential feature of this controller is docking algorithm initiates once the multirotor is in the vicinity of the USV, and another controller handles the approach.

Motivations When multiple agents are communicating with each other and obeying specific rules, i.e., collision avoidance, velocity matching, and staying within the vicinity of the neighbors, the aggregate of these agents are called cooperative agents [97] and the application of these systems are vast due to the advantages. Popular applications are uncrewed vehicle [98], and space applications citeYao2019. The nature of autonomous docking makes the systems performing this maneuver a cooperative system. However, it is not formally addressed as one in the vast majority of the literature since developed algorithms are mostly developed for one of the agents. On the other hand, controllers cooperatively addressing this problem are mainly centralized on a ground controller or in one of the agents, which might suffer performance or even failure due to uncertainties in the communication. Apart from the centralized implementation of cooperative docking, there are a few applications where both agents are taking part in the docking maneuver. Since the cooperative control framework allows various communication topologies, previously
described methods are obtainable with a unified cooperative control framework that is based on MPC with local neighbor state information. Besides the cooperative aspect, a prioritization of the states to track during docking is not studied in the literature. As summarized before, agents that are too far apart from each other first minimize the positional difference, which is done to be in a feasible solution set when the MPC for docking is initiated. Instead of handling this problem as two separate subproblems, an automated prioritization of tracking certain states can be defined so that linear states can be given higher priority over the angular states. Then this single problem can be solved. Therefore, this highlights the motivation of this research.

### 1.1.5 Graph Theoretic Online Trajectory Optimization and for ASLB Biped Robot

Planning a trajectory for a biped robot is a complex task as free-floating base of the robot is moved by the discontinuous contact forces acting on the feet. This propulsion method requires attention in planning motion of the contact points and the contact forces while considering the dynamic effects on the robot [99]. In addition to that, a straightforward optimal control formulation results in a intractable non-linear programs as stated in the literature [100, 101].

There are multiple causes of complexity in planning the trajectory of a floating base robot. First of all, the pose of the floating base is described with six degrees of freedom (DoF) unactuated base coordinates. Then actuated joint coordinates of legs are added on top of that, which results in a relatively large joint coordinates [99]. Therefore, a trajectory optimization of such a system should find optimal values for all these coordinates. Secondly, contact between feet and the terrain must comply certain contact conditions such as unilateral contact forces [102]. In literature, this problem is handled as a trajectory optimization problem using numerical optimization techniques such as direct optimal control methods [103], indirect optimal control methods [104], dynamic programming [105], and sequential
methods [106]. By this way, trajectory of the robot along with calculated joint coordinates, torques and contact forces are calculated considering the upper level constraints on the task.

Complexity of the problem is reduced in multiple ways. A way to do it is to use low fidelity dynamic models for the robot such as single rigid body dynamics model, where a lumped inertia is attached to the body frame and actuated links are assumed to be moving slowly and having low inertia [100]. Another way to reduce complexity is to split the the optimization into smaller sub-problems and pre-defining some portions of the trajectory such as footholds [107].

However, simplifications in robot model and optimization problem compromise with the complexity of the motion that can be calculated by the trajectory optimization. For this reason means to simplify full-body dynamics without compromising the fidelity of the model is vital. Recently, trajectory optimization problem is distributed into smaller alternating sub-problems, where first one satisfy dynamic constraints of the problem by finding robot momentum and contact forces, then second one finds the leg kinematics that satisfy robot dynamics. This is denoted as centroidal and whole-body model splitting and first introduced in work [106], where a sequential optimal control formulation is represented. In another work based on the same splitting of whole-body motion and centroidal dynamics, locomotion problem is cast into a mathematical framework based on Alternating Direction Method of Multipliers (ADMM) [108]. This paper exploits the natural splitting between centroidal and manipulator dynamics and ensures consensus between these models. Another recent example uses same splitting and introduces an accelerated ADMM algorithm to solve locomotion problem. [101].

Besides centroidal and whole body splitting of the dynamic model of a legged robot, there is obviously another splitting between the portions of the body. This splitting is naturally defined by the design of legged robots and named as body and limbs. Depending on the design, they can contain a single body or a set of multi-bodies and interconnection
between these sets maintained over a connection node, which is a joint. A formal way to describe the cooperation between these sets already exist in the literature within cooperative system framework [109]. This framework defines a relationship between independent agents using communication Graph, which dictates a mapping to the information flow among agents. Cooperative system framework is used in many areas such as increasing performance of a sensory network in localization of data [110], or calculating the communication topology between dynamic agents within the cooperative system [111]. It is also used in designing controllers for agents within a network [112]. All the applications have one thing in common and that is the distributed modelling of the cooperative system and distributed calculation of the variables to reach desired objective.

### 1.2 Objectives

The objectives of the research are depicted as follows:

1. First objective is to introduce an robust controller for linear parameter varying cooperative systems which suffers uncertainties both in single agent and cooperative system levels. The robust performance metric is depicted as $H_{\infty}$. This goal is achieved by developing an algorithm for synthesizing nested linear parameter varying robust controller to be implemented on cooperative systems that ensures robust tracking at the individual agent level (lower level) and robust performance at the cooperative system level (higher level), which improves computational efficiency as the uncertainties of each layer are dealt separately. On top of that, the nested robust linear parameter varying controller is decentralized to further improve the computational efficiency.
2. The second objective of this research is to develop a synthesis method for cooperative systems with uncertainties to improve their robust $H_{\infty}$ performance. This problem is known to be non-convex and requires iteration between uncertainty analysis and
$H_{\infty}$ performance steps. To achieve this goal, an integral quadratic constraint analysis method is integrated into convex-concave decomposition based sequential linear matrix inequality solution method. By this way, a general algorithm for synthesizing edge weights of a cooperative system to improve robust performance is proposed in lumped fashion.
3. The third objective of the research is to develop the cooperative system synthesis method that incorporates nominal $H_{\infty}$ synthesis of cooperative systems in a distributed fashion, which includes distributed modeling and optimization. To achieve this goal, the cooperative system is represented by a group of agents and connection between these agents is maintained with constraints in the synthesis. The method solves the problem using dissipative system framework based on neutrality between agents.
4. The final objective of the research is to develop implementation strategies for cooperative sytnthesis methods to improve scope of applications. To satisfy this goal, first a cooperative docking of a quadcopter on a moving rover is deviced, where a task prioritization is embedded into the controller design proces. The aforementioned controller is designed as a cooperative MPC based on local neighbor state feedback. Secondly, ASLB, which is a bipedal robot, is designed, and an online trajecotry optimization is introduced using cooperative synthesis methodologies. The trajectory generation strategy for this robot relies on partition of the lumped dynamics of whole robot into subsystems such as floating base, right leg and left leg and treating them as cooperative systems with individual dynamics. Then cooperative conrol framework is applied on ASLB to generate an online walking trajectory.

### 1.3 Contributions of the Proposed Research

This section provides key contributions of the research along with the regarding publications.

### 1.3.1 Nested Robust Controller Design for Interconnected Linear Parameter Varying Agents

This research utilize robust analysis and synthesis methods in lumped fashion for LPV systems suffering uncertainty and propose a decentralized version of the aforementioned methods to improve its computational time efficiency. The proposed method allows valid time-domain IQC description, which is necessary for IQC analysis LPV systems [44]. This paper introduces an algorithm for synthesizing nested LPV robust controller to be implemented on cooperative systems that ensures robust tracking at the individual agent level (lower level) and robust performance at the cooperative system level (higher level). The main contributions of the paper are as stated below:

1. The paper extends the application of the LPV robust synthesis to cooperative systems in a nested manner to address performance needs of single and cooperative system layers individually.

- Effectiveness of the method proposed by [1] is projected on LPV cooperative systems.

2. The paper transforms this extended application to a decentralized nested controller synthesis by modifying and using the distributed robust analysis [43,52] condition within the LPV robust synthesis.

- Inefficiency of the LPV robust synthesis for cooperative systems is eliminated by the decentralized nested approach.

Publications based on the research are listed as follows:

- Baris Taner, Kamesh Subbarao, "Nested Robust Controller Design for Interconnected Linear Parameter Varying Aerial Vehicles", Journal of Guidance, Control, and Dynamics, Vol. 44, No. 8, pp. 1454-1468, 2021, https://doi.org/10.2514/1.G005323
- Rajnish Bhusal, Baris Taner, Kamesh Subbarao, "Performance analysis of a team of highly capable individual unmanned aerial systems", AIAA Scitech 2020 Forum, pp. 2070, 2020, https://doi.org/10.2514/6.2020-2070
- Baris Taner, Rajnish Bhusal, Kamesh Subbarao, "A nested robust controller design for interconnected vehicles", AIAA Scitech 2020 Forum, pp. 0602, 2020, https://doi.org/10.2514/6.2020 0602


### 1.3.2 Robust Edge Weight Synthesis for Cooperative Systems Suffering Uncertainties

 This research formulates robust $H_{\infty}$ performance synthesis using valid time domain IQC description to synthesize edge weights of a cooperative system in a lumped fashion. The formulation of the problem leads to a bi-linear optimization problem and solution to that is given by utilizing convex-concave decomposition and sequential programming. Major contributions of this work are as follows:1. This work proposes a sequential optimization algorithm that incorporates $H_{\infty}$ performance analysis to provide nominal $H_{\infty}$ performance for cooperative systems. The bi-linear matrix inequality constraints are replaced by the linear approximations obtained by convex-concave decomposition.
2. IQC analysis is integrated on the aforementioned method to incorporate various uncertainties that occur in the cooperative system. By this way, a robust $H_{\infty}$ synthesis methodology is provided for edge weight synthesis. To the best of the author's knowledge, this is the only work that accommodate robust $H_{\infty}$ technique in edge weight synthesis.

Publication based on the research is listed as follows:

- Baris Taner and Kamesh Subbarao, "Robust Edge Weight Synthesis for LPV MultiAgent Systems with Integral Quadratic Constraints", Journal of the Franklin Institute, Submitted in June 2022 (Under Review)


### 1.3.3 Distributed $H_{\infty}$ Edge Weight Synthesis for Cooperative Systems

This work resolves limitations on classes of adjacency matrices that can be synthesized by distributed cooperative system definition based on neutrality. Besides, this work also resolves complexity due to NP-hard definition of the problem by redefining the cooperative system. This is done by embedding adjacency matrix into a synthetic system definition and making ideal interconnections between original agents of the cooperative system and the synthetic one. This results in a unique communication topology, which allows distributed cooperative system modeling for any adjacency matrix. In addition, when underlying structure is exploited, this method eliminates the conditions leading to NP-hard problem by promoting sparsity in defining interconnection constraints. On top of that, successive linearization is adopted along with the sequential programming to improve computational efficiency of the problem. Key contributions of this paper are as follows:

- Adopts distributed cooperative system modeling into an edge weight synthesis problem by resolving its limitations on adjacency matrix.
- Resolves complexity due to NP-hardness by introducing an equivalent sparse and ideal cooperative system definition to replace original cooperative system. By this way, problem becomes linear matrix inequality optimization problem, which can be solved using semi-definite programming solvers.
- Separates the non-linearities in the synthesis inequalities and addresses them by successive and convex-concave-decomposition-based-sequential linear approximations. Resulting algorithm can synthesize any class of adjacency matrix within the relative interior.

Publication based on the research is listed as follows:

- Baris Taner, Kamesh Subbarao, "Distributed $H_{\infty}$ Edge Weight Synthesis for Cooperative Systems," 2021 60th IEEE Conference on Decision and Control (CDC), 2021, pp. 6652-6658, https://doi.org/10.1109/CDC45484.2021.9682966.


### 1.3.4 Cooperative Model Predictive Control Strategy for Docking with Task Prioritization

 Key contributions of this paper are as follows:- This paper proposes a cooperative control strategy based on MPC for docking. The designed strategy implements a non-linear and a linear MPC for coarse approach (long distance) and delicate docking maneuver (short distance) based on the same objective function with tailored optimization strategies. A leader-follower type of topology is adopted, where the quadcopter docks on the UGV. As a showcase, this controller performs short, long-distance docking of a quadcopter on a UGV.
- Formulation of the MPC includes task prioritization, which is based on a null-space projection of the tasks being ranked. The formulation is adopted from [113] by defining the docking task in terms of the docking agents' Degrees of Freedom (DoF). Publication based on the research is listed as follows:
- Baris Taner and Kamesh Subbarao,"Model Predictive Control for Cooperative Systems with Task Prioritization applied to Vehicle Rendezvous and Docking", 2023 AIAA SciTech, 01/23-27/2023, National Harbor, MD, USA, submission status: accepted - Baris Taner and Kamesh Subbarao, "Cooperative Model Predictive Control Strategy for Docking with Task Prioritization", IEEE TCST SI: State-of-the-art Applications of Model Predictive Control, Submission Date: 09/13/2022, Submission Number: 22-0717


### 1.3.5 Graph Theoretic Online Trajectory Optimization for ASLB Biped Robot

The method introduced in this paper is used to divide the lumped multi-body model of the biped into cooperative multi-bodies and address the trajectory optimization problem using this distributed model. Although the biped robot used in this work has light weight legs compared to the shoulder and the floating base, biped robot will be modeled as three cooperative agents, which are floating base, right shoulder and left shoulder, namely. All agents are defined as multi-bodies as defined in the following sections. The contributions of this paper is summarized as follows,

- This method divides the EoM of the biped robot into smaller cooperative agents, which has simpler EoMs.
- Agents with simpler dynamics that are defined at velocity level results in faster trajectory optimization.
- The quadratic programming formulation given in this paper executes an optimization problem with single objective and single augmented Hamiltonian, however, the problem can be split into multiple objectives and constraints. It should be noted that, distributed solution to this problem is not evaluated in this paper.


## Chapter 2

## A Nested Robust Controller Design for Interconnected Linear Parameter Variying Aerial Vehicles

### 2.1 Preliminaries

### 2.1.1 Linear Parameter Varying Systems

LPV modeling and analysis is very helpful for transforming a nonlinear system into LPV framework by embedding nonlinearities within the exogenous parameters, which enables the extension of linear control techniques to nonlinear systems [114]. The transfer matrix $\boldsymbol{G}(\boldsymbol{\rho})$ of an LPV system with input $\boldsymbol{w} \in \mathbb{R}^{n_{w}}$ and output $\boldsymbol{z} \in \mathbb{R}^{n_{z}}$ can be defined over the feasible parameter trajectory $\mathcal{A}(\boldsymbol{\rho})$ as

$$
\boldsymbol{G}(\boldsymbol{\rho}):=\left[\begin{array}{l|l}
\boldsymbol{A}(\boldsymbol{\rho}) & \boldsymbol{B}(\boldsymbol{\rho})  \tag{2.1}\\
\hline \boldsymbol{C}(\boldsymbol{\rho}) & \boldsymbol{D}(\boldsymbol{\rho})
\end{array}\right], \quad \mathcal{A}(\boldsymbol{\rho}):=\left\{\boldsymbol{\rho} \in \mathcal{P} \subset \mathbb{R}^{p},|\dot{\boldsymbol{\rho}}(t)|<r \geq 0 \forall t \geq 0\right\}
$$

where $\boldsymbol{A}(\boldsymbol{\rho}) \in \mathbb{R}^{n_{x} \times n_{x}}, \boldsymbol{B}(\boldsymbol{\rho}) \in \mathbb{R}^{n_{x} \times n_{w}}, \boldsymbol{C}(\boldsymbol{\rho}) \in \mathbb{R}^{n_{z} \times n_{w}}$, and $\boldsymbol{D}(\boldsymbol{\rho}) \in \mathbb{R}^{n_{z} \times n_{w}}$ are the state-space matrices, and $\boldsymbol{\rho}(t)=\left[\rho_{1}, \rho_{2}, \ldots, \rho_{p}\right]$ is an exogeneous parameter vector with bounded derivatives.


Figure 2.1. LPV system $\boldsymbol{H}(\boldsymbol{\rho})$ maps input $\boldsymbol{w}$ to output $\boldsymbol{z}$..

Let us consider the transfer matrix $\boldsymbol{H}(\boldsymbol{\rho})$ illustrated in Fig. 3.1, which is the lowerfractional transformation (LFT) between $\boldsymbol{G}(\boldsymbol{\rho})$ and the controller $\boldsymbol{K}(\boldsymbol{\rho})$ defined as $\boldsymbol{H}(\boldsymbol{\rho}):=$
$\mathcal{F}_{l}(\boldsymbol{G}(\boldsymbol{\rho}), \boldsymbol{K}(\boldsymbol{\rho}))$. The performance of the closed-loop LPV system can be measured in terms of induced $\mathcal{L}_{2}$ gain of the input/output map with zero initial conditions, and is defined as [45],

$$
\begin{equation*}
\|\boldsymbol{H}(\rho)\|:=\sup _{\rho \in \mathcal{A}} \sup _{\substack{\boldsymbol{w} \in \mathcal{L}_{2} \\\|\boldsymbol{w}\| \neq 0}}\|\boldsymbol{z}\|_{2} \tag{2.2}
\end{equation*}
$$

The Bounded Real Lemma for linear time-invariant (LTI) systems can be extended to obtain the upper bound of the induced $\mathcal{L}_{2}$ gain of the LPV system [45]. As discussed in $[115,116]$, an LPV system $\boldsymbol{H}(\boldsymbol{\rho})$ is exponentially stable over the parameter bounded set $\mathcal{P}$ and $\|\boldsymbol{H}(\boldsymbol{\rho})\|<\gamma$ if there exists a differentiable matrix function $\boldsymbol{X}(\boldsymbol{\rho})=\boldsymbol{X}^{T}(\boldsymbol{\rho})$ such that,

$$
\left[\begin{array}{cc}
\partial \boldsymbol{X}(\boldsymbol{\rho}, \dot{\boldsymbol{\rho}})+\boldsymbol{A}^{T}(\boldsymbol{\rho}) \boldsymbol{X}(\boldsymbol{\rho})+\boldsymbol{X}(\boldsymbol{\rho}) \boldsymbol{A}(\boldsymbol{\rho}) & \boldsymbol{X}(\boldsymbol{\rho}) \boldsymbol{B}(\boldsymbol{\rho}) \\
\boldsymbol{B}^{T}(\boldsymbol{\rho}) \boldsymbol{X}(\boldsymbol{\rho}) & \mathbf{0}
\end{array}\right]+\left[\begin{array}{cc}
0 & \boldsymbol{I} \\
\boldsymbol{C}(\boldsymbol{\rho}) & \boldsymbol{D}(\boldsymbol{\rho})
\end{array}\right]^{T} \boldsymbol{P}\left[\begin{array}{cc}
\boldsymbol{0} & \boldsymbol{I} \\
\boldsymbol{C}(\boldsymbol{\rho}) & \boldsymbol{D}(\boldsymbol{\rho})
\end{array}\right] \leq 0
$$

where $\boldsymbol{P}=\left[\begin{array}{cc}-\gamma \boldsymbol{I} & \mathbf{0} \\ \mathbf{0} & 1 / \gamma \boldsymbol{I}\end{array}\right]$ and $\gamma>0$. In Eq. (3.3), $\partial \boldsymbol{X}(\boldsymbol{\rho}, \dot{\boldsymbol{\rho}})$ is defined as [45]

$$
\begin{equation*}
\partial \boldsymbol{X}(\boldsymbol{\rho}(t), \dot{\boldsymbol{\rho}}(t))=\frac{d}{d t} \boldsymbol{X}(\boldsymbol{\rho}(t))=\sum_{i=1}^{p} \frac{\partial \boldsymbol{X}(\boldsymbol{\rho}(t))}{\partial \boldsymbol{\rho}_{i}(t)} \dot{\boldsymbol{\rho}}_{i}(t) \tag{2.4}
\end{equation*}
$$

Equation (3.3) introduces parameter dependent Linear Matrix Inequalities. Moreover, if the system defined in Eq. 3.1 is an affine function on the set $\mathcal{P}$, then $\boldsymbol{X}(\boldsymbol{\rho})$ becomes stationary and $\partial \boldsymbol{X}(\boldsymbol{\rho}, \dot{\boldsymbol{\rho}})=\mathbf{0}$. Eventually, the resulting LMI must be satisfied on the set $\mathcal{P}$, thereby resulting in finite set of LMIs [46]. Dropping the argument $\rho$ from the matrices for the sake of brevity, the LMIs can be written as

$$
\begin{align*}
& \boldsymbol{X}>\mathbf{0} \tag{2.5}
\end{align*}
$$

### 2.1.2 Integral Quadratic Constraints

IQCs are widely used tools in analysis of uncertain systems [42, 46] and offer a framework for describing the noisy, uncertain elements of the system with a quadratic constraint on its inputs and outputs. In this context, let us denote uncertainties of a system by a bounded casual operator $\Delta: \mathcal{L}_{2 e}^{n_{v}}[0, \infty) \rightarrow \mathcal{L}_{2 e}^{n_{d}}[0, \infty)$. Also define signals, $\boldsymbol{v} \in$ $\mathcal{L}_{2}^{n_{v}}[0, \infty)$ and $\boldsymbol{d} \in \mathcal{L}_{2}^{n_{d}}[0, \infty)$ satisfying $\boldsymbol{d}(t)=\Delta(\boldsymbol{v}(t))$.

Suppose that there exists a bounded rational weighting function

$$
\begin{equation*}
\Pi \in \mathbb{R} \mathbb{L}_{\infty}^{\left(n_{v}+n_{d}\right) \times\left(n_{v}+n_{d}\right)} \tag{2.6}
\end{equation*}
$$

. Then, the signals $\boldsymbol{v}$ and $\boldsymbol{d}$ satisfy the frequency domain IQC defined by $\boldsymbol{\Pi}$, if

$$
\int_{-\infty}^{\infty}\left[\begin{array}{l}
\hat{\boldsymbol{v}}(i \omega)  \tag{2.7}\\
\hat{\boldsymbol{d}}(i \omega)
\end{array}\right]^{*} \Pi(i \omega)\left[\begin{array}{l}
\hat{\boldsymbol{v}}(i \omega) \\
\hat{\boldsymbol{d}}(i \omega)
\end{array}\right] d \omega \geq 0
$$

where $\hat{\boldsymbol{v}}(i \omega)$ and $\hat{\boldsymbol{d}}(i \omega)$ are the Fourier transforms of signals $\boldsymbol{v}$ and $\boldsymbol{d}$ at frequency $\omega$. Let us factorize $\Pi(i \omega)$ as

$$
\begin{equation*}
\boldsymbol{\Pi}(i \omega)=\boldsymbol{\Psi}(i \omega)^{*} \boldsymbol{P} \boldsymbol{\Psi}(i \omega) \tag{2.8}
\end{equation*}
$$

where $\boldsymbol{\Psi}(i \omega)$ is a dynamic filter satisfying $\boldsymbol{\Psi}^{*}(i \omega)=\boldsymbol{\Psi}(-i \omega)^{\mathrm{T}}$, and $\boldsymbol{P}=\boldsymbol{P}^{\mathrm{T}}$ is a correlator. The dynamic filter $\boldsymbol{\Psi}(i \omega)$ has $\left[\begin{array}{ll}\boldsymbol{d}^{\mathrm{T}} & \boldsymbol{v}^{\mathrm{T}}\end{array}\right]^{\mathrm{T}}$ as inputs and $\boldsymbol{z}_{\psi}$ as an output, and can be associated to a state-space realization given by

$$
\boldsymbol{G}_{\Psi}=\left[\begin{array}{c|c}
\boldsymbol{A}_{\psi} & \boldsymbol{B}_{\psi}  \tag{2.9}\\
\hline \boldsymbol{C}_{\psi} & \boldsymbol{D}_{\psi}
\end{array}\right], \quad \boldsymbol{z}_{\psi}=\boldsymbol{G}_{\Psi}\left[\begin{array}{l}
\boldsymbol{d} \\
\boldsymbol{v}
\end{array}\right]
$$

Now, the signals $\boldsymbol{v}$ and $\boldsymbol{d}$ are said to satisfy the time domain IQC defined by $\boldsymbol{\Pi}$ if the following quadratic inequality holds for all $T \geq 0$

$$
\begin{equation*}
\int_{0}^{T} \boldsymbol{z}_{\psi}^{T} \boldsymbol{P} \boldsymbol{z}_{\psi} d t \geq 0 \tag{2.10}
\end{equation*}
$$

### 2.1.3 Modeling Networked Systems

The networked system in this paper is a composition of $N$ LTI dynamic subsystems. Let $\mathrm{G}^{i}$ denotes the $i^{\text {th }}$ subsystem with input $\boldsymbol{u}^{i} \in \mathbb{R}^{n_{u}}$ and output $\boldsymbol{y}^{i} \in \mathbb{R}^{n_{y}}$. The interconnections among the subsystems is modelled in the graph theoretical framework [109]. To that end, each subsystem $\mathrm{G}^{i}$ is represented by a node in the graph, and the two subsystems $i$ and $j$ are connected to each other by an edge with an edge weight $a_{i j}$, where

$$
\begin{equation*}
\{i \in \mathbb{N}, j \in \mathbb{N} \mid i \neq j \text { and } 1 \leq i \leq N, 1 \leq j \leq N\} \tag{2.11}
\end{equation*}
$$

Let $\mathcal{A}=\left[a_{i j}\right] \in \mathbb{R}^{N \times N}$ be the adjacency (or connectivity) matrix of the underlying graph structure. Now, the interconnections among the subsystems can be represented by

$$
\begin{equation*}
\boldsymbol{w}^{i}=\sum_{j=1}^{N} a_{i j} \boldsymbol{z}^{j}, \quad \forall i=1,2, \ldots, N \tag{2.12}
\end{equation*}
$$

where $\boldsymbol{z}^{i} \in \mathbb{R}^{n_{z}}$ is obtained as a result of duplicating the output $\boldsymbol{y}^{i}$ of the subsystem $\mathrm{G}^{i}$.
In this paper, each subsystem $G^{i}$ is assumed to be uncertain characterized by a multiplicative uncertainty $\Delta_{i} \in \mathbb{R}^{n_{d} \times n_{v}}$ such that

$$
\begin{equation*}
\boldsymbol{d}^{i}=\Delta_{i} \boldsymbol{v}^{i}, \quad \forall i=1,2, \ldots, N \tag{2.13}
\end{equation*}
$$

where $\Delta_{i}$ can be time invariant/varying and assumed to satisfy $\left\|\Delta_{i}\right\| \leq 1$. Here, $\boldsymbol{d}^{i} \in \mathbb{R}^{n_{d}}$ is introduced as a signal containing the uncertainty that is extracted from the interconnections among subsystems as defined in [53]. The extraction of the uncertainty can be carried out in three steps, first of which is opening an exogenous input port for passing the signal $\boldsymbol{w}^{i}$ through the subsystem to have an output for the signal $\boldsymbol{v}^{i} \in \mathbb{R}^{n_{v}}$. The second one is opening another input port for signal $\boldsymbol{d}^{i}$ to put in the effect of uncertainty back in the subsystem. The last step is obtained as the result of duplicating the output $\boldsymbol{y}^{i}$ of the subsystem in the form of $\boldsymbol{z}^{i}$ as discussed earlier. The resulting extended subsystem is denoted as $\hat{\mathrm{G}}^{i}$ which
has $\boldsymbol{w}^{i}, \boldsymbol{d}^{i}$, and $\boldsymbol{u}^{i}$ as inputs and $\boldsymbol{z}^{i}, \boldsymbol{v}^{i}$, and $\boldsymbol{y}^{i}$ as the outputs. The extended subsystem $\hat{\mathrm{G}}^{i}$ has following state-space representation

$$
\left[\begin{array}{c}
\dot{\boldsymbol{x}}^{i}  \tag{2.14}\\
\boldsymbol{v}^{i} \\
\boldsymbol{z}^{i} \\
\boldsymbol{y}^{i}
\end{array}\right]=\left[\begin{array}{cccc}
\boldsymbol{A}_{\hat{G}}^{i} & \boldsymbol{B}_{d}^{i} & \boldsymbol{B}_{w}^{i} & \boldsymbol{B}_{u}^{i} \\
0 & 0 & \boldsymbol{I} & 0 \\
\boldsymbol{C}_{z}^{i} & \boldsymbol{D}_{z d}^{i} & \boldsymbol{D}_{z w}^{i} & \boldsymbol{D}_{z}^{i} \\
\boldsymbol{C}_{x}^{i} & \boldsymbol{D}_{y d}^{i} & \boldsymbol{D}_{y w}^{i} & \boldsymbol{D}_{u}^{i}
\end{array}\right]\left[\begin{array}{l}
\boldsymbol{x}^{i} \\
\boldsymbol{d}^{i} \\
\boldsymbol{w}^{i} \\
\boldsymbol{u}^{i}
\end{array}\right]
$$

where $\boldsymbol{x}^{i} \in \mathbb{R}^{n_{x}}$ is the state and $\boldsymbol{A}_{\hat{G}}^{i} \in \mathbb{R}^{n_{x} \times n_{x}}, \boldsymbol{B}_{d}^{i} \in \mathbb{R}^{n_{x} \times n_{d}}, \boldsymbol{B}_{w}^{i} \in \mathbb{R}^{n_{x} \times n_{w}}, \boldsymbol{B}_{u}^{i} \in$ $\mathbb{R}^{n_{x} \times n_{u}}, \boldsymbol{C}_{z}^{i} \in \mathbb{R}^{n_{z} \times n_{x}}, \boldsymbol{D}_{z d}^{i} \in \mathbb{R}^{n_{z} \times n_{d}}, \boldsymbol{D}_{z w}^{i} \in \mathbb{R}^{n_{z} \times n_{w}}, \boldsymbol{D}_{z}^{i} \in \mathbb{R}^{n_{z} \times n_{u}}, \boldsymbol{C}_{x}^{i} \in \mathbb{R}^{n_{y} \times n_{x}}$, $\boldsymbol{D}_{y d}^{i} \in \mathbb{R}^{n_{y} \times n_{d}}, \boldsymbol{D}_{y w}^{i} \in \mathbb{R}^{n_{y} \times n_{w}}$, and $\boldsymbol{D}_{u}^{i} \in \mathbb{R}^{n_{y} \times n_{u}}$ are the system matrices of the subsystem $\hat{\mathrm{G}}^{i}$.

Now, the overall networked system can be modeled in a lumped fashion. With $\boldsymbol{w}=$ $\left[\boldsymbol{w}^{1^{\mathrm{T}}}, \boldsymbol{w}^{2^{\mathrm{T}}}, \ldots, \boldsymbol{w}^{N^{\mathrm{T}}}\right]^{\mathrm{T}} \in \mathbb{R}^{N n_{w}}, \boldsymbol{z}=\left[\boldsymbol{z}^{1^{\mathrm{T}}}, \boldsymbol{z}^{2^{\mathrm{T}}}, \ldots, \boldsymbol{z}^{N^{\mathrm{T}}}\right]^{\mathrm{T}} \in \mathbb{R}^{N n_{z}}$, $\boldsymbol{v}=\left[\boldsymbol{v}^{1^{\mathrm{T}}}, \boldsymbol{v}^{2^{\mathrm{T}}}, \ldots, \boldsymbol{v}^{N^{\mathrm{T}}}\right]^{\mathrm{T}} \in \mathbb{R}^{N n_{v}}$ and $\boldsymbol{d}=\left[\boldsymbol{d}^{1^{\mathrm{T}}}, \boldsymbol{d}^{2^{\mathrm{T}}}, \ldots, \boldsymbol{d}^{N^{\mathrm{T}}}\right]^{\mathrm{T}} \in \mathbb{R}^{N n_{d}}$ we can rewrite Eqs. (2.12) and (2.13) in the global form as

$$
\begin{equation*}
\boldsymbol{w}=\mathbb{A} \boldsymbol{z}, \quad \boldsymbol{d}=\Delta \boldsymbol{v} \tag{2.15}
\end{equation*}
$$

where $\mathbb{A}=\mathcal{A} \otimes \boldsymbol{I}_{n_{z}}, n_{w}=n_{z}, \Delta=\left.\operatorname{diag}\left\{\Delta_{i}\right\}\right|_{i=1} ^{N}$. Here "diag" denotes the block diagonal structure.

The lumped networked system of $N$ subsystems is denoted as $\hat{\mathrm{G}}$ such that $\hat{\mathrm{G}}=$ $\left.\operatorname{diag}\left\{\hat{\boldsymbol{G}}_{i}\right\}\right|_{i=1} ^{N}$. Figure 2.2 illustrates the lumped representation of the interconnected system, $\hat{\mathrm{G}}$.


Figure 2.2. Block Diagram Representation of the transformed interconnected system G.
2.2 Problem Statement - Nested Robust Controller Synthesis for Interconnected LPV Systems

Consider a group of LPV modeled individual vehicles as in Eq. (3.1) (sec. 3.1.2) connected through an adjacency matrix $\mathbb{A}$ (sec. 2.1.3). The paper seeks to develop a robust control synthesis methodology, that not only guarantees robust performance as in Eq. (3.2) for every single vehicle in the network but also guarantees robust performance as in Eq. (3.2) for the group represented in Eq. (2.14) and shown in Fig. 2.2.

Further, it is noted that the modeling method represented in the previous section (adopted from [117], and [43]) gives a transfer matrix for the cooperative system that is suitable for IQC analysis to be carried out in the next section. It should be also be noted that, the lumped modeling methodology introduces a greater computational cost in calculation of feasible LMI solutions with the increasing system dimensions such as number of vehicles in the system, number of IQCs introduced, and dimensions of the states of each vehicle $[43,53]$.

The problem of increased computational cost for analysis and synthesis for this lumped system will be addressed and mitigated using a distributed analysis and synthesis methodology in the next section.

### 2.3 Solution Methodology

Vehicles composing a multi-agent system are individually stable systems and stability for individual vehicles and enhancement in performance of the multi-agent system are achieved by robust controllers. In this section, a methodology to do that is provided for lumped and distributed models. Following the results of [1] for designing a robust controller for a single system case, a set of nested robust controllers are synthesized for single-agent and lumped cooperative systems. The nested robust controller proposed in this paper encapsulates the single-agent level robust controller with the robust controller designed for cooperative system. This brings the benefit of distributing uncertainties to their respective levels instead of targeting them at once in a single robust controller synthesis. Moreover, it also improves the computational efficiency as targeting these uncertainties all at once increases the synthesis time dramatically. Then, by adopting a distributed IQC analysis formulation developed in [43] and providing some modifications to eliminate restrictions on the adjacency matrix definition, a distributed analysis methodology is constructed. Eventually the distributed analysis condition is accommodated in the synthesis step to obtain a controller to increase quadratic performance of the cooperative system.

### 2.3.1 Methodology for the Lumped Model

This subsection essentially recaps key developments from [1] which are included here for the sake of completeness and to motivate the subsequent developments in the sections that follow.

Having a system $\hat{\boldsymbol{G}}$ defined as in Eq. (2.16) is useful in representing both the single vehicle and cooperative systems. Here $\boldsymbol{d} \boldsymbol{-} \boldsymbol{v}$ and $\boldsymbol{w}-\boldsymbol{z}$ are the uncertainty and performance channels while $\boldsymbol{u}-\boldsymbol{y}$ is the controller channel of the systems.

$$
\left[\begin{array}{c}
\dot{\boldsymbol{x}}  \tag{2.16}\\
\boldsymbol{v} \\
\boldsymbol{z} \\
\boldsymbol{y}
\end{array}\right]=\left[\begin{array}{c|ccc}
\boldsymbol{A}_{G}(\boldsymbol{\rho}(t)) & \boldsymbol{B}_{d}(\boldsymbol{\rho}(t)) & \boldsymbol{B}_{w}(\boldsymbol{\rho}(t)) & \boldsymbol{B}_{u}(\boldsymbol{\rho}(t)) \\
\hline \boldsymbol{C}_{v}(\boldsymbol{\rho}(t)) & \boldsymbol{D}_{v d}(\boldsymbol{\rho}(t)) & \boldsymbol{D}_{v w}(\boldsymbol{\rho}(t)) & \boldsymbol{E}_{v}(\boldsymbol{\rho}(t)) \\
\boldsymbol{C}_{z}(\boldsymbol{\rho}(t)) & \boldsymbol{D}_{z d}(\boldsymbol{\rho}(t)) & \boldsymbol{D}_{z w}(\boldsymbol{\rho}(t)) & \boldsymbol{E}_{z}(\boldsymbol{\rho}(t)) \\
\boldsymbol{C}_{x}(\boldsymbol{\rho}(t)) & \boldsymbol{F}_{d}(\boldsymbol{\rho}(t)) & \boldsymbol{F}_{u}(\boldsymbol{\rho}(t)) & \boldsymbol{D}(\boldsymbol{\rho}(t))
\end{array}\right]\left[\begin{array}{c}
\boldsymbol{x} \\
\boldsymbol{d} \\
\boldsymbol{w} \\
\boldsymbol{u}
\end{array}\right]
$$

Consider a parameter-dependent linear feedback controller $\boldsymbol{K}(\boldsymbol{\rho})$ for the system $\hat{\boldsymbol{G}}$ in Eq. (2.16) with the following state-space representation

$$
\left[\begin{array}{c}
\dot{\mathbf{x}}_{c}  \tag{2.17}\\
\mathbf{u}
\end{array}\right]=\left[\begin{array}{c|l}
\mathbf{A}_{c}(\boldsymbol{\rho}(t)) & \mathbf{B}_{c}(\boldsymbol{\rho}(t)) \\
\hline \mathbf{C}_{c}(\boldsymbol{\rho}(t)) & \mathbf{D}_{c}(\boldsymbol{\rho}(t))
\end{array}\right]\left[\begin{array}{l}
\mathbf{x}_{c} \\
\mathbf{y}
\end{array}\right]
$$

where $\mathbf{x}_{c}$ is the state of the controller and $\mathbf{A}_{c}, \mathbf{B}_{c}, C_{c}$, and $D_{c}$ are the parameter dependent system matrices of the controller. Denoting $\hat{\boldsymbol{H}}$ as the closed-loop system, the closed-loop state-space data of the LPV system using parameter dependent controller is given by

$$
\left[\begin{array}{c}
\dot{\boldsymbol{x}}  \tag{2.18}\\
\mathbf{v} \\
\mathbf{z}
\end{array}\right]=\left[\begin{array}{c|ll}
\boldsymbol{A}_{G}^{C L}(\boldsymbol{\rho}(t)) & \boldsymbol{B}_{d}^{C L}(\boldsymbol{\rho}(t)) & \boldsymbol{B}_{w}^{C L}(\boldsymbol{\rho}(t)) \\
\hline \boldsymbol{C}_{v}^{C L}(\boldsymbol{\rho}(t)) & \boldsymbol{D}_{v d}^{C L}(\boldsymbol{\rho}(t)) & \boldsymbol{D}_{v w}^{C L}(\boldsymbol{\rho}(t)) \\
\boldsymbol{C}_{z}^{C L}(\boldsymbol{\rho}(t)) & \boldsymbol{D}_{z d}^{C L}(\boldsymbol{\rho}(t)) & \boldsymbol{D}_{z w}^{C L}(\boldsymbol{\rho}(t))
\end{array}\right]\left[\begin{array}{c}
\boldsymbol{x} \\
\boldsymbol{d} \\
\boldsymbol{w}
\end{array}\right]
$$

Denote $\Delta \in \Delta\left(\Pi_{1}, \cdots, \Pi_{M}\right)$ as the multiplicative uncertainty for the system in Eq.
(2.18) that satisfies a collection of frequency domain IQCs defined by
$\left\{\boldsymbol{\Pi}_{k}\right\}_{k=1}^{M} \subset \mathbb{R L}_{\infty}^{\left(n_{v}+n_{d}\right) \times\left(n_{v}+n_{d}\right)}$. We construct the factorization as in Eq. 2.8 as $\left(\boldsymbol{\Psi}_{k}, \boldsymbol{P}_{k}\right)$, where $\Psi_{k}$ is stable and satisfies the time-domain IQC description given in Eq. (3.18).

As discussed in [1], in order to define the robust performance of a system, we need to consider the notion of scaled uncertainty set. Following the notation in [1], let
$\Delta_{1 / \gamma}\left(\Pi_{1}, \cdots, \Pi_{M}\right)$ be the scaled uncertainty set that satisfy the frequency domain IQCs defined by $\boldsymbol{S}_{1 / \gamma} \Pi_{k} \boldsymbol{S}_{1 / \gamma}$ for all $k=1, \cdots, M$ where $\boldsymbol{S}_{1 / \gamma}$ is defined in Eq. (2.20). Now, the system is said to achieve robust performance of level $\gamma$ if the induced $\mathcal{L}_{2}$ gain of the system is upper bounded by $\gamma$ over all the uncertainties in the set $\Delta_{1 / \gamma}\left(\Pi_{1}, \cdots, \Pi_{M}\right)$. Next, we consider the factorization of the scaled multipliers $\boldsymbol{S}_{1 / \gamma} \Pi_{k} \boldsymbol{S}_{1 / \gamma}$ for all $k=1, \cdots, M$ as $\left(\boldsymbol{\Psi}_{k} \boldsymbol{S}_{1 / \gamma}, \boldsymbol{P}\right)$. The scaled filter $\boldsymbol{\Psi}_{k} \boldsymbol{S}_{1 / \gamma}$ has $\boldsymbol{z}_{\psi_{1 / \gamma_{k}}}^{k}$ as output and $\left[\boldsymbol{v}^{\mathrm{T}} \boldsymbol{w}^{\mathrm{T}}\right]^{\mathrm{T}}$ as input. Further, the uncertainty set is said to have a valid time-domain IQC for the factorization $\left(\boldsymbol{\Psi}_{k} \boldsymbol{S}_{1 / \gamma}, \boldsymbol{P}_{k}\right)$, if the following inequality holds true for all $k=1, \ldots, M$

$$
\begin{equation*}
\int_{0}^{T} \boldsymbol{z}_{\psi_{1 / \gamma}}^{k^{\mathrm{T}}}(t) \boldsymbol{S}_{1 / \gamma} \boldsymbol{P}_{k} \boldsymbol{S}_{1 / \gamma} \boldsymbol{z}_{\psi_{1 / \gamma}}^{k}(t) d t \geq 0 \tag{2.19}
\end{equation*}
$$

The state-space representation of the scaled filter $\boldsymbol{\Psi}_{k} \boldsymbol{S}_{1 / \gamma}$ for all $k=1, \ldots, M$ can be written as

$$
\boldsymbol{\Psi}_{k} \boldsymbol{S}_{1 / \gamma}=\left[\begin{array}{c|cc}
\boldsymbol{A}_{\psi} & \boldsymbol{B}_{\psi v} & \boldsymbol{B}_{\psi d}  \tag{2.20}\\
\hline \boldsymbol{C}_{\psi_{k}} & \boldsymbol{D}_{\psi_{k} v} & \boldsymbol{D}_{\psi_{k} d}
\end{array}\right]\left[\begin{array}{c|cc}
\boldsymbol{I} & \mathbf{0} & \mathbf{0} \\
\hline \mathbf{0} & \frac{1}{\gamma} \boldsymbol{I}_{n v} & \mathbf{0} \\
\mathbf{0} & \mathbf{0} & \boldsymbol{I}_{n d}
\end{array}\right], \quad \forall k=1, \cdots, M
$$

Combinations of the state-space (SS) realizations given in Eqs. (2.18) and (2.20) along with supplying the input $\boldsymbol{w}$ as an output, yields the system, $\tilde{\boldsymbol{H}}$, which is represented by detailed and minimal transfer matrices given by

$$
\tilde{\boldsymbol{H}}:=\left[\begin{array}{cc|cc}
\boldsymbol{A}_{G}^{C L} & 0 & \boldsymbol{B}_{d}^{C L} & \boldsymbol{B}_{w}^{C L}  \tag{2.21}\\
\frac{1}{\gamma} \boldsymbol{B}_{\psi_{v}} \boldsymbol{C}_{v}^{C L} & \boldsymbol{A}_{\psi} & \frac{1}{\gamma} \boldsymbol{B}_{\psi v} \boldsymbol{D}_{v d}^{C L}+\boldsymbol{B}_{\psi d} & \frac{1}{\gamma} \boldsymbol{B}_{\psi v} \boldsymbol{D}_{v w}^{C L} \\
\hline \frac{1}{\gamma} \boldsymbol{D}_{\psi_{k} v} \boldsymbol{C}_{v}^{C L} & \boldsymbol{C}_{\psi_{k}} & \frac{1}{\gamma} \boldsymbol{D}_{\psi_{k v}} \boldsymbol{D}_{v d}^{C L}+\boldsymbol{D}_{\psi_{k} d} & \frac{1}{\gamma} \boldsymbol{D}_{\psi_{k} v} \boldsymbol{D}_{v w}^{C L} \\
\boldsymbol{0} & 0 & 0 & \boldsymbol{I} \\
\boldsymbol{C}_{z d}^{C L} & 0 & \boldsymbol{D}_{z d}^{C L} & \boldsymbol{D}_{z w}^{C L}
\end{array}\right]=\left[\begin{array}{c|cc}
\tilde{\boldsymbol{A}} & \tilde{\boldsymbol{B}}_{d} & \tilde{\boldsymbol{B}}_{w} \\
\hline \tilde{\boldsymbol{\boldsymbol { C }}}_{z_{\psi}} & \tilde{\boldsymbol{D}}_{\psi_{k d} d} & \tilde{\boldsymbol{D}}_{\psi_{k w}} \\
\tilde{\boldsymbol{C}}_{w} & \tilde{\boldsymbol{D}}_{w d} & \tilde{\boldsymbol{D}}_{w w} \\
\tilde{\boldsymbol{C}}_{z} & \tilde{\boldsymbol{D}}_{z d} & \tilde{\boldsymbol{D}}_{z w}
\end{array}\right]
$$

On the other hand, the filter $\left\{\boldsymbol{\Psi}_{k} \boldsymbol{S}_{1 / \gamma}\right\}_{k=1}^{M}$ can be assembled into a single filter $\boldsymbol{\Psi}_{1 / \gamma}$ with output $\boldsymbol{z}_{\psi_{1 / \gamma}}=\left[\boldsymbol{z}_{\psi_{1 / \gamma}}^{1^{\mathrm{T}}}, \cdots, \boldsymbol{z}_{\psi_{1 / \gamma}}^{M^{\mathrm{T}}}\right]^{\mathrm{T}}$. Moreover, as discussed in [1], a connection is
required between a combined multiplier, $\Pi_{\lambda}$ and $\Psi_{1 / \gamma}$ for robust performance analysis. Here, the multiplier $\Pi_{\lambda}$ is provided as follows

$$
\begin{equation*}
\Pi_{\lambda}=\sum_{k=1}^{M} \lambda_{k} \boldsymbol{S}_{1 / \gamma} \Pi_{k} \boldsymbol{S}_{1 / \gamma} \tag{2.22}
\end{equation*}
$$

where $\lambda_{1}>0$ and $\lambda_{k} \geq 0$ for $k=2, \cdots, M$. Further, if $\Pi_{\lambda}$ has a J -spectral factorization $(\boldsymbol{\Psi}, \boldsymbol{P})$, then one can also establish another factorization given by

$$
J\left(\Pi_{\lambda}\right):=\left(\boldsymbol{\Psi}_{\lambda}, \boldsymbol{P}_{\lambda}\right)=\left(\boldsymbol{S}_{\gamma} \boldsymbol{\Psi}, \boldsymbol{S}_{1 / \gamma} \boldsymbol{P} \boldsymbol{S}_{1 / \gamma}\right), \quad \boldsymbol{P}=\left[\begin{array}{ll}
\boldsymbol{I} & \mathbf{0}  \tag{2.23}\\
\mathbf{0} & \boldsymbol{I}
\end{array}\right]
$$

where $\boldsymbol{P}_{\lambda}=\left[\begin{array}{cc}\frac{1}{\gamma^{2}} \boldsymbol{I} & \mathbf{0} \\ \mathbf{0} & -\boldsymbol{I}\end{array}\right]$. Besides, the filter $\boldsymbol{\Psi}_{\lambda}$ can be associated with a state-space representation given by

$$
\left[\begin{array}{c}
\dot{\boldsymbol{x}}_{\psi}  \tag{2.24}\\
\boldsymbol{z}_{\psi_{\lambda}}
\end{array}\right]=\left[\begin{array}{c|cc}
\boldsymbol{A}_{\psi} & \frac{1}{\gamma} \boldsymbol{B}_{\psi v} & \boldsymbol{B}_{\psi d} \\
\hline \boldsymbol{C}_{\psi_{\lambda}} & \boldsymbol{D}_{\psi_{\lambda v}} & \boldsymbol{D}_{\psi_{\lambda} d}
\end{array}\right]\left[\begin{array}{c}
\boldsymbol{x}_{\psi} \\
\boldsymbol{v} \\
\boldsymbol{d}
\end{array}\right]
$$

Combining the state-space representation of $\Psi_{\lambda}$ in Eq. (2.24) with the transfer matrix in Eq. (2.18) results in a new extended system $\tilde{\tilde{\boldsymbol{H}}}$ given by

$$
\tilde{\tilde{\boldsymbol{H}}}:=\left[\begin{array}{cc|cc}
\boldsymbol{A}_{G}^{C L} & 0 & \boldsymbol{B}_{d}^{C L} & \boldsymbol{B}_{w}^{C L}  \tag{2.25}\\
\frac{1}{\gamma} \boldsymbol{B}_{\psi v} \boldsymbol{C}_{v}^{C L} & \boldsymbol{A}_{\psi} & \frac{1}{\gamma} \boldsymbol{B}_{\psi v} \boldsymbol{D}_{v d}^{C L}+\boldsymbol{B}_{\psi d} & \frac{1}{\gamma} \boldsymbol{B}_{\psi v} \boldsymbol{D}_{v w}^{C L} \\
\hline \boldsymbol{D}_{\Psi_{\lambda v}} \boldsymbol{C}_{v}^{C L} & \boldsymbol{C}_{\psi_{\lambda}} & \boldsymbol{D}_{\Psi_{\lambda v}} \boldsymbol{D}_{v d}^{C L}+\boldsymbol{D}_{\Psi_{\lambda d}} & \boldsymbol{D}_{\Psi_{\lambda v}} \boldsymbol{D}_{v w}^{C L} \\
0 & 0 & \boldsymbol{0} & \boldsymbol{I} \\
\boldsymbol{C}_{z d}^{C L} & \mathbf{0} & \boldsymbol{D}_{z d}^{C L} & \boldsymbol{D}_{z w}^{C L}
\end{array}\right]=\left[\begin{array}{c|cc}
\tilde{\boldsymbol{A}} & \tilde{\tilde{\boldsymbol{B}}}_{d} & \tilde{\boldsymbol{B}}_{w} \\
\hline \tilde{\tilde{\boldsymbol{C}}}_{z_{\lambda}} & \tilde{\tilde{\boldsymbol{D}}}_{\Psi_{\lambda d}} & \tilde{\boldsymbol{D}}_{\Psi_{\lambda w}} \\
\tilde{\tilde{\boldsymbol{C}}}_{w} & \tilde{\boldsymbol{D}}_{w d} & \tilde{\tilde{\boldsymbol{D}}}_{w w} \\
\tilde{\tilde{\boldsymbol{C}}}_{z} & \tilde{\tilde{\boldsymbol{D}}}_{z d} & \tilde{\tilde{\boldsymbol{D}}}_{z w}
\end{array}\right]
$$

Following the main results of the work [1], extended systems $\tilde{\boldsymbol{H}}$ and $\tilde{\tilde{\boldsymbol{H}}}$ are used in obtaining following LMI conditions

$$
\begin{align*}
{\left[\begin{array}{ccc}
\tilde{\boldsymbol{A}}^{T} \tilde{\boldsymbol{X}}+\tilde{\boldsymbol{X}} \tilde{\boldsymbol{A}} & \tilde{\boldsymbol{X}} \tilde{\boldsymbol{B}}_{d} & \tilde{\boldsymbol{X}} \tilde{\boldsymbol{B}}_{w} \\
\tilde{\boldsymbol{B}}_{d}^{T} \tilde{\boldsymbol{X}} & 0 & 0 \\
\tilde{\boldsymbol{B}}_{w}^{T} \tilde{\boldsymbol{X}} & 0 & 0
\end{array}\right] } & +\left[\begin{array}{ccc}
\tilde{\boldsymbol{\boldsymbol { C }}}_{w} & \tilde{\boldsymbol{D}}_{w d} & \tilde{\boldsymbol{D}}_{w w} \\
\tilde{\boldsymbol{\boldsymbol { C }}}_{z} & \tilde{\boldsymbol{D}}_{z d} & \tilde{\boldsymbol{D}}_{z w}
\end{array}\right]^{T} \boldsymbol{P}_{p}\left[\begin{array}{ccc}
\tilde{\boldsymbol{C}}_{w} & \tilde{\boldsymbol{D}}_{w d} & \tilde{\boldsymbol{D}}_{w w} \\
\tilde{\boldsymbol{C}}_{z} & \tilde{\boldsymbol{D}}_{z d} & \tilde{\boldsymbol{D}}_{z w}
\end{array}\right]  \tag{2.26}\\
& +\sum_{k=1}^{M} \lambda_{k}\left[\begin{array}{lll}
\tilde{\boldsymbol{C}}_{\psi_{k}} & \tilde{\boldsymbol{D}}_{\psi_{k} d} & \tilde{\boldsymbol{D}}_{\psi_{k} w}
\end{array}\right]^{T} \boldsymbol{P}_{k}\left[\begin{array}{lll}
\tilde{\boldsymbol{C}}_{\psi_{k}} & \tilde{\boldsymbol{D}}_{\psi_{k} d} & \tilde{\boldsymbol{D}}_{\psi_{k} w}
\end{array}\right]<0
\end{align*}
$$

where

$$
\boldsymbol{P}_{k}=\left[\begin{array}{cc}
\boldsymbol{I} & \mathbf{0} \\
\mathbf{0} & -\boldsymbol{I}
\end{array}\right], \quad \boldsymbol{P}_{\lambda}=\left[\begin{array}{cc}
\frac{1}{\gamma^{2}} \boldsymbol{I} & \mathbf{0} \\
\mathbf{0} & -\boldsymbol{I}
\end{array}\right], \quad \boldsymbol{P}_{p}=\left[\begin{array}{cc}
-\boldsymbol{I} & \mathbf{0} \\
\mathbf{0} & \frac{1}{\gamma^{2}} \boldsymbol{I}
\end{array}\right]
$$

LMIs in Eqs. (2.26) and (2.27) have feasible solutions, $\tilde{\boldsymbol{X}}$ and $\tilde{\boldsymbol{X}}$, respectively under the assumptions in [1]. The assumptions guarantee the sufficient conditions so that the LMI in Eq. (2.26) and LMI in Eq. (2.27) provides the same solution that is, the $\gamma$ robust performance obtained from the system $\left\|\mathcal{F}_{u}(\hat{\boldsymbol{H}}(\boldsymbol{\rho}), \Delta)\right\|$ for all $\Delta \in \Delta_{1 / \gamma}$ is equal to that obtained from $\| \mathcal{F}_{l}\left(\hat{\boldsymbol{G}}_{s c l}, \boldsymbol{K}(\boldsymbol{\rho})\right)$. Therefore satisfying LMI in Eq. (2.26) necessarily implies $\left\|\mathcal{F}_{l}\left(\hat{\boldsymbol{G}}_{s c l}, \boldsymbol{K}(\boldsymbol{\rho})\right)\right\| \leq \gamma$.

Pre-multiplying and post-multiplying LMI condition in Eq. (2.27) with $\left[\boldsymbol{x} \boldsymbol{x}_{\psi} \boldsymbol{d} \boldsymbol{w}\right]$ and $\left[\boldsymbol{x}^{T} \boldsymbol{x}_{\psi}^{T} \boldsymbol{d}^{T} \boldsymbol{w}^{T}\right]^{T}$ will yield a dissipation inequality as follows

$$
\begin{gather*}
\dot{V}+\frac{1}{\gamma^{2}} \boldsymbol{v}_{\lambda}^{T} \boldsymbol{v}_{\lambda}-\boldsymbol{d}_{\lambda}^{T} \boldsymbol{d}_{\lambda}-\boldsymbol{w}^{T} \boldsymbol{w}+\frac{1}{\gamma^{2}} \boldsymbol{z}^{T} \boldsymbol{z} \leq 0  \tag{2.28}\\
\dot{V} \leq \boldsymbol{w}^{T} \boldsymbol{w}-\frac{1}{\gamma^{2}} \boldsymbol{z}^{T} \boldsymbol{z}+\boldsymbol{d}_{\lambda}^{T} \boldsymbol{d}_{\lambda}-\frac{1}{\gamma^{2}} \boldsymbol{v}_{\lambda}^{T} \boldsymbol{v}_{\lambda} \tag{2.29}
\end{gather*}
$$

Using the SS representation of the filter $\Psi_{\lambda}$ and manipulating the signal channel $\boldsymbol{d}$ $\boldsymbol{d}_{\lambda}$, a new filter is obtained and called as $\boldsymbol{\Psi}^{+}$. This filter gives a system called $\hat{\boldsymbol{G}}_{s c l}$, when an upper LFT connection defined as $\mathcal{F}_{u}\left(\hat{\boldsymbol{G}}, \boldsymbol{\Psi}^{+}\right)$is made (see Eq. (2.16) for $\hat{\boldsymbol{G}}$ and Eq. (2.30) for $\Psi^{+}$). Denoting $\boldsymbol{z}_{\psi_{\lambda}}=\left[\boldsymbol{v}_{\lambda}^{T}, \boldsymbol{d}_{\lambda}^{T}\right]^{T}$, the transfer matrix of this new filter is provided as follows [1]

$$
\left[\begin{array}{c}
\dot{\boldsymbol{x}}_{\psi}  \tag{2.30}\\
\boldsymbol{v}_{\lambda} \\
\boldsymbol{d}
\end{array}\right]=\left[\begin{array}{c|cc}
\boldsymbol{A}_{\psi} & \frac{1}{\gamma} \boldsymbol{B}_{\psi v} & \boldsymbol{B}_{\psi d} \\
\hline \boldsymbol{C}_{v_{\lambda}} & \boldsymbol{D}_{v_{\lambda v}} & \boldsymbol{D}_{v_{\lambda} d} \\
\mathbf{0} & \mathbf{0} & \boldsymbol{I}
\end{array}\right]\left[\begin{array}{ccc}
\boldsymbol{I} & \mathbf{0} & \mathbf{0} \\
\mathbf{0} & \mathbf{0} & \boldsymbol{I} \\
-\boldsymbol{D}_{d_{\lambda} d}^{-1} \boldsymbol{C}_{d_{\lambda}} & \boldsymbol{D}_{d_{\lambda} d}^{-1} & -\boldsymbol{D}_{d_{\lambda} d}^{-1} \boldsymbol{D}_{d_{\lambda} w}
\end{array}\right]\left[\begin{array}{c}
\boldsymbol{x}_{\psi} \\
\boldsymbol{d}_{\lambda} \\
\boldsymbol{v}
\end{array}\right]
$$

Both upper and lower LFT interconnections are graphically illustrated in Fig. 2.3. Here, $\hat{\boldsymbol{G}}_{\text {scl }}$ represents a system obtained from the interpretation of the dissipation inequality and manipulation of the transfer matrix of filter $\Psi_{\lambda}$ in Eq. (2.28) and Eq. (2.24), respectively.


Figure 2.3. Sub-systems $\hat{\boldsymbol{H}}(\boldsymbol{\rho})$ and $\hat{\boldsymbol{G}}_{\text {scl }}$ illustrated with the interconnections to construct required extended systems..

### 2.3.2 Methodology for the Distributed Model

Maintaining the alternative synthesis and analysis approach for the distributed case needs a distributed robust performance definition first. A definition does exist in the literature to prove stability in a distributed fashion (see [43]) for some restricted communication graph. The existing definition verifies the internal stability of the communication channel of a cooperative system to ensure the robust stability of the overall cooperative system for arbitrarily large $\gamma$. This method, however, does not provide a $\gamma$ value. In this subsection, the LMI condition to calculate robust performance of the scaled system will be given based on the approach pursued by [43]. Following that, the robust performance condition and the idea adopted from work [1] in the previous section for introducing a scaled filter to
accommodate IQC analysis is combined to obtain a distributed synthesis condition that is suitable for simultaneous synthesis and analysis.

### 2.3.2.1 Robustness Analysis Formulation

While lumped modelling-based approach requires high computational effort, a robustness analysis, which exploits some properties and structure of the connectivity (adjacency) matrix can be employed to reduce the computational burden. This idea is proposed for adjacency matrices that are composed of rows with only one non-zero entry in [43,52]. In contrast, we develop a framework to carry out distributed robustness analysis for a more generic adjacency matrix.

Lemma 2.3.1 ([52], proof in Appendix A, pg 1599) Assuming networked system $\mathcal{F}_{l}\{\hat{\boldsymbol{H}}, \mathbb{A}\}$ is well-posed, which means $\left(\boldsymbol{I}-\boldsymbol{D}_{z w}^{C L} \mathbb{A}\right)^{-1}$ is regular. In addition, admissible trajectory for varying parameter $\rho$ is on finite subset of $\mathcal{P}$, where parameters are frozen, then $a$ transfer function for $\hat{\boldsymbol{H}}_{z w}(\lambda)$ at every frozen parameter is defined as $\hat{\boldsymbol{H}}_{z w}(\lambda)=\boldsymbol{D}_{z w}^{C L}+$ $\boldsymbol{C}_{z}^{C L}\left(\lambda \boldsymbol{I}-\boldsymbol{A}_{G}^{C L}\right)^{-1} \boldsymbol{B}_{w}^{C L}$. Then $\lambda$ is not a pole of system $\mathcal{F}_{l}\{\hat{\boldsymbol{H}}, \mathbb{A}\}$ if and only if $\mid \boldsymbol{I}-$ $\mathbb{A} \hat{\boldsymbol{H}}_{z w}(\lambda) \mid \neq 0$.

In order to carry out the robustness analysis of the cooperative system, we first provide some significant results from [52]. Let $\tilde{\mathcal{A}}$ be an adjacency matrix of the graph such that each row of $\tilde{\mathcal{A}}$ has only one non-zero element as discussed in [52]. A matrix $\Gamma_{i}$ is constructed such that

$$
\begin{equation*}
\tilde{\mathbb{A}}^{T} \tilde{\mathbb{A}}=\left.\operatorname{diag}\left\{\Gamma_{i}^{2}\right\}\right|_{i=1} ^{N} \tag{2.31}
\end{equation*}
$$

where $\tilde{\mathbb{A}}=\tilde{\mathcal{A}} \otimes \boldsymbol{I}_{n_{z}}$.
Lemma 2.3.2 ([52], proof in Appendix B, pg 1599) Denote the transfer function matrix $\boldsymbol{D}_{z w}^{C L^{i}}+\boldsymbol{C}_{z}^{C L^{i}}\left(\lambda \boldsymbol{I}-\boldsymbol{A}_{G}^{C L^{i}}\right)^{-1} \boldsymbol{B}_{w}^{C L^{i}}$ by $\hat{\boldsymbol{H}}_{z w}^{i}(\lambda)$ such that $\hat{\boldsymbol{H}}_{z w}(\lambda)=\operatorname{diag}\left\{\left.\hat{\boldsymbol{H}}_{z w}^{i}(\lambda)\right|_{i=1} ^{N}\right\}$.

Assume $\left\|\Gamma_{i} \hat{\boldsymbol{H}}_{z w}^{i}(\lambda)\right\|_{\infty}<1$ for each subsystem $i=1, \cdots, N$. Then the system $\mathcal{F}_{l}\{\hat{\boldsymbol{H}}, \tilde{\mathbb{A}}\}$ is stable.

Remark 2.3.3 As each row of $\tilde{\mathcal{A}}$ has only one non-zero element, we can rewrite Eq. (2.31) as $\tilde{\mathbb{A}}^{T} \tilde{\mathbb{A}}=\operatorname{diag}\left\{s_{i}^{2} \mathbf{I}_{n_{z}}\right\} \mid{ }_{i=1}^{N}$ such that $\Gamma_{i}=s_{i} \mathbf{I}_{n_{z}}$. Define a diagonal matrix $\boldsymbol{S}$ such that $\boldsymbol{S}=\operatorname{diag}\left\{s_{1}, s_{2}, \cdots, s_{N}\right\}$. For the diagonal matrix $\boldsymbol{S}$, we can write $\max \left\{s_{i}\right\}_{i=1}^{N}=$ $\|S\|_{\infty}=\|S\|_{2}$. With this, $\left\|\Gamma_{i} \hat{\boldsymbol{H}}_{z w}^{i}(\lambda)\right\|_{\infty}=\left\|s_{i} \hat{\boldsymbol{H}}_{z w}^{i}(\lambda)\right\|_{\infty}$ for all $i=1,2, \ldots, N$. Thus, if $\max \left\{s_{i}\right\}\left\|\hat{\boldsymbol{H}}_{z w}^{i}(\lambda)\right\|_{\infty}<1$ for each subsystem $i=1, \cdots, N$. Then the system $\mathcal{F}_{l}\{\hat{\boldsymbol{H}}, \tilde{\mathbb{A}}\}$ is stable.

In the following result, the restrictions imposed on adjacency matrix in [52] are eliminated and the conditions for the stability of $\mathcal{F}_{l}\{\hat{\boldsymbol{H}}, \mathbb{A}\}$ provided in Lemma 2.3.2 are reformulated by defining a new scalar $\kappa$. The key purpose of redefining the following stability condition is to carry out robust distributed performance analysis for a general weighted adjacency matrix.
Lemma 2.3.4 Denote the transfer function matrix $\boldsymbol{D}_{z w}^{C L^{i}}+\boldsymbol{C}_{z}^{C L^{i}}\left(\lambda \boldsymbol{I}-\boldsymbol{A}_{G}^{C L^{i}}\right)^{-1} \boldsymbol{B}_{w}^{C L^{i}}$ by $\hat{\boldsymbol{H}}_{z w}^{i}(\lambda)$. If $\mathcal{A} \in \mathbb{R}^{N \times N}$ is the weighted adjacency matrix of the graph for the cooperative system $\mathcal{F}_{l}\{\hat{\boldsymbol{H}}, \mathbb{A}\}$, then the system $\mathcal{F}_{l}\{\hat{\boldsymbol{H}}, \mathbb{A}\}$ is stable if $\kappa\left\|\hat{\boldsymbol{H}}_{z w}^{i}(\lambda)\right\|_{\infty}<1$ for each subsystem $i=1, \cdots, N$ where $\kappa$ is defined as

$$
\begin{equation*}
\kappa^{2}:=\sqrt{N n_{z}}\left\|\mathbb{A}^{T} \mathbb{A}\right\|_{\infty} \tag{2.32}
\end{equation*}
$$

and $\mathbb{A}=\mathcal{A} \otimes \boldsymbol{I}_{n_{z}}$.
Using equivalence of norms between $\left\|\mathbb{A}^{T} \mathbb{A}\right\|_{2}$ and $\left\|\mathbb{A}^{T} \mathbb{A}\right\|_{\infty}$ [118], one can show that $\kappa$ provides an upper bound to $\max \left\{s_{i}\right\}_{i=1}^{N}$ (in Remark 2.3.3). This condition along with Lemma 2.3.2 and Remark 2.3.3 guarantees the stability condition described in Lemma 2.3.4. The complete proof has been omitted for the brevity of the paper.

As already described in [43], this decoupled stability condition ensures internal stability for a cooperative system, which equivalently means that cooperative system is robustly stable. Conversely, this is not necessarily true, besides, robustly stable cooperative systems have arbitrarily large $\kappa\left\|\hat{\boldsymbol{H}}_{z w}(\lambda)\right\|_{\infty}$ values [119]. In fact, system $\hat{\boldsymbol{G}}$ is composed of robustly stable individual agents because of the progression of the nested algorithm proposed in this work. Thus, $\hat{\boldsymbol{G}}$ is robustly stable. Although the need for proving stability is not required, still this channel can be used to improve cooperative performance. To calculate robust performance level while including the uncertainties, a new system is created and called as $\overline{\boldsymbol{H}}^{i}$. We utilize the same notation as in the original work [43] in Eq. (2.33). Referring to the work [43], an upper LFT defined as $\mathcal{F}_{u}\left\{\overline{\boldsymbol{H}}^{i}, \Delta_{i}\right\}$ is seen to be the same as $\kappa \hat{\boldsymbol{H}}_{z w}^{i}$, therefore $\left\|\mathcal{F}_{u}\left\{\overline{\boldsymbol{H}}^{i}, \Delta_{i}\right\}:=\kappa \hat{\boldsymbol{H}}_{z w}^{i}\right\|_{\infty}<\gamma$.

$$
\left[\begin{array}{c}
\dot{\boldsymbol{x}}^{i}  \tag{2.33}\\
\boldsymbol{v}^{i} \\
\boldsymbol{z}^{i}
\end{array}\right]=\left[\begin{array}{ccc}
\boldsymbol{A}_{G}^{C L^{i}} & \boldsymbol{B}_{d}^{C L^{i}} & \boldsymbol{B}_{w}^{C L^{i}} \\
0 & 0 & I \\
\kappa \boldsymbol{C}_{z}^{C L^{i}} & \kappa \boldsymbol{D}_{z d}^{C L^{i}} & \kappa \boldsymbol{D}_{z w}^{C L^{i}}
\end{array}\right]\left[\begin{array}{c}
\boldsymbol{x}^{i} \\
\boldsymbol{d}^{i} \\
\overline{\boldsymbol{w}}^{i}
\end{array}\right]
$$

Each vehicle has a transfer function $\overline{\boldsymbol{H}}^{i}$ and is represented with the following minimal realization (2.34)

$$
\overline{\boldsymbol{H}}^{i}:=\left[\begin{array}{c|c}
\overline{\boldsymbol{H}}_{v d}^{i} & \overline{\boldsymbol{H}}_{v w}^{i}  \tag{2.34}\\
\hline \overline{\boldsymbol{H}}_{z d}^{i} & \overline{\boldsymbol{H}}_{z w}^{i}
\end{array}\right]=\left[\begin{array}{c|cc}
\overline{\boldsymbol{A}}_{\bar{H}}^{C L^{i}} & \overline{\boldsymbol{B}}_{d}^{C L^{i}} & \overline{\boldsymbol{B}}_{w}^{C L^{i}} \\
\hline \overline{\boldsymbol{C}}_{v}^{C L^{i}} & \overline{\boldsymbol{D}}_{v d}^{C L^{i}} & \overline{\boldsymbol{D}}_{v w}^{C L^{i}} \\
\overline{\boldsymbol{C}}_{z}^{C L^{i}} & \overline{\boldsymbol{D}}_{z d}^{C L^{i}} & \overline{\boldsymbol{D}}_{z w}^{C L^{i}}
\end{array}\right]
$$

Different than the lumped analysis case, here multiplier is defined as $\Pi^{i} \in \mathbb{R L}_{\infty}^{\left(n_{v i}+n_{d i}\right) \times\left(n_{v i}+n_{d i}\right)}$, which has different size, therefore factorization and scaling of this multiplier yields a filter $\Psi_{1 / \gamma}^{i}$ with relevant size and has the following minimal realization.

$$
\boldsymbol{\Psi}_{1 / \gamma}^{i}:=\boldsymbol{\Psi}_{k}^{i} \boldsymbol{S}_{1 / \gamma}=\left[\begin{array}{c|cc}
\boldsymbol{A}_{\psi}^{i} & \boldsymbol{B}_{\psi v}^{i} & \boldsymbol{B}_{\psi d}^{i}  \tag{2.35}\\
\hline \boldsymbol{C}_{\psi_{k}}^{i} & \boldsymbol{D}_{\psi_{k} v}^{i} & \boldsymbol{D}_{\psi_{k} d}^{i}
\end{array}\right]\left[\begin{array}{c|cc}
\boldsymbol{I} & \mathbf{0} & \mathbf{0} \\
\hline \mathbf{0} & \frac{1}{\gamma} \boldsymbol{I}_{n_{v i}} & \mathbf{0} \\
\mathbf{0} & \mathbf{0} & \boldsymbol{I}_{n_{d i}}
\end{array}\right]
$$

The output of the filter $\boldsymbol{\Psi}_{1 / \gamma}^{i}$ denoted as $\boldsymbol{z}_{\psi}^{i}$ is given by

$$
\boldsymbol{z}_{\psi}^{i}=\boldsymbol{\Psi}_{1 / \gamma}^{i}\left[\begin{array}{cc}
\boldsymbol{I} & \mathbf{0}  \tag{2.36}\\
\overline{\boldsymbol{H}}_{v d}^{i} & \overline{\boldsymbol{H}}_{v w}^{i}
\end{array}\right]\left[\begin{array}{l}
\boldsymbol{d}^{i} \\
\boldsymbol{w}^{i}
\end{array}\right]
$$

For the state-space characterization of the LMI, SS realizations given in Eqs. (2.34) and (2.35) and are used to build an extended system. The extended system's transfer matrix and minimal representation are introduced in Eqs. (2.37) and (2.38) respectively. It should be noted that subscript $p$ in Eq. (2.38) stands for the signal $\boldsymbol{p}$ and collects all the performance outputs of the extended system i.e. $\boldsymbol{p}=\left[\boldsymbol{w}^{T} \boldsymbol{z}^{T}\right]^{T}$. Then for this system, an LMI characterization is given in Lemma 2.3.5 with Eq. (2.39).

$$
\begin{gather*}
{\left[\begin{array}{c}
\dot{\boldsymbol{x}}_{\bar{H}}^{i} \\
\dot{\boldsymbol{x}}_{\psi}^{i} \\
\boldsymbol{z}_{\psi}^{i} \\
\boldsymbol{w}^{i} \\
\boldsymbol{z}^{i}
\end{array}\right]=\left[\begin{array}{cc|cc}
\overline{\boldsymbol{A}}_{\bar{H}}^{C L^{i}} & \mathbf{0} & \overline{\boldsymbol{B}}_{d}^{C L^{i}} & \overline{\boldsymbol{B}}_{w}^{C L^{i}} \\
\frac{1}{\gamma} \boldsymbol{B}_{\psi v}^{i} \overline{\boldsymbol{C}}_{v}^{C L^{i}} & \boldsymbol{A}_{\psi}^{i} & \frac{1}{\gamma} \boldsymbol{B}_{\psi v}^{i} \overline{\boldsymbol{D}}_{v d}^{C L^{i}}+\boldsymbol{B}_{\psi d}^{i} & \frac{1}{\gamma} \boldsymbol{B}_{\psi v}^{i} \overline{\boldsymbol{D}}_{v w}^{C L^{i}} \\
\hline \frac{1}{\gamma} \boldsymbol{D}_{\psi_{k} v}^{i} \overline{\boldsymbol{C}}_{v}^{C L^{i}} & \boldsymbol{C}_{\psi_{k}}^{i} & \frac{1}{\gamma} \boldsymbol{D}_{\psi_{k} v}^{i} \overline{\boldsymbol{D}}_{v d}^{C L^{i}}+\boldsymbol{D}_{\psi_{k} d}^{i} & \frac{1}{\gamma} \boldsymbol{D}_{\psi_{k} v}^{i} \overline{\boldsymbol{D}}_{v w}^{C L^{i}} \\
\mathbf{0} & \mathbf{0} & \mathbf{0} & \boldsymbol{I} \\
\overline{\boldsymbol{C}}_{z}^{C L^{i}} & \mathbf{0} & \overline{\boldsymbol{D}}_{z d}^{C L^{i}} & \overline{\boldsymbol{D}}_{z w}^{C L^{i}}
\end{array}\right]\left[\begin{array}{c}
\boldsymbol{x}_{\bar{H}}^{i} \\
\boldsymbol{x}_{\psi}^{i} \\
\boldsymbol{d}^{i} \\
\boldsymbol{w}^{i}
\end{array}\right]}  \tag{2.37}\\
\mathcal{H}^{i}:=\left[\begin{array}{c|c|c|}
\mathcal{H}_{\psi d}^{i} & \mathcal{H}_{\psi w}^{i} \\
\hline \mathcal{H}_{p d}^{i} & \mathcal{H}_{p w}^{i}
\end{array}\right]=\left[\begin{array}{c|cc}
\mathcal{A}^{i} & \mathcal{B}_{d}^{i} & \mathcal{B}_{w}^{i} \\
\hline \mathcal{C}_{\psi}^{i} & \mathcal{D}_{\psi d}^{i} & \mathcal{D}_{\psi w}^{i} \\
\mathcal{C}_{w}^{i} & \mathcal{D}_{w d}^{i} & \mathcal{D}_{w w}^{i} \\
\mathcal{C}_{z}^{i} & \mathcal{D}_{z d}^{i} & \mathcal{D}_{z w}^{i}
\end{array}\right] \tag{2.38}
\end{gather*}
$$

Lemma 2.3.5 ( [46], proof in Proposition 3.8, pg 54) For the system represented by $\mathcal{H}^{i}$ in Eq. (2.38), if there exists a symmetric solution of $\mathcal{X}$ of the LMI in Eq. (2.39), then system is strictly dissipative ( see Definition 2.3.1) with respect to the supply function $s\left(\left[\boldsymbol{d}^{i}, \boldsymbol{w}^{i}\right]^{T},\left[\boldsymbol{z}_{\psi}^{i}, \boldsymbol{z}\right]^{T}\right)=\gamma^{2}\left\|\left[\boldsymbol{d}^{i}, \boldsymbol{w}^{i}\right]^{T}\right\|^{2}-\left\|\left[\boldsymbol{z}_{\psi}^{i}, \boldsymbol{z}\right]^{T}\right\|^{2}$, which equivalently means system is asymptotically stable and $\|\mathcal{H}\|_{\infty}<\gamma$.

$$
\begin{align*}
& {\left[\begin{array}{ccc}
\mathcal{A}^{i T} \mathcal{X}^{i}+\mathcal{X}^{i} \mathcal{A}^{i} & \mathcal{X}^{i} \mathcal{B}_{d}^{i} & \mathcal{X}^{i} \mathcal{B}_{w}^{i} \\
\mathcal{B}^{i}{ }_{d}^{T} \mathcal{X}^{i} & \mathbf{0} & \mathbf{0} \\
\mathcal{B}^{i}{ }_{w}^{T} \mathcal{X}^{i} & \mathbf{0} & \mathbf{0}
\end{array}\right]+\left[\begin{array}{ccc}
\mathcal{C}_{\psi}^{i} & \mathcal{D}_{\psi d}^{i} & \mathcal{D}_{\psi w}^{i} \\
{\left[\begin{array}{ll}
\boldsymbol{P} & \mathbf{0} \\
\mathbf{0} & \boldsymbol{P}_{p}^{i}
\end{array}\right] \mathcal{D}_{w d}^{i}} & \mathcal{D}_{w w}^{i} \\
\mathcal{C}_{z}^{i} & \mathcal{D}_{z d}^{i} & \mathcal{D}_{z w}^{i}
\end{array}\right]^{T}\left[\begin{array}{ccc}
\mathcal{C}_{\psi}^{i} & \mathcal{D}_{\psi d}^{i} & \mathcal{D}_{\psi w}^{i} \\
\mathcal{C}_{w}^{i} & \mathcal{D}_{w d}^{i} & \mathcal{D}_{w w}^{i} \\
\mathcal{C}_{z}^{i} & \mathcal{D}_{z d}^{i} & \mathcal{D}_{z w}^{i}
\end{array}\right]<0} \tag{2.39}
\end{align*}
$$

Strict dissipativity is introduced in the following definition.
Definition 2.3.1 (Strict Dissipativity) [46] A system G, which has $\boldsymbol{w}$ as input, $\boldsymbol{z}$ as output and $\boldsymbol{x}$ as state, with supply rate $s(\boldsymbol{w}, \boldsymbol{z})$ is said to be strictly dissipative if there exists a non-negative $V: X \rightarrow \mathbb{R}$ which attains a strong global minimum over trajectories of $(\boldsymbol{w}, \boldsymbol{z}, \boldsymbol{x})$ and an $\epsilon>0$ s.t.

$$
\begin{equation*}
V\left(\boldsymbol{x}\left(t_{0}\right)\right)+\int_{t_{0}}^{t_{1}}\left(s(\boldsymbol{w}(t), \boldsymbol{z}(t))-\epsilon^{2}\|\boldsymbol{w}(t)\|^{2}\right) d t \geq V\left(\boldsymbol{x}\left(t_{1}\right)\right), \quad \forall t_{0} \leq t_{1} \tag{2.40}
\end{equation*}
$$

If $V(\boldsymbol{x}(\cdot))$ is differentiable then $E q$. (2.40) can be written as

$$
\begin{equation*}
\dot{V}(t) \leq s(t) \tag{2.41}
\end{equation*}
$$

To show strict dissipativity for the system given in Eq. (2.38), using the previously provided information we need to pre-multiply and post-multiply the LMI condition given in Eq. (2.39) with the vector $\left[\boldsymbol{x}_{\bar{H}}^{i} \quad \boldsymbol{x}_{\psi}^{i} \boldsymbol{d}^{i} \boldsymbol{w}^{i}\right]$ and $\left[\boldsymbol{x}_{\bar{H}}^{i T} \boldsymbol{x}_{\psi}^{i T} \boldsymbol{d}^{i^{T}} \boldsymbol{w}^{i^{T}}\right]^{T}$, respectively. This will yield Eq. (2.41), and ensures strict dissipativity according to the Definition 2.3.1.

We can conclude that system $\overline{\boldsymbol{H}}^{i}$ with performance channel $\boldsymbol{w} \rightarrow \boldsymbol{z}$ and an uncertainty channel $\boldsymbol{d} \rightarrow \boldsymbol{v}$, is asymptotically stable.

### 2.3.2.2 Robust Synthesis Formulation

Describing system definitions, without considering the dependency on $\rho$, for open loop system, $\overline{\boldsymbol{G}}^{i}$, scaled filter, $\Psi^{+i}$, and the controller, $\boldsymbol{K}^{i}$ in an individual fashion, we obtain SS definitions given in Eq. (2.42),(2.43) and (2.44). To accommodate distributed robustness condition described in Section 2.3.2.1, a magnification of $\kappa$ is applied to channel $\boldsymbol{z}$ to the system $\hat{\boldsymbol{G}}^{i}$ and $\overline{\boldsymbol{G}}^{i}$ is generated. Having $\boldsymbol{\Psi}_{1 / \gamma}^{i}$, one can find $\boldsymbol{\Psi}^{i+}$ in the same fashion described in Section 2.3.1. Then $\overline{\boldsymbol{G}}^{i}$ and $\boldsymbol{\Psi}^{i+}$ is combined such that a scaled individual system is constructed and subject to both synthesis and analysis steps alternatively as described previously in Section 2.3.1.This scaled system is desired to have inputs $\boldsymbol{d}_{\lambda}^{i}, \boldsymbol{w}^{i}$, $\boldsymbol{u}^{i}$ and outputs $\boldsymbol{v}_{\lambda}^{i}, \boldsymbol{z}^{i}, \boldsymbol{y}^{i}$. In the synthesis step, the objective is to obtain a stabilizing controller, which minimizes induced $\mathcal{L}_{2}$ norm of the system having input signals $\left[\boldsymbol{d}_{\lambda}^{\boldsymbol{i}^{T}} \boldsymbol{w}^{i^{T}}\right]^{T}$ and output signals $\left[\boldsymbol{v}_{\lambda}^{i^{T}} \boldsymbol{z}^{i^{T}}\right]^{T}$, respectively and in the following text this will be described.

$$
\left[\begin{array}{c}
\dot{\boldsymbol{x}}^{i}  \tag{2.42}\\
\boldsymbol{v}^{i} \\
\boldsymbol{z}^{i} \\
\boldsymbol{y}^{i}
\end{array}\right]=\left[\begin{array}{c|ccc}
\boldsymbol{A}_{G}^{i} & \boldsymbol{B}_{d}^{i} & \boldsymbol{B}_{w}^{i} & \boldsymbol{B}_{u}^{i} \\
\hline \boldsymbol{C}_{v}^{i} & \boldsymbol{D}_{v d}^{i} & \boldsymbol{D}_{v w}^{i} & \boldsymbol{E}_{v}^{i} \\
\kappa \boldsymbol{C}_{z}^{i} & \kappa \boldsymbol{D}_{z d}^{i} & \kappa \boldsymbol{D}_{z w}^{i} & \kappa \boldsymbol{E}_{z}^{i} \\
\boldsymbol{C}_{x}^{i} & \boldsymbol{F}_{y d}^{i} & \boldsymbol{F}_{y w}^{i} & \mathbf{0}
\end{array}\right]\left[\begin{array}{c}
\boldsymbol{x}^{i} \\
\boldsymbol{d}^{i} \\
\boldsymbol{w}^{i} \\
\boldsymbol{u}^{i}
\end{array}\right]=\left[\begin{array}{c|ccc}
\overline{\boldsymbol{A}}_{G}^{i} & \overline{\boldsymbol{B}}_{d}^{i} & \overline{\boldsymbol{B}}_{w}^{i} & \overline{\boldsymbol{B}}_{u}^{i} \\
\hline \overline{\boldsymbol{C}}_{v}^{i} & \overline{\boldsymbol{D}}_{v d}^{i} & \overline{\boldsymbol{D}}_{v w}^{i} & \overline{\boldsymbol{E}}_{v}^{i} \\
\overline{\boldsymbol{C}}_{z}^{i} & \overline{\boldsymbol{D}}_{z d}^{i} & \overline{\boldsymbol{D}}_{z w}^{i} & \overline{\boldsymbol{E}}_{z}^{i} \\
\overline{\boldsymbol{C}}_{x}^{i} & \overline{\boldsymbol{F}}_{y d}^{i} & \overline{\boldsymbol{F}}_{y w}^{i} & \mathbf{0}
\end{array}\right]\left[\begin{array}{l}
\boldsymbol{x}^{i} \\
\boldsymbol{d}^{i} \\
\boldsymbol{w}^{i} \\
\boldsymbol{u}^{i}
\end{array}\right]
$$

$$
\left[\begin{array}{c}
\dot{\boldsymbol{x}}_{c}^{i}  \tag{2.43}\\
\boldsymbol{u}^{i}
\end{array}\right]=\left[\begin{array}{l|l}
\boldsymbol{A}_{c}^{i} & \boldsymbol{B}_{c}^{i} \\
\hline \boldsymbol{C}_{c}^{i} & \boldsymbol{D}_{c}^{i}
\end{array}\right]\left[\begin{array}{c}
\boldsymbol{x}_{c}^{i} \\
\boldsymbol{y}^{i}
\end{array}\right]
$$

$$
\left[\begin{array}{c}
\dot{\boldsymbol{x}}_{\psi}^{i}  \tag{2.44}\\
\boldsymbol{v}_{\lambda}^{i} \\
\boldsymbol{d}^{i}
\end{array}\right]=\left[\begin{array}{c|cc}
\boldsymbol{A}^{+i} & \boldsymbol{B}_{d_{\lambda}}^{+i} & \boldsymbol{B}_{v}^{+i} \\
\hline \boldsymbol{C}_{v_{\lambda}}^{+i} & \boldsymbol{D}_{v_{\lambda} d_{\lambda}}^{+i} & \boldsymbol{D}_{v_{\lambda v}}^{+i} \\
\boldsymbol{C}^{+i} & \boldsymbol{D}_{d d_{\lambda}}^{+i} & \boldsymbol{D}_{d v}^{+i}
\end{array}\right]\left[\begin{array}{c}
\boldsymbol{x}_{\psi}^{i} \\
\boldsymbol{d}_{\lambda}^{i} \\
\boldsymbol{v}^{i}
\end{array}\right]
$$

The upper LFT connection $\mathcal{F}_{u}\left(\overline{\boldsymbol{G}}^{i}, \boldsymbol{\Psi}^{i+}\right)$ is nothing but recreation of $\hat{\boldsymbol{G}}_{s c l}$ for individual vehicle in the cooperative system with a magnification in $\boldsymbol{z}$ channel, which is denoted by $\bar{G}_{s c l}^{i}$, and yields a transfer matrix as in Eq. (2.45).

$$
\begin{align*}
{\left[\begin{array}{c}
\dot{\boldsymbol{x}}^{i} \\
\dot{\boldsymbol{x}}_{\psi}^{i} \\
\boldsymbol{v}_{\lambda}^{i} \\
\boldsymbol{z}^{i} \\
\boldsymbol{y}^{i}
\end{array}\right] } & =\left[\begin{array}{cc|cc:c}
\overline{\boldsymbol{A}}_{G}^{i} & \overline{\boldsymbol{B}}_{d}^{i} \boldsymbol{C}^{+i} & \overline{\boldsymbol{B}}_{d}^{i} \boldsymbol{D}_{d d_{\lambda}}^{+i} & \overline{\boldsymbol{B}}_{d}^{i} \boldsymbol{D}_{d v}^{+i}+\overline{\boldsymbol{B}}_{w}^{i} & \overline{\boldsymbol{B}}_{u}^{i} \\
\mathbf{0} & \boldsymbol{A}^{+i} & \boldsymbol{B}_{d_{\lambda}}^{+i} & \boldsymbol{B}_{v}^{+i} & \mathbf{0} \\
\hline \mathbf{0} & \boldsymbol{C}_{v_{\lambda}}^{+i} & \boldsymbol{D}_{v_{\lambda} d_{\lambda}}^{+i} & \boldsymbol{D}_{v_{\lambda v}}^{+i} & \mathbf{0} \\
\overline{\boldsymbol{C}}_{z}^{i} & \overline{\boldsymbol{D}}_{z d}^{i} \boldsymbol{C}^{+i} & \overline{\boldsymbol{D}}_{z d}^{i} \boldsymbol{D}_{d d_{\lambda}}^{+i} & \overline{\boldsymbol{D}}_{z d}^{i} \boldsymbol{D}_{d v}^{+i}+\overline{\boldsymbol{D}}_{z w}^{i} & \overline{\boldsymbol{E}}_{z}^{i} \\
\hdashline \overline{\boldsymbol{C}}_{x}^{i} & \overline{\boldsymbol{F}}_{y d}^{i} \boldsymbol{C}^{+i} & \overline{\boldsymbol{F}}_{y d}^{i} \boldsymbol{D}_{d d_{\lambda}}^{+i} & \overline{\boldsymbol{F}}_{y d}^{i} \boldsymbol{D}_{d v}^{+i}+\overline{\boldsymbol{F}}_{y w}^{i} & \mathbf{0}
\end{array}\right]\left[\begin{array}{c}
\boldsymbol{x}^{i} \\
\boldsymbol{x}_{\psi}^{i} \\
\boldsymbol{d}_{\lambda}^{i} \\
\boldsymbol{w}^{i} \\
\boldsymbol{u}^{i}
\end{array}\right]  \tag{2.45}\\
& =\left[\begin{array}{c|c:c}
\overline{\boldsymbol{A}}_{s c l}^{i} & \overline{\boldsymbol{B}}_{1_{s c l}}^{i} & \overline{\boldsymbol{B}}_{s c l}^{i} \\
\hline \overline{\boldsymbol{C}}_{1_{s c l}}^{i} & \overline{\boldsymbol{D}}_{1_{s c l}}^{i} & \overline{\boldsymbol{E}}_{1_{s c l}}^{i} \\
\hdashline \overline{\boldsymbol{C}}_{s c l}^{i} & \overline{\boldsymbol{F}}_{1 s c l}^{i} & \mathbf{0}
\end{array}\right]\left[\begin{array}{l}
\boldsymbol{x}^{i} \\
\boldsymbol{x}_{\psi}^{i} \\
\boldsymbol{d}_{\lambda}^{i} \\
\boldsymbol{w}^{i} \\
\boldsymbol{u}^{i}
\end{array}\right]
\end{align*}
$$

Assuming there exists a stabilizing controller $\boldsymbol{K}^{i}$, then lower LFT $\mathcal{F}_{l}\left(\overline{\boldsymbol{G}}_{s c l}^{i}, \boldsymbol{K}^{i}\right)$ provides a stable system $\mathcal{H}_{s c l}^{i}$ that is affine function of controller parameters as illustrated in Eq. (2.46).

$$
\mathcal{H}_{s c l}^{i}:=\left[\begin{array}{c|c}
\mathcal{A}_{s c l}^{i} & \mathcal{B}_{s c l}^{i}  \tag{2.46}\\
\hline \mathcal{C}_{s c l}^{i} & \mathcal{D}_{s c l}^{i}
\end{array}\right]=\left[\begin{array}{cc|c}
\overline{\boldsymbol{A}}_{s c l}^{i} & \mathbf{0} & \overline{\boldsymbol{B}}_{1_{s c l}}^{i} \\
\mathbf{0} & \mathbf{0} & \mathbf{0} \\
\hline \overline{\boldsymbol{C}}_{1_{s c l}}^{i} & \mathbf{0} & \overline{\boldsymbol{D}}_{1_{s c l}}^{i}
\end{array}\right]+\left[\begin{array}{cc}
\mathbf{0} & \overline{\boldsymbol{B}}_{s c l}^{i} \\
\boldsymbol{I} & \mathbf{0} \\
\hline \mathbf{0} & \overline{\boldsymbol{E}}_{1_{s c l}}^{i}
\end{array}\right]\left[\begin{array}{c|c}
\mathbf{A}_{c}^{i} & \mathbf{B}_{c}^{i} \\
\hline \mathbf{C}_{c}^{i} & \mathbf{D}_{c}^{i}
\end{array}\right]\left[\begin{array}{cc|c}
\mathbf{0} & \boldsymbol{I} & \mathbf{0} \\
\overline{\boldsymbol{C}}_{s c l}^{i} & \mathbf{0} & \overline{\boldsymbol{F}}_{1_{s c l}}^{i}
\end{array}\right]
$$

For this system, a matrix inequality condition can be written as described in Eq. (2.47) and this condition defines the quadratic performance synthesis problem, whose nature is contained within the quadratic performance matrix $\boldsymbol{P}_{s c l}$, and objective of this problem is to
find controller parameters $\boldsymbol{A}_{c}^{i}, \boldsymbol{B}_{c}^{i}, \boldsymbol{C}_{c}^{i}, \boldsymbol{D}_{c}^{i}$ and $\mathcal{X}>0$. Since $\mathcal{A}_{s c l}^{i}$ depends on controller parameters, $\mathcal{X} \mathcal{A}_{s c l}^{i}$ is nonlinear. Note that $\boldsymbol{P}_{s c l}:=\operatorname{diag}\left\{\boldsymbol{P}_{\lambda}, \boldsymbol{P}_{p}\right\}$ with compatible sizes.

$$
\mathcal{X}>0, \quad\left[\begin{array}{cc}
\mathcal{A}_{s c l}^{i^{T}} \mathcal{X}+\mathcal{X} \mathcal{A}_{s c l}^{i} & \mathcal{X} \mathcal{B}_{s c l}^{i}  \tag{2.47}\\
\mathcal{B}_{s c l}^{i^{T}} \mathcal{X} & \mathbf{0}
\end{array}\right]+\left[\begin{array}{cc}
\mathbf{0} & \boldsymbol{I} \\
\mathcal{C}_{s c l}^{i} & \mathcal{D}_{s c l}^{i}
\end{array}\right]^{T} \boldsymbol{P}_{\text {scl }}\left[\begin{array}{cc}
\mathbf{0} & \boldsymbol{I} \\
\mathcal{C}_{s c l}^{i} & \mathcal{D}_{s c l}^{i}
\end{array}\right]<0
$$

The problem of nonlinearity already has a solution by a nonlinear transformation described in [35, 46]. After this transformation nonlinear dependency on $\mathcal{X} \mathcal{A}_{\text {scl }}^{i}$ is transformed to a affine dependency on parameter $v$ as illustrated in Eq. (2.48).

$$
\left.\begin{array}{r}
\begin{array}{r}
\mathbf{X}(v)>0, \\
\mathbf{A}_{s c l}^{i^{T}}(v)+\mathbf{A}_{s c l}^{i}(v) \\
\mathbf{B}_{1_{s c l}}^{i^{T}}(v) \mathbf{X}(v)
\end{array} \quad \mathbf{B}_{1_{s c l}}^{i}(v)  \tag{2.48}\\
\mathbf{0}
\end{array}\right]+\left[\begin{array}{cc}
\mathbf{0} & \boldsymbol{I} \\
\mathbf{C}_{1_{s c l}}^{i}(v) & \mathbf{D}_{1_{s c l}}^{i}(v)
\end{array}\right]^{T} \boldsymbol{P}_{1}\left[\begin{array}{cc}
\mathbf{0} & \boldsymbol{I} \\
\mathbf{C}_{1_{s c l}}^{i}(v) & \mathbf{D}_{1_{s c l}}^{i}(v)
\end{array}\right]<0
$$

In this single objective output feedback problem, parameter elimination is executed as described in [46] and following synthesis LMIs are obtained as in Eq. (2.49). If these LMI conditions are feasible and there exist $\mathbf{X}$ and $\mathbf{Y}$ then this means system $\mathcal{H}_{\text {scl }}^{i}$ achieves robust performance of $\gamma$, which indirectly means that system with specified controller satisfies the
distributed robust performance condition with uncertainties defined by the scaled filter $\boldsymbol{\Psi}^{i+}$. Then controller $\boldsymbol{K}^{i}$ can be reconstructed as illustrated in $[46,50]$.

$$
\begin{align*}
& \mathbf{X}(v)=\left[\begin{array}{cc}
\mathbf{X} & \mathbf{I} \\
\mathbf{I} & \mathbf{Y}
\end{array}\right]>0 \\
& \boldsymbol{\theta}^{T}\left[\begin{array}{cc}
\mathbf{I} & \mathbf{0} \\
\overline{\boldsymbol{A}}_{s c l}^{i} & \overline{\boldsymbol{B}}_{1_{s c l}}^{i} \\
\hline \mathbf{0} & \mathbf{I} \\
\overline{\boldsymbol{C}}_{1_{s c l}}^{i} & \overline{\boldsymbol{D}}_{1_{s c l}}^{i}
\end{array}\right]^{T}\left[\begin{array}{cc|cc}
\mathbf{0} & \mathbf{X} & \mathbf{0} & \mathbf{0} \\
\mathbf{X} & \mathbf{0} & \mathbf{0} & \mathbf{0} \\
\hline \mathbf{0} & \mathbf{0} & -\gamma \mathbf{I} & \mathbf{0} \\
\mathbf{0} & \mathbf{0} & \mathbf{0} & (\gamma \mathbf{I})^{-1}
\end{array}\right]\left[\begin{array}{cc}
\mathbf{I} & \mathbf{0} \\
\overline{\boldsymbol{A}}_{s c l}^{i} & \overline{\boldsymbol{B}}_{1_{s c l}}^{i} \\
\hline \mathbf{0} & \mathbf{I} \\
\overline{\boldsymbol{C}}_{1_{s c l}}^{i} & \overline{\boldsymbol{D}}_{1_{s c l}}^{i}
\end{array}\right] \boldsymbol{\theta}<0 \\
& \boldsymbol{\phi}^{T}\left[\begin{array}{cc}
-\overline{\boldsymbol{A}}_{s c l}^{i^{T}} & -\overline{\boldsymbol{C}}_{1_{s c l}}^{i^{T}} \\
\mathbf{I} & \mathbf{0} \\
\hline-\overline{\boldsymbol{B}}_{1_{s c l}}^{i^{T}} & -\overline{\boldsymbol{D}}_{1_{s c l}}^{i^{T}} \\
\mathbf{0} & \mathbf{I}
\end{array}\right]\left[\begin{array}{cc|cc}
\mathbf{0} & \mathbf{Y} & \mathbf{0} & \mathbf{0} \\
\mathbf{Y} & \mathbf{0} & \mathbf{0} & \mathbf{0} \\
\hline \mathbf{0} & \mathbf{0} & -(\gamma \mathbf{I})^{-1} & \mathbf{0} \\
\mathbf{0} & \mathbf{0} & \mathbf{0} & \gamma \mathbf{I}
\end{array}\right]\left[\begin{array}{cc}
-\overline{\boldsymbol{A}}_{s c l}^{i^{T}} & -\overline{\boldsymbol{C}}_{1_{s c l}}^{i^{T}} \\
\mathbf{I} & \mathbf{0} \\
\hline-\overline{\boldsymbol{B}}_{1_{s c l}}^{i^{T}} & -\overline{\boldsymbol{D}}_{1_{s c l}}^{i^{T}} \\
\mathbf{0} & \mathbf{I}
\end{array}\right] \boldsymbol{\theta}<\mathbf{0} \tag{2.49}
\end{align*}
$$

where $\boldsymbol{\theta}=\operatorname{ker}\left(\left[\overline{\boldsymbol{C}}_{s c l}^{i} \overline{\boldsymbol{F}}_{1_{s c l}}^{i}\right]\right)$ and $\boldsymbol{\phi}=\operatorname{ker}\left(\left[\overline{\boldsymbol{B}}_{\text {scl }}^{T^{i}} \overline{\boldsymbol{E}}_{1_{s c l}}^{T^{i}}\right]\right)$.
Thus, the distributed robust performance analysis and extension of this analysis to synthesis problem allows us to accommodate same algorithm for lumped and distributed cases with ease and the algorithm used to synthesize controllers for both cases are given in the next section 2.3.3.

### 2.3.3 Algorithm For Nested Robust Controller Synthesis

In this section, a single algorithm will be provided for synthesizing robust controllers for both single-agent and cooperative system. The algorithm is provided in Fig. 2.4 for methodology for lumped system, however, there is no difference between procedures of lumped and distributed approaches except for the construction of the extended systems $\hat{\boldsymbol{G}}_{s c l}$ and $\overline{\boldsymbol{G}}_{s c l}^{i}$. Specifically, $\hat{\boldsymbol{G}}_{s c l}$ is constructed from the adjacency matrix $\mathbb{A}$ and therefore

Table 2.1. Algorithm for lumped robust synthesis methodology given in Section 2.3.1. First seven steps are common for single-agent and lumped cooperative systems. More details on robust controller synthesis of a single-agent system can be found in [1].

contains topological effects, while $\overline{\boldsymbol{G}}_{s c l}^{i}$ is constructed to capture the effect of $\kappa$ and scale up the output $z$ of communication channel. After the synthesis of the controller for single vehicle as illustrated in single-agent portion of Fig. 2.4, stable individual agents, $\boldsymbol{H}_{s}^{i}$ are used to construct the cooperative system $\hat{\boldsymbol{G}}$, and the procedure for the cooperative system is followed. The detailed procedure of Fig. 2.4 for single-agent system and cooperative system under lumped modeling is provided in Table 2.1. Similarly, Table 2.2 provides the procedure for robust synthesis under distributed modeling. Controllers are synthesized using the method represented in [46] for single-agent, lumped and distributed cooperative cases. Formulation is illustrated only for distributed case in section 2.3.2.2 as in Eq. (2.49). The construction of the state-space definitions of single-agent system for synthesis and analysis phases are illustrated in section 2.4.1.2. In section 2.4.1.2, the construction of the state-space definitions for cooperative system is also provided in detail.


Figure 2.4. Nested robust control synthesis algorithm.

Table 2.2. Algorithm for distributed robust synthesis methodology given in Section 2.3.2.
(One should follow the first 9 steps of Table 2.1 before pursuing this one.)

|  | Procedure | Locator |
| :--- | :--- | :---: |
| $\mathbf{1 3}$ | Construct $\overline{\boldsymbol{G}}^{i}(i=1, \cdots, N)$, using scalar $\kappa$ | Eq. (2.42) |
| $\mathbf{1 4}$ | Obtain $\boldsymbol{\Psi}_{\lambda}$ using J-spectral factorization $J\left(\boldsymbol{\Pi}_{\lambda}\right)$ | Eq. (2.24) |
| $\mathbf{1 5}$ | Rearrange $\boldsymbol{\Pi}_{\lambda}$ to obtain $\boldsymbol{\Psi}^{+}$ | Eq. (2.44) |
| $\mathbf{1 6}$ | Obtain $\overline{\boldsymbol{G}}_{s c l}^{i}: \mathcal{F}_{u}\left(\overline{\boldsymbol{G}}^{i}, \boldsymbol{\Psi}^{+i}\right)$ | Fig. 2.3 |
| $\mathbf{1 7}$ | Synthesize $\boldsymbol{K}^{i}(\boldsymbol{\rho})$ using $\min _{\boldsymbol{K}^{i}(\boldsymbol{\rho})}\left\\|\mathcal{H}_{s c l}^{i}(\boldsymbol{\rho}):=\mathcal{F}_{l}\left(\overline{\boldsymbol{G}}_{s c l}^{i}, \boldsymbol{K}^{i}(\boldsymbol{\rho})\right)\right\\|$ | Eq. (2.49) |
| $\mathbf{1 8}$ | Find the best upper bound of $\mathcal{H}^{i}(\boldsymbol{\rho}):=\mathcal{F}_{u}\left(\overline{\boldsymbol{G}}^{i}(\boldsymbol{\rho}), \boldsymbol{K}^{i}(\boldsymbol{\rho})\right)$, | Eq. (2.39) |
|  | which is $\left\\|\mathcal{F}_{u}\left(\mathcal{H}^{i}(\boldsymbol{\rho}), \Delta\right)\right\\| \leq \gamma$ |  |
|  | Find $\gamma_{\text {error }}=\gamma_{j}-\gamma_{j-1} \cdot$ |  |
| $\mathbf{1 9}$ | If $\gamma_{\text {error }}<\gamma_{\text {tolerance }}$ go to step 2, |  |
|  | else terminate and print the controller for cooperative system, $\boldsymbol{K}^{i}$ |  |

### 2.4 Simulation and Results

Verification of the nested robust controller algorithm provided in this paper is executed on $\operatorname{Intel}(\mathrm{R})$ Xeon(R) E-2124G CPU @ 3.40 GHz Computer with Matlab R18a software. LMI problems to reach solutions are solved using Matlab LMI Toolbox. Individual vehicles' dynamics are modeled by LPV model of short period dynamics of F16 Vista aircraft and the cooperative system is composed of multiple of these agents. The LPV model [120], uses Mach number and altitude as exogenous scheduling parameters.

The standard short period equations of motion of the vehicle can be modeled as,

$$
\left[\begin{array}{c}
\dot{\alpha}  \tag{2.50}\\
\dot{q}
\end{array}\right]=\left[\begin{array}{cc}
Z_{\alpha} & 1 \\
M_{\alpha} & M_{q}
\end{array}\right]\left[\begin{array}{l}
\alpha \\
q
\end{array}\right]+\left[\begin{array}{l}
Z_{\delta_{e}} \\
M_{\delta_{e}}
\end{array}\right] \delta_{e}
$$

where, $\alpha$ is the angle of attack, $q$ is the pitch rate and $\delta_{e}$ is the elevator deflection. Further, $Z_{\alpha}, M_{\alpha}$, and $M_{q}$ are the dimensional stability derivatives, and $Z_{\delta_{e}}$ and $M_{\delta_{e}}$ are the dimensional control derivatives for the aircraft's longitudinal motion. The elevator actuator is modeled as a first-order lag filter,

$$
\begin{equation*}
\delta_{e}=G_{a c t} \delta_{e c} \tag{2.51}
\end{equation*}
$$

where, $\delta_{e c}$ is the commanded elevator deflection and $G_{a c t}=\frac{-20.2}{s+20.2}$ is the actuator transfer function.

At trimmed level flight, the dimensional stability derivatives are the functions of Mach number $(M)$ and the altitude $(h)$ of the aircraft. The LPV model of F-16 VISTA aircraft short period dynamics is taken from [120] which expresses these derivatives in terms of Mach number and altitude as,

$$
\begin{align*}
& Z_{\alpha}(h, M)=0.22-4.1 \times 10^{-7} h-2.6 M+5.15 \times 10^{-5} M h \\
& M_{\alpha}(h, M)=17.1-8.07 \times 10^{-4} h-68.4 M+3.31 \times 10^{-3} M h+56.2 M^{2}-10^{-3} M^{2} h \\
& M_{q}(h, M)=-0.228+7.06 \times 10^{-6} h-2.12 M+4.86 \times 10^{-5} M h \\
& Z_{\delta_{e}}(h, M)=-1.38 \times 10^{-3}+8.75 \times 10^{-8} h-0.34 M+7.98 \times 10^{-6} M h \\
& M_{\delta_{e}}(h, M)=-8.16+1.73 \times 10^{-4} h+40.6 M-8.96 \times 10^{-4} M h-99.3 M^{2}+2.42 \times 10^{-3} M^{2} h \tag{2.52}
\end{align*}
$$

The LPV model of Eq. (2.50) with stability and control derivatives in (3.57) is valid throughout the flight envelope $h \in[5000 \mathrm{ft}, 25000 \mathrm{ft}]$ and $M \in[0.4,0.8]$ [120]. For the purpose of simulation, they are selected to be $h=15000 \mathrm{ft}$ and $M=[0.4,0.6,0.8]$.

The Weighting functions $W_{p}, W_{n}, W_{u}, W_{\text {ref }}$ for loop shaping and actuator dynamics, $G_{\text {Act }}$ are provided in Eq. (2.53) for the single vehicle case. The angle of attack tracking problem with $W_{\text {ref }}$ as the target model can be considered as a model-matching problem. The selection of $W_{\text {ref }}$ can be made considering the flying qualities specifications into the control design. In this problem, we consider the target model to be a second-order system with natural frequency of $3 \mathrm{rad} / \mathrm{s}$, and the damping ratio of 0.6 . The performance weight given as $W_{p}$ serves to normalize the error in the model-following between the target model and the LPV model. The weighting function $W_{p}$ is selected to limit the tracking error less than $10 \% . W_{n}$ is the scaling multiplier for noise input to the feedback, and $W_{u}$ penalizes the input in the synthesis of the robust controller.The schematic of the open loop model with weighting functions and a disturbance input is illustrated in Fig. 2.5 in the Appendix.

$$
\begin{align*}
W_{p} & =\frac{0.5 s+50}{s+5}, \quad W_{n}=0.01  \tag{2.53}\\
W_{r e f} & =\frac{9}{s^{2}+0.36 s+9}, \quad W_{u}=0.02
\end{align*}
$$

IQCs for single and cooperative systems are selected to compensate saturation uncertainty. For cooperative system case, an IQC for slowly time varying signals and an IQC for
constant time delay is defined as provided in work [42] and represented by $\Pi_{2}$ and $\Pi_{3}$ in the Table 2.3. These IQCs compensate for the time varying variation of the graph topology and time delay in edges. $\mathbf{H}(i \omega), \mathbf{H}_{s}(i \omega)$ in IQC definitions are $\mathbf{H}(i \omega)=(j \omega+1)^{-1}$, $\mathbf{H}_{s}(i \omega)=\mathbf{H}(i \omega), \phi(H, d)=1$ and $\nu=1$. It should be noted that IQCs enlarge to comply with the size of the system. If a multiplier is partitioned as in Eq. (3.19), then an enlarged multiplier is as given in Eq. (3.63), where $N$ and $n_{z}$ are the number of vehicles and dimension of the output vector $\boldsymbol{z}$ of each vehicle.

$$
\begin{gather*}
\boldsymbol{\Pi}:=\left[\begin{array}{l|l}
\boldsymbol{\Pi}_{11} & \boldsymbol{\Pi}_{12} \\
\hline \boldsymbol{\Pi}_{21} & \boldsymbol{\Pi}_{22}
\end{array}\right]  \tag{2.54}\\
\boldsymbol{\Pi}:=\left[\begin{array}{l|l}
\operatorname{diag}\left\{\boldsymbol{\Pi}_{11}\right\}_{1}^{N n_{z}} & \operatorname{diag}\left\{\boldsymbol{\Pi}_{12}\right\}_{1}^{N n_{z}} \\
\hline \operatorname{diag}\left\{\boldsymbol{\Pi}_{21}\right\}_{1}^{N n_{z}} & \operatorname{diag}\left\{\boldsymbol{\Pi}_{22}\right\}_{1}^{N n_{z}}
\end{array}\right] \tag{2.55}
\end{gather*}
$$

$\Psi_{0}$ is taken from [42] for $\theta \in[0,1] \mathrm{s}$. Dead zone for the actuator signal is $\Delta_{d} \in$ $[-0.01,0.01]$ and constant time delay is defined as $\Delta_{t d}=\operatorname{diag}\left\{\Delta_{i}\right\}$, where

$$
\Delta_{i}= \begin{cases}0.25 i_{(\bmod 3)}, & \text { if } i_{(\bmod 3)} \neq 0  \tag{2.56}\\ 0.75, & \text { if } i_{(\bmod 3)}=0\end{cases}
$$

Table 2.3. IQCs used for the simulation

|  | Single-agent | Multi-agent |
| :--- | :---: | :---: |
| $\boldsymbol{\Pi}_{1}$ | $\left[\begin{array}{cc}1 & 0 \\ 0 & -1\end{array}\right]$ | $\left[\begin{array}{cc}1 & 0 \\ 0 & -1\end{array}\right]$ |
| $\boldsymbol{\Pi}_{2}$ | $\left[\begin{array}{cc}0 & 1 \\ 1 & -2\end{array}\right]$ | $\left[\begin{array}{cc}(1+\nu)\left\{\mathbf{H}(-j \omega) \mathbf{H}(j \omega)+\frac{\phi(H, d)^{2}}{\nu} \mathbf{I}\right. & 0 \\ 0 & -\mathbf{H}(-j \omega) \mathbf{H}(j \omega)\end{array}\right]$ |
| $\boldsymbol{\Pi}_{3}\left[\begin{array}{cc}0 & 1+\mathbf{H}(j \omega) \\ 1+\mathbf{H}(-j \omega) & -2(1+\operatorname{Re}(\mathbf{H}(j \omega))\end{array}\right]$ | $\left[\begin{array}{cc}\mid \Psi_{0(\theta, \omega)} & 0 \\ 0 & -1\end{array}\right]$ |  |

Tests are executed on various Graph topologies with different cooperative system sizes, $N$, given in Table 2.4. These tests reveals the properties of each methodology and make comparison between lumped and distributed methodologies. Comparison metrics are defined in terms of elapsed CPU time to find controller for given decision variable size, $n_{x}$ i.e. $\boldsymbol{X} \in \mathbb{R}^{n_{x} \times n_{x}}$ and robust performance of the resulting controllers. Robust performance of these controllers are measured in terms of $H_{\infty}$ norm of the system with given controllers, which is given by the induced $\mathcal{L}_{2}$ norm or equivalently $\gamma$. To obtain comparable time measurements, elapsed CPU time is defined as the average of elapsed CPU times for each iteration of the algorithm, where iterations continue until the error between $\gamma_{j}$ and $\gamma_{j-1}$ becomes smaller than than tolerance. Before introducing the results, it should be noted that $\boldsymbol{K}_{\text {nom }}$ is the controller that is synthesized without considering the uncertainties, while $\boldsymbol{K}_{\text {rob }}$ is the controller that is synthesized using the IQCs. After synthesis, both controllers are plugged into the same system with uncertainty, where robust performance is measured. The robust performance comparison between $\boldsymbol{K}_{n o m}$ and $\boldsymbol{K}_{\text {rob }}$ is made by this way. For single vehicle case, induced $\mathcal{L}_{2}$ gain, $\gamma$ of the system with nominal controller under the uncertainty in the actuators are calculated to be 2.29 . With the robust controller, $\gamma$ of the system is calculated as 1.95 . The stable single vehicle system with this synthesized controller is used in both lumped and distributed methodologies and the comparison between the two methodologies is made using the directed Graph for 3 vehicles (representative case) as illustrated in $4^{\text {th }}$ row of Table 2.4.

Table 2.4. Results summary for the verification on various Graph topologies and cooperative system sizes. (DP: Directed Path, DG: Directed Graph, DC: Directed Cycle)

|  | Graph Type | System Size, N | Graph <br> Topology | Lumped Methodology |  |  |  | Distributed Methodology |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  |  | time,s | $\gamma_{\text {nom }}$ | $\gamma_{\text {rob }}$ | Size of X | time, s | $\gamma_{\text {nom }}$ | $\gamma_{\text {rob }}$ | Size of X |
| 1 | DP | 2 |  | 542.94 | 5.23 | 4.56 | $\mathbb{R}^{68 \times 68}$ | 203.79 | 5.61 | 4.91 | $\mathbb{R}^{24 \times 24}$ |
| 2 | DP | 3 |  |  |  |  |  | 287.16 | 5.41 | 5.03 | $\mathbb{R}^{24 \times 24}$ |
| 3 | DG | 3 |  |  |  |  |  | 362.99 | 5.64 | 5.23 | $\mathbb{R}^{24 \times 24}$ |
| 4 | DG | 3 |  | 3360 | 5.76 | 5.17 | $\mathbb{R}^{102 \times 102}$ | 306.55 | 5.59 | 5.22 | $\mathbb{R}^{24 \times 24}$ |
| 5 | DC | 3 |  |  |  |  |  | 331.16 | 5.60 | 5.35 | $\mathbb{R}^{24 \times 24}$ |
| 6 | DP | 4 |  |  |  |  |  | 450.30 | 5.62 | 4.91 | $\mathbb{R}^{24 \times 24}$ |
| 7 | DC | 4 |  |  |  |  |  | 454.87 | 5.62 | 5.14 | $\mathbb{R}^{24 \times 24}$ |
| 8 | DP | 5 |  |  |  |  |  | 558.54 | 5.62 | 5.15 | $\mathbb{R}^{24 \times 24}$ |
| 9 | DC | 5 |  |  |  |  |  | 555.07 | 5.62 | 5.15 | $\mathbb{R}^{24 \times 24}$ |
| 10 | DP | 6 |  |  |  |  |  | 1412.59 | 5.62 | 5.14 | $\mathbb{R}^{24 \times 24}$ |
| 11 | DC | 6 |  |  |  |  |  | 1424.58 | 5.62 | 5.14 | $\mathbb{R}^{24 \times 24}$ |
| 12 | DP | 10 |  |  |  |  |  | 922.3607 | 5.62 | 5.14 | $\mathbb{R}^{24 \times 24}$ |

### 2.4.1 Implementation of Robust Controller Synthesis on Matlab

### 2.4.1.1 Construction of Single-agent System for Robust Synthesis

This section will walk through the construction of single-agent system for the readers. Here $\boldsymbol{W}_{p}, \boldsymbol{W}_{r e f}, \boldsymbol{W}_{u}$ and $\boldsymbol{W}_{n}$ are the weighting functions. One can consider these weighting functions as systems having input and output channels. For the sake of notational simplicity, the output of these systems will be denoted with the name of the system itself e.g., the output of $\boldsymbol{W}_{p}$ is called as $\boldsymbol{W}_{p}$. For synthesizing a controller $\boldsymbol{K}$ for the single agent, an open loop system has to be constructed. Let us denote the extended single-agent system by $G$ and the schematic representation of the system is provided in Fig. 2.5, which gives the transfer function matrix as in Eq. (2.57). $\boldsymbol{G}_{s}$ in Fig. 2.5 contains the F16 Vista longitudinal model given in (2.50).


Figure 2.5. Synthesis-ready extended single-agent system, $\boldsymbol{G}$.
$\boldsymbol{G}:=\left[\begin{array}{c|c|c|c}\boldsymbol{G}_{v, d} & \boldsymbol{G}_{v, r e f} & \boldsymbol{G}_{v, n} & \boldsymbol{G}_{v, u} \\ \hline \boldsymbol{G}_{w p, d} & \boldsymbol{G}_{w p, r e f} & \boldsymbol{G}_{w p, n} & \boldsymbol{G}_{w p, u} \\ \hline \boldsymbol{G}_{w u, d} & \boldsymbol{G}_{w u, r e f} & \boldsymbol{G}_{w u, n} & \boldsymbol{G}_{w u, u} \\ \hline \boldsymbol{G}_{r e f, d} & \boldsymbol{G}_{r e f, r e f} & \boldsymbol{G}_{r e f, n} & \boldsymbol{G}_{r e f, u} \\ \hline \boldsymbol{G}_{f, d} & \boldsymbol{G}_{f, r e f} & \boldsymbol{G}_{f, n} & \boldsymbol{G}_{f, u}\end{array}\right]$

Following the notation given in Algorithm 2.4, in every iteration a system called as $\boldsymbol{G}_{s c l}:=\mathcal{F}_{u}\left(\boldsymbol{G}, \boldsymbol{\Psi}^{+}\right)$has to be constructed. This upper LFT connection can be realized in MATLAB using 'lft' for $\boldsymbol{G}$ from Eq. (2.57) along with the calculated $\Psi^{+}$. Moreover, as described in the Algorithm 2.4, a system $\boldsymbol{H}:=\mathcal{F}_{l}\left(\boldsymbol{G}, \boldsymbol{K}_{\text {rob }}\right)$ should be constructed to find the robust performance of $\boldsymbol{H}$.

After completing the robust synthesis for single agent, closed-loop system in Fig. 2.6 is used in the construction of the cooperative system.


Figure 2.6. Robustly stable closed-loop system as a single agent. This system is constructed from longitudinal dynamics of F16 Vista Aircraft..

### 2.4.1.2 Construction of Cooperative System for Robust Synthesis

Closed-loop single-agent system, $\boldsymbol{H}_{i}=\boldsymbol{H}$ for all $i=1, \cdots, N$ is used to construct cooperative system as follows. First robustly stable single agents are grouped together to obtain the system, $\boldsymbol{G}_{\text {group }}$ as illustrated in Fig. 2.7.


Figure 2.7. Accumulated group of agents without any interconnection..

Subsequently, a synthetic system, $\boldsymbol{G}_{\text {cons }}$ is created to duplicate the outputs of the single agent, which are $\left[\boldsymbol{z}^{T}, \overline{\boldsymbol{y}}^{T}\right]^{T}$ for given set of inputs $\left[\boldsymbol{d}^{T}, \boldsymbol{u}^{T}\right]^{T}$. Graphical representation of the system is provided in Fig. 2.8. This system will be useful in creating the open loop cooperative system that is ready for upper and lower LFT to construct systems for synthesis and performance analysis.


Figure 2.8. Construction of the synthetic system, $\boldsymbol{G}_{\text {cons.. }}$

Finally, $\hat{\boldsymbol{G}}$ is created as depicted in Fig. 2.9. This system has a simpler representation in Fig. 2.2.


Figure 2.9. Construction of synthesis and analysis ready system, $\hat{G}$..

### 2.4.2 Results for Robust Controller Synthesis Using Lumped Model

For cooperative systems with Graph topology as given in $1^{\text {st }}$ and $4^{t h}$ row of the Table 2.4, performance of the cooperative system with nominal controller $\boldsymbol{K}_{n o m}$ and robust controller $\boldsymbol{K}_{\text {rob }}$ are measured along with the elapsed CPU time. The decision variable size is also provided for these two Graph to illustrate the dependence of elapsed CPU time to decision variable size. For Graph topology given in $1^{\text {st }}$ row, $\boldsymbol{K}_{\text {nom }}$ gives $\gamma=$ 5.2301 and $\boldsymbol{K}_{\text {rob }}$ gives $\gamma=4.5602$. Elapsed CPU time for this Graph with $\boldsymbol{X} \in \mathbb{R}^{68 \times 68}$ is $t_{\text {lumped }}=542 \mathrm{~s}$. Doing the same experiment for Graph topology given in $4^{\text {th }}$ row, $\boldsymbol{K}_{\text {nom }}$ gives $\gamma=5.7552$ and $\boldsymbol{K}_{\text {rob }}$ gives $\gamma=5.1702$. Elapsed CPU time for this Graph with $\boldsymbol{X} \in \mathbb{R}^{102 \times 102}$ is $t_{\text {lumped }}=3360$ s.

For the cooperative system output, which is $\alpha$, the objective is to track the leader, $\boldsymbol{G}_{0}$, which is a unit step input. The output $\alpha$ in this study is used as a surrogate for the speed of each of the vehicles. For the specified Graph (3 vehicle directed Graph) and conditions, output tracking of the agents over the grid is illustrated separately in Fig. (2.10). We can see that system with $\boldsymbol{K}_{\text {nom }}$ performs poorer in terms of rejecting disturbances than the one with $\boldsymbol{K}_{\text {rob }}$ except for the Vehicle 1, which is commented in Section 2.5. $\boldsymbol{K}_{\text {rob }}$ has oscillations due to constant time delay on the edges, however, the amplitude and time of the oscillations are less than the one occurs for $\boldsymbol{K}_{\text {nom }}$.

Considering the lumped methodology, results of the algorithm reveals improvement in the performance of the cooperative system as induced $\mathcal{L}_{2}$ gain of the system with $\boldsymbol{K}_{\text {rob }}$ get smaller. Observing the system behavior in simulation results for lumped methodology case, system under control of $\boldsymbol{K}_{\text {rob }}$ oscillates with smaller amplitudes and attenuate faster than the one with $\boldsymbol{K}_{n o m}$. Referring to the results, it was observed that Vehicle 1 with $\boldsymbol{K}_{\text {nom }}$ performs better than any vehicle with any controller. This is primarily due to the Adjacency matrix, as Vehicle $\mathbf{1}$ is not receiving any signals back from the other vehicles which means it is also not receiving any disturbance due to time delay either. The reason Vehicle 1


Figure 2.10. Representative case: output tracking results of cooperative system with $\Delta=$ $\operatorname{diag}\{0.25,0.5,0.75\}$ s.
with $\boldsymbol{K}_{r o b}$ degrades in performance is that, the controller $\boldsymbol{K}_{r o b}$ is a centralized controller and designed considering the lumped system $\hat{G}$, which has $N$ many vehicles and $N$ many outputs. Therefore performance of the system is checked from these multiple inputs and outputs and points out that performance of the controllers should be evaluated with respect to overall cooperative system performance.

### 2.4.3 Results for Robust Controller Synthesis Using Distributed Model

For the specified Graph and conditions output tracking of the agents over the grid is illustrated separately in Fig. 2.11. System with nominal controller $\boldsymbol{K}_{\text {nom }}^{i}$ gives $\gamma=5.59$ and robust controller $\boldsymbol{K}_{\text {rob }}^{i}$ gives $\gamma=5.22$ while the elapsed CPU time for the calculation is $t_{\text {dist }}=306.55 \mathrm{~s}$. It is observed by the induced $\mathcal{L}_{2}$ gains and verified in the figure that robust controller performs slightly better than the nominal controller for this configuration for each vehicle. It is realized that, cooperative systems with distributed controllers $\boldsymbol{K}_{\text {nom }}^{i}$ and $\boldsymbol{K}_{\text {rob }}^{i}$ does not induce oscillations, when it is compared to the Fig. 2.10. The settling time using the distributed methodology is slightly higher than the case with using the lumped method which is understandable. However, we see a significant reduction in the CPU time for the computation in the distributed case while recovering the robust performance.

Considering the directed path for 3 vehicle and 4 vehicle cases given in $2^{\text {nd }}$ and $6^{\text {th }}$ rows of Table 2.4, distributed synthesis method provides following results. For the cooperative system with 3 vehicles, system with nominal controller $\boldsymbol{K}_{n o m}^{i}$ gives $\gamma=5.412$ and $\boldsymbol{K}_{r o b}^{i}$ gives $\gamma=5.027$. Elapsed CPU time for this calculation is $t_{\text {dist }_{d}}=287.16 \mathrm{~s}$. It is observed from Fig. 2.12 that, system driven by $\boldsymbol{K}_{\text {rob }}^{i}$ provides better performance compared to the $\boldsymbol{K}_{\text {nom }}^{i}$ in terms of overshoot. Improvement in convergence to the reference is slightly better for $\boldsymbol{K}_{r o b}^{i}$. In the same figure, control input $\delta_{e}$ is also provided along with the trajectory of the agents. It is illustrated in the figure that, input is bounded to $2.6^{\circ}$ and
goes upto $3.2^{\circ}$ for small amount of time as a consequence of the unit step reference to the cooperative system.

For the cooperative system with 4 vehicles, system with nominal controller $\boldsymbol{K}_{\text {nom }}^{i}$ gives $\gamma=5.6230$ and $\boldsymbol{K}_{r o b}^{i}$ gives $\gamma=4.9106$. Elapsed CPU time for this calculation is $t_{\text {dist }_{d}}=450.29 \mathrm{~s}$.

The elapsed CPU time for all Graph topologies pertaining to the distributed methodology are plotted in Fig. 2.14. It reveals that synthesis time for distributed methodology increases almost linearly with the number of vehicles (system size $N$ ) in the cooperative system, while such a result cannot be concluded for the lumped method with the amount of experiments. Further, for the lumped case, any result for a cooperative system with 4 or higher number of vehicles was not feasible in terms of time for the system, where simulations executed. Black asterisks shows elapsed CPU time to calculate robust controller for each Graph using distributed methodology in Table 2.4. Fig. 2.14 reveals that while the configuration affects the calculation time, the dominant parameter however is the system size, $N$.

Finally, the $\gamma_{r o b}$ values obtained for 2 and 3 vehicle cases are plotted in Fig. 2.15, which shows the relation among number of vehicles, Graph topology and $\gamma_{\text {rob }}$. It is observed that the graph topology affects the induced $\mathcal{L}_{2}$ gain of the cooperative system and we can see that DP has the best robust performance, while DC has the least. Based on this it would seem that, increasing number of vehicles in the system, results in an increase in the $\gamma_{\text {rob }}$, which means a decrease in robust performance. For example in the 3 vehicle case, where $\gamma_{\text {rob }}$ is best for DP but worse than the 2 vehicle case, worst for DC, and DGs being in between. However, for all cases with greater than 3 vehicles the performance is consistent with that observed for the 3 vehicles case.

Observing the system behavior in simulation results for distributed methodology case, system driven by $\boldsymbol{K}_{r o b}^{i}$ shows better performance but improvement in the performance depends on the configuration. It should be noted that performance of $\boldsymbol{K}_{r o b}^{i}$ cannot be worse


Figure 2.11. Representative case: output tracking results of cooperative system with $\Delta=$ $\operatorname{diag}\{0.25,0.5,0.75\}$ s..


Figure 2.12. Output tracking of cooperative system with 3 vehicles and time delay of $\Delta=\operatorname{diag}\{0.25,0.5,0.75\} \mathrm{s}$. .
than $\boldsymbol{K}_{n o m}^{i}$, since the algorithm converges. The dependence on configuration is immediate if a comparison between figures Fig. 2.11 and Fig. 2.12 is made. Table 2.4 reveals that cooperative systems with higher number of agents, shows resembling performances for $\boldsymbol{K}_{\text {nom }}^{i}$ and $\boldsymbol{K}_{r o b}^{i}$. This is due to the search range provided for all Graph topologies. The search range is provided by scaling the induced $\mathcal{L}_{2}$ norm of the system $\mathcal{F}_{l}\left(\tilde{\boldsymbol{G}}^{i}, \boldsymbol{K}_{\text {nom }}^{i}\right)$ up and down by 1 and 20. Therefore the bisection algorithm searches within this range and for cases enumerated as 7 to 12 it hits the minimum.

As illustrated in Table 2.4 and Figs. 2.10, 2.11, 2.12, 2.13, 2.14 and 2.15 following results can be summarized:

- The robust controller synthesis procedure achieves converging robust performance values regarding to the decrease in $\gamma_{\text {rob }}$ with respect to $\gamma_{\text {nom }}$ for any Graph topology.
- The synthesis times are very small compared to lumped model case.


Figure 2.13. Output tracking of cooperative system with 4 vehicles and time delay of $\Delta=\operatorname{diag}\{0.25,0.5,0.75,0.25\} \mathrm{s}$..


Figure 2.14. Elapsed time to find robust controller.

- The distributed synthesis is tractable in terms of calculation time as it increases linearly with system size as illustrated in Fig. 2.14. As the system size grows, calculation time for lumped model grows drastically.


Figure 2.15. Change in $\gamma_{\text {rob }}$ with system size and Graph topology. (DP: Directed Path, DG: Directed Graph, DC: Directed Cycle).

- The performance of the distributed methodology varies considerably with the varying Graph structure.


### 2.5 Conclusions

This paper adopts methods proposed for design of a robust controller for a single linear parameter varying system, which enables robust synthesis using IQC analysis, and successfully extends and implements them for both single and mutli-agent systems in a nested manner. The novel recasting of the dynamics of the single and mutli-agent systems, in a form such that uncertainties and controllers are connected to the system in the same manner as before, lends the methods to be tractable. This is important as there is a quadratic relation between system size and the size of the decision variable which leads to intractable simulations like the one calculated for test number four. For distributed case, synthesis has to be done for every agent and that is why calculation time increases almost linearly. The implementation of the robust controller synthesis algorithm provides a nested set
of controllers that can potentially be extended to any hierarchical framework, such as networks of networks of agents, address uncertainties at each of the layers and increase the performance of the vehicle, as well as the layer in the hierarchy and the overall system. The computation times are found to scale linearly hence manageable.

Acknowledgments
This work is supported by the Office of Naval Research via award number N00014-18-1-2215. The authors thank the anonymous reviewers for critically reading the manuscript and suggesting substantial improvements.

## Chapter 3

## Robust Edge Weight Synthesis for Multi Agent Systems With Integral Quadratic

 Constraints
### 3.1 Preliminaries

### 3.1.1 Notation

Let $\mathbb{R}$ and $\mathbb{R}_{++}$denote real and positive real numbers, respectively. $\mathbb{R}_{+}$be real number that is equal or greater than $0 . \quad \boldsymbol{S}^{p}$ denotes symmetric matrix of size $p . \quad A_{i j}$ represents element in the $i^{\text {th }}$ row $j^{\text {th }}$ column of matrix $\boldsymbol{A}$. Matrix inequality conditions are defined with $<$ and $>$, which stands for $\leq$ and $\geq$, respectively. A matrix $\boldsymbol{A}:=\operatorname{diag}(\cdot)$ is a block matrix, where diagonal entries are the arguments of $\operatorname{diag}$. A matrix $\boldsymbol{A}:=\operatorname{col}(\cdot)$ is a block matrix, where vertical entries are the arguments of col. Finally, $\mathcal{F}_{L}$ and $\mathcal{F}_{U}$ stands for lower and upper LFT.

### 3.1.2 Linear Parameter Varying Systems

The transfer matrix $\boldsymbol{G}(\boldsymbol{\rho})$ of an LPV system with input $\boldsymbol{w} \in \mathbb{R}^{n_{w}}$ and output $\boldsymbol{z} \in \mathbb{R}^{n_{z}}$ can be defined over the feasible parameter trajectory $\boldsymbol{\iota}(\boldsymbol{\rho})$ as

$$
\boldsymbol{G}(\rho):=\left[\begin{array}{l|l}
\boldsymbol{A}(\rho) & \boldsymbol{B}(\rho)  \tag{3.1}\\
\hline \boldsymbol{C}(\rho) & \boldsymbol{D}(\rho)
\end{array}\right]
$$

$$
\iota(\boldsymbol{\rho}):=\left\{\boldsymbol{\rho} \in \mathcal{P} \subset \mathbb{R}^{p},|\dot{\boldsymbol{\rho}}(t)|<r \geq 0 \forall t \geq 0\right\}
$$

where $\boldsymbol{A}(\boldsymbol{\rho}) \in \mathbb{R}^{n_{x} \times n_{x}}, \boldsymbol{B}(\boldsymbol{\rho}) \in \mathbb{R}^{n_{x} \times n_{w}}, \boldsymbol{C}(\boldsymbol{\rho}) \in \mathbb{R}^{n_{z} \times n_{w}}$, and $\boldsymbol{D}(\boldsymbol{\rho}) \in \mathbb{R}^{n_{z} \times n_{w}}$ are the state-space matrices, and $\boldsymbol{\rho}(t)=\left[\rho_{1}, \rho_{2}, \ldots, \rho_{p}\right]$ is an exogeneous parameter vector with bounded derivatives.


Figure 3.1. LPV system $\boldsymbol{H}(\boldsymbol{\rho})$ maps input $\boldsymbol{w}$ to output $\boldsymbol{z}$..

Let us consider the transfer matrix $\boldsymbol{H}(\boldsymbol{\rho})$ illustrated in Fig. 3.1, which is the lowerfractional transformation (LFT) between $\boldsymbol{G}(\boldsymbol{\rho})$ and the controller $\boldsymbol{K}(\boldsymbol{\rho})$ defined as $\boldsymbol{H}(\boldsymbol{\rho}):=$ $\mathcal{F}_{l}(\boldsymbol{G}(\boldsymbol{\rho}), \boldsymbol{K}(\boldsymbol{\rho}))$. The performance of the closed-loop LPV system can be measured in terms of induced $\mathcal{L}_{2}$ gain of the input/output map with zero initial conditions, and is defined as [45],

$$
\begin{equation*}
\|\boldsymbol{H}(\rho)\|:=\sup _{\rho \in \mathcal{A}} \sup _{\substack{\boldsymbol{w} \in \mathcal{L}_{2} \\\|\boldsymbol{w}\| \neq 0}} \frac{\|\boldsymbol{z}\|_{2}}{\|\boldsymbol{w}\|_{2}} \tag{3.2}
\end{equation*}
$$

The Bounded Real Lemma for linear time-invariant (LTI) systems can be extended to obtain the upper bound of the induced $\mathcal{L}_{2}$ gain of the LPV system [45]. As discussed in $[115,116]$, an LPV system $\boldsymbol{H}(\boldsymbol{\rho})$ is exponentially stable over the parameter bounded set $\mathcal{P}$ and $\|\boldsymbol{H}(\boldsymbol{\rho})\|<\gamma$ if there exists a differentiable matrix function $\boldsymbol{X}(\boldsymbol{\rho})=\boldsymbol{X}^{T}(\boldsymbol{\rho})$ such that,

$$
\begin{align*}
\boldsymbol{X}(\boldsymbol{\rho}) & \geq 0 \\
{\left[\begin{array}{rl}
\partial \boldsymbol{X}(\boldsymbol{\rho}, \dot{\boldsymbol{\rho}})+\boldsymbol{A}^{T}(\boldsymbol{\rho}) \boldsymbol{X}(\boldsymbol{\rho})+\boldsymbol{X}(\boldsymbol{\rho}) \boldsymbol{A}(\boldsymbol{\rho}) & \boldsymbol{X}(\boldsymbol{\rho}) \boldsymbol{B}(\boldsymbol{\rho}) \\
\boldsymbol{B}^{T}(\boldsymbol{\rho}) \boldsymbol{X}(\boldsymbol{\rho}) & \mathbf{0}
\end{array}\right] } &  \tag{3.3}\\
+\left[\begin{array}{cc}
\mathbf{0} & \boldsymbol{I} \\
\boldsymbol{C}(\boldsymbol{\rho}) & \boldsymbol{D}(\boldsymbol{\rho})
\end{array}\right]^{T} \boldsymbol{P}\left[\begin{array}{cc}
\mathbf{0} & \boldsymbol{I} \\
\boldsymbol{C}(\boldsymbol{\rho}) & \boldsymbol{D}(\boldsymbol{\rho})
\end{array}\right] & \leq 0
\end{align*}
$$

where $\boldsymbol{P}=\left[\begin{array}{cc}-\gamma^{2} \boldsymbol{I} & \mathbf{0} \\ \mathbf{0} & \boldsymbol{I}\end{array}\right]$ and $\gamma>0$. In Eq. (3.3), $\partial \boldsymbol{X}(\boldsymbol{\rho}, \dot{\boldsymbol{\rho}})$ is defined as [45]

$$
\begin{equation*}
\partial \boldsymbol{X}(\boldsymbol{\rho}(t), \dot{\boldsymbol{\rho}}(t))=\frac{d}{d t} \boldsymbol{X}(\boldsymbol{\rho}(t))=\sum_{i=1}^{p} \frac{\partial \boldsymbol{X}(\boldsymbol{\rho}(t))}{\partial \boldsymbol{\rho}_{i}(t)} \dot{\boldsymbol{\rho}}_{i}(t) \tag{3.4}
\end{equation*}
$$

Equation (3.3) introduces parameter dependent Linear Matrix Inequalities. Moreover, if the system defined in Eq. 3.1 is an affine function on the set $\mathcal{P}$, then $\boldsymbol{X}(\boldsymbol{\rho})$ becomes stationary and $\partial \boldsymbol{X}(\boldsymbol{\rho}, \dot{\boldsymbol{\rho}})=\mathbf{0}$. Eventually, the resulting LMI must be satisfied on the set $\mathcal{P}$, thereby resulting in finite set of LMIs. Dropping the argument $\rho$ from the matrices for the sake of brevity, the LMIs can be written as

$$
\begin{align*}
\boldsymbol{X} & \geq 0 \\
{\left[\begin{array}{cc}
\boldsymbol{A}^{T} \boldsymbol{X}+\boldsymbol{X} \boldsymbol{A} & \boldsymbol{X} \boldsymbol{B} \\
\boldsymbol{B}^{T} \boldsymbol{X} & 0
\end{array}\right]+\left[\begin{array}{ll}
0 & \boldsymbol{I} \\
\boldsymbol{C} & \boldsymbol{D}
\end{array}\right]^{T} \boldsymbol{P}\left[\begin{array}{cc}
0 & \boldsymbol{I} \\
\boldsymbol{C} & \boldsymbol{D}
\end{array}\right] } & \leq 0 \tag{3.5}
\end{align*}
$$

### 3.1.3 Multi-agent System Modelling

Underlying Graph Structure. A MAS is represented by a Graph $\mathcal{G}=(\mathcal{N}, \mathcal{E})$, which is a pair of a node set $\mathcal{N}$ and a edge set $\mathcal{E} \subset \mathcal{N} \times \mathcal{N}$. Edge is described between nodes $i \in \mathcal{N}$ and $j \in \mathcal{N}$ such that $(j, i) \in \mathcal{E}$ denotes that node $j$ transmits information to node $i$. The adjacency matrix $\mathbb{A}=\left[a_{i j}\right] \in \mathbb{R}^{N \times N}$ of the Graph of $N$ agents is defined as in the following equation. The weighting scalar $a_{i j}$ is called as an edge weight from $j^{\text {th }}$ to $i^{\text {th }}$ agent. This connection is graphically illustrated as in Figure 3.2.

$$
\mathbb{A}_{i j}=\left\{\begin{array}{l}
a_{i j}>0, \quad j \neq i, \quad(j, i) \in \mathcal{E}  \tag{3.6}\\
a_{i j}=0, \quad \text { otherwise }
\end{array}\right.
$$

Construction of MAS. A group of unconnected agents, which is denoted by $\boldsymbol{G}^{i}$, can be treated as a single system, which is denoted with $\boldsymbol{S}$ and represented in state space form as


Figure 3.2. Interconnection of agents and lumped representation of MAS $\boldsymbol{H}=\mathcal{F}_{L}(\boldsymbol{S}, \mathbb{A})$.
in (6.22). $\boldsymbol{S}$ is simply a block diagonal concatenation of $\boldsymbol{G}^{i}$ such that $\boldsymbol{S}=\operatorname{diag}\left\{\boldsymbol{G}^{i}\right\}_{i=1}^{N}$. Inputs and outputs of the system are $\left[\boldsymbol{w}_{1}^{T} \boldsymbol{w}^{T}\right]^{T}$ and $\left[\boldsymbol{z}_{1}^{T} \boldsymbol{z}^{T}\right]^{T}$, where $\boldsymbol{w}_{1} \in \mathbb{R}^{n_{w_{1}}}, \boldsymbol{w} \in$ $\mathbb{R}^{n_{w}}, \boldsymbol{z}_{1} \in \mathbb{R}^{n z_{1}}$, and $\boldsymbol{z} \in \mathbb{R}^{n_{z}}$. Vehicles within the system shares their output information with regarding agents, and these shared signals are called as spatial signals, which flow through the input output ports denoted as $\boldsymbol{w}-\boldsymbol{z}$ such that $\boldsymbol{w}=\mathbb{A} \boldsymbol{z}$. Channel through ports $\boldsymbol{w}_{1}-\boldsymbol{z}_{1}$ carry the information of reference input and output of the system. States of the system are defined as $\boldsymbol{x} \in \mathbb{R}^{n_{x}}$.

$$
\left[\begin{array}{c}
\dot{\boldsymbol{x}}  \tag{3.7}\\
\hline \boldsymbol{z}_{1} \\
\boldsymbol{z}
\end{array}\right]=\left[\begin{array}{c|cc}
\boldsymbol{A} & \boldsymbol{B}_{1} & \boldsymbol{B} \\
\hline \boldsymbol{C}_{1} & \boldsymbol{D}_{1} & \boldsymbol{E}_{1} \\
\boldsymbol{C} & \boldsymbol{F}_{1} & \mathbf{0}
\end{array}\right]\left[\begin{array}{c}
\boldsymbol{x} \\
\hline \boldsymbol{w}_{1} \\
\boldsymbol{w}
\end{array}\right]
$$

A cooperative system, $\boldsymbol{H}$, can be constructed using an adjacency matrix ( $\mathbb{A}$ ) to connect vehicles to each other as represented in lower linear fractional transformation (LFT) such that $\boldsymbol{H}=\mathcal{F}_{L}(\boldsymbol{S}, \mathbb{A})$. The state space representation of $\boldsymbol{H}$ is provided in (6.23). The connection couples vehicles with a strength prescribed by a weighting scalar $a_{i j}$.

$$
\begin{align*}
{\left[\begin{array}{l|l}
\mathcal{A} & \mathcal{B}_{1} \\
\hline \mathcal{C}_{1} & \mathcal{D}_{1}
\end{array}\right] } & =\left[\begin{array}{c|c}
\boldsymbol{A} & \boldsymbol{B}_{1} \\
\hline \boldsymbol{C}_{1} & \boldsymbol{D}_{1}
\end{array}\right]+\left[\begin{array}{c}
\boldsymbol{B} \\
\boldsymbol{E}_{1}
\end{array}\right] \mathbb{A}\left[\begin{array}{ll}
\boldsymbol{C} & \boldsymbol{F}_{1}
\end{array}\right]  \tag{3.8}\\
& =\left[\begin{array}{c|c}
\boldsymbol{A}+\boldsymbol{B} \mathbb{A} \boldsymbol{C} & \boldsymbol{B}_{1}+\boldsymbol{B} \mathbb{A} \boldsymbol{F}_{1} \\
\hline \boldsymbol{C}_{1}+\boldsymbol{E}_{1} \mathbb{A} \boldsymbol{C} & \boldsymbol{D}_{1}+\boldsymbol{E}_{1} \mathbb{A} \boldsymbol{F}_{1}
\end{array}\right]
\end{align*}
$$

### 3.1.4 Feasibility Condition for $H_{\infty}$ Performance

Assuming system given in (6.23) for a given $\mathbb{A}$ is asymptotically stable, the supremum of the maximum singular value of the system is given by the scalar $\gamma$, which is also called as induced $\mathcal{L}_{2}$ norm of the system. Latter result is provided by the following theorem.

Theorem 3.1.1 Assuming system in (6.23) is asymptotically stable then $\|\boldsymbol{H}\|_{\infty}<\gamma$ and there is a solution for $\mathcal{X}$ such that linear matrix inequalities (LMIs) in (6.24) holds.

$$
\begin{align*}
& {\left[\begin{array}{c}
\mathcal{X} \\
\mathbf{\mathcal { X }}
\end{array}\right]\left[\begin{array}{ll}
\boldsymbol{\mathcal { A }} & \mathcal{B}_{1}
\end{array}\right]+\left[\begin{array}{l}
\mathcal{A}^{T} \\
\boldsymbol{\mathcal { B }}_{1}^{T}
\end{array}\right]\left[\begin{array}{ll}
\boldsymbol{\mathcal { X }} & \mathbf{0}
\end{array}\right]} \\
& +\left[\begin{array}{l}
\mathcal{C}_{1}^{T} \\
\boldsymbol{\mathcal { D }}_{1}^{T}
\end{array}\right]\left[\begin{array}{ll}
\mathcal{C}_{1} & \mathcal{D}_{1}
\end{array}\right]+\left[\begin{array}{cc}
\mathbf{0} & \mathbf{0} \\
\mathbf{0} & -\gamma^{2} \boldsymbol{I}
\end{array}\right] \leq \mathbf{0} \tag{3.9}
\end{align*}
$$

Given new variable names such that $\mathbb{X}=\left[\begin{array}{ll}\boldsymbol{\mathcal { X }} & \mathbf{0}\end{array}\right], \mathbb{Y}=\left[\begin{array}{ll}\mathcal{A} & \mathcal{B}_{1}\end{array}\right]$ and $\mathbb{Z}$, which collects the remaining terms of second inequality in (6.24), inequality constraints given in (6.24) has the following form as illustrated in (3.10).

$$
\begin{array}{r}
\mathcal{X} \geq \mathbf{0}  \tag{3.10}\\
\mathbb{X}^{T} \mathbb{Y}+\mathbb{Y}^{T} \mathbb{X}+\mathbb{Z} \leq \mathbf{0}
\end{array}
$$

Proof 3.1.2 (Proof of Theorem 3.1.1) Proof of the theorem comes after pre and post multiplying the second inequality in (6.24) with $\left[\begin{array}{ll}\boldsymbol{x}^{T} & \boldsymbol{w}_{1}^{T}\end{array}\right]$ and $\left[\begin{array}{ll}\boldsymbol{x}^{T} & \boldsymbol{w}_{1}^{T}\end{array}\right]^{T}$, which yields $\gamma^{2}\left\|\boldsymbol{w}_{1}\right\|_{2}^{2}-$ $\left\|\boldsymbol{z}_{1}\right\|_{2}^{2}<\mathbf{0}$. Equivalently this means that $\|\boldsymbol{H}\|_{\infty}<\gamma$.

If $\mathbb{A}$ is not predefined by the designer and needs to be synthesized, second inequality given in (3.10) depends non-linearly on matrix variables $\mathcal{X}$ and $\mathbb{A}$. This non-linear matrix inequality is called as BMI and can be solved using sequential LMI approach, which will be discussed in the following section.

Definition 3.1.1 [121] A mapping $\boldsymbol{G}(\boldsymbol{\mu}): \mathbb{R}^{m} \rightarrow \boldsymbol{S}^{p}$ is positive semi-definite convex(psdconvex) on a convex subset $C \subseteq \mathbb{R}^{m}$ if the inequality

$$
\begin{equation*}
\eta \boldsymbol{G}(\boldsymbol{\mu})+(1-\eta) \boldsymbol{G}(\boldsymbol{\nu}) \geq \boldsymbol{G}(\eta \boldsymbol{\mu}+(1-\eta) \boldsymbol{\nu}) \tag{3.11}
\end{equation*}
$$

holds for any $\boldsymbol{\mu}, \boldsymbol{\nu} \in C$ and all $\eta \in[0,1]$.
On a convex subset $C$, mapping $\boldsymbol{G}(\boldsymbol{\mu})$ is said to be differentiable if its derivative $D \boldsymbol{G}(\boldsymbol{\mu})$ exist for all $\boldsymbol{\mu}$.

Definition 3.1.2 [121, 122] Derivative of the mapping $\boldsymbol{G}(\boldsymbol{\mu})$ at $\boldsymbol{\mu}$ is a linear mapping $D \boldsymbol{G}(\boldsymbol{\mu})$ from $\mathbb{R}^{m}$ to $\mathbb{R}^{p \times p}$ that is defined as

$$
\begin{equation*}
D \boldsymbol{G}(\boldsymbol{\mu}) h:=\sum_{i=1}^{m} h_{i} \frac{\partial \boldsymbol{G}}{\partial \mu_{i}}(\boldsymbol{\mu}), \quad \forall h \in \mathbb{R}^{m} \tag{3.12}
\end{equation*}
$$

where $h$ is a real valued function on $\mu$.
Lemma 3.1.3 [121,122] A matrix valued mapping $\boldsymbol{G}(\boldsymbol{\mu})$ is psd-convex on a convex subset $C$ if and only if $\boldsymbol{r}^{T} \boldsymbol{G}(\boldsymbol{\mu}) \boldsymbol{r}$ is convex on C. Proof is provided in [121].

Lemma 3.1.4 [122] A matrix valued mapping $\boldsymbol{G}(\boldsymbol{\mu})$ is psd-convex on a convex subset $C$ if and only if inequality in (3.13) holds for all $\boldsymbol{\mu}$ and $\boldsymbol{\nu}$.

$$
\begin{equation*}
\boldsymbol{G}(\boldsymbol{\nu})-\boldsymbol{G}(\boldsymbol{\mu}) \geq D \boldsymbol{G}(\boldsymbol{\mu})(\boldsymbol{\nu}-\boldsymbol{\mu}) \tag{3.13}
\end{equation*}
$$

Sequential LMI approach relies on a decomposition called as convex-concave decomposition. Multiple convex-concave decompositions provided in literature [122,123] and as expressed in [122] different decompositions uniquely shifts the curvature between convex and concave parts.

For given affine matrices $\mathbb{X}$ and $\mathbb{Y}$, a bilinear matrix mapping can be defined as $\boldsymbol{M}(\mathbb{X}, \mathbb{Y}):=\mathbb{X}^{T} \mathbb{Y}+\mathbb{Y}^{T} \mathbb{X}$ and following lemma provide an alternate way to verify the convexity of the matrix function $M(\mathbb{X}, \mathbb{Y})$.

Lemma 3.1.5 [123] Affine functions $\mathbb{X}(\eta)$ and $\mathbb{Y}(\beta)$ are defined as in (3.14) for independent variables $\eta_{i}$ and $\beta_{j}$ for $i=1, \ldots, k$ and $j=1, \ldots, l$ respectively.

$$
\begin{align*}
& \mathbb{X}=\mathbb{X}_{0}+\sum_{i=1}^{k} \eta_{i} \mathbb{X}_{i} \\
& \mathbb{Y}=\mathbb{Y}_{0}+\sum_{j=1}^{l} \beta_{j} \mathbb{Y}_{j} \tag{3.14}
\end{align*}
$$

A quadratic mapping can be defined based the bilinear mapping $\boldsymbol{M}(\mathbb{X}, \mathbb{Y}):=\mathbb{X}^{T} \mathbb{Y}+$ $\mathbb{Y}^{T} \mathbb{X}$ by redefining $\boldsymbol{M}(\mathbb{X}, \mathbb{Y})$ as in (3.15). Then $\boldsymbol{M}(\mathbb{X}, \mathbb{Y})$ is psd-convex on a convex subset $P \subseteq \mathbb{R}^{k+l}$ if the matrix $\boldsymbol{Q}$ is positive semi-definite. Proof of the lemma is provided in [123].

$$
\boldsymbol{M}(\mathbb{X}, \mathbb{Y}):=\left[\begin{array}{ll}
\mathbb{X}^{T} & \mathbb{Y}^{T}
\end{array}\right] \boldsymbol{Q}\left[\begin{array}{l}
\mathbb{X}  \tag{3.15}\\
\mathbb{Y}
\end{array}\right]
$$

### 3.1.5 Integral Quadratic Constraints

IQCs are widely used tools to capture behaviour uncertainties in dynamic systems by changing uncertain portions of the system with a quadratic constraint on its inputs and outputs [124]. Let us define uncertainties by a bounded casual operator $\Delta$ i.e. $\Delta \in \boldsymbol{\Delta}$, where $\boldsymbol{\Delta}=\left\{\Delta_{m} \mid \Delta_{m}: \mathcal{L}_{2 e}^{n_{z}}[0, \infty) \rightarrow \mathcal{L}_{2 e}^{n_{w}}[0, \infty), 1 \leq m \leq M\right\}$. Signals $\boldsymbol{z} \in \mathcal{L}_{2}^{n_{z}}[0, \infty)$
and $\boldsymbol{w} \in \mathcal{L}_{2}^{n_{w}}[0, \infty)$ has following relation $\boldsymbol{w}(t)=\Delta(\boldsymbol{z}(t))$ and has Fourier transforms of $\hat{Z}(j \omega)$ and $\hat{W}(j \omega)$.

Suppose $\Pi \in \mathbb{R L}_{\infty}^{\left(n_{z}+n_{w}\right) \times\left(n_{z}+n_{w}\right)}$ is a bounded rational weighting function that defines an IQC, then signals $\boldsymbol{z}$ and $\boldsymbol{w}$ satisfy the frequency domain IQC, $\Pi$, if inequality in (3.16) holds true.

$$
\int_{-\infty}^{\infty}\left[\begin{array}{c}
\hat{Z}(i \omega)  \tag{3.16}\\
\hat{W}(i \omega)
\end{array}\right]^{*} \boldsymbol{\Pi}(i \omega)\left[\begin{array}{c}
\hat{Z}(i \omega) \\
\hat{W}(i \omega)
\end{array}\right] d \omega \geq 0
$$

By factorizing $\boldsymbol{\Pi}(i \omega)=\boldsymbol{\Psi}(i \omega)^{*} \boldsymbol{P} \boldsymbol{\Psi}(i \omega)$, a dynamic filter $(\boldsymbol{\Psi}(i \omega)$ ) and a correlator $(\boldsymbol{P})$ is obtained. Here $\boldsymbol{\Psi}(i \omega)$ is given in state space form as in (3.17) and inputs and outputs of this filter are $\left[\begin{array}{ll}\boldsymbol{w} & \boldsymbol{z}\end{array}\right]^{T}$ and $\boldsymbol{z}_{\psi}$ respectively.

$$
\boldsymbol{\Psi}=\left[\begin{array}{c|c}
\boldsymbol{A}_{\psi} & \boldsymbol{B}_{\psi}  \tag{3.17}\\
\hline \boldsymbol{C}_{\psi} & \boldsymbol{D}_{\psi}
\end{array}\right], \quad \boldsymbol{z}_{\psi}=\boldsymbol{\Psi}\left[\begin{array}{l}
\boldsymbol{d} \\
\boldsymbol{v}
\end{array}\right]
$$

Time domain form of (3.16) can be written in the quadratic form as illustrated in (3.18). Then we can say that signals $\boldsymbol{z}$ and $\boldsymbol{w}$ satisfy the time domain IQC in (3.18).

$$
\begin{equation*}
\int_{0}^{T} \boldsymbol{z}_{\psi}^{T} \boldsymbol{P} \boldsymbol{z}_{\psi} d t \geq 0 \tag{3.18}
\end{equation*}
$$

In this work, J-spectral factorization [65] is used to decompose IQC multipliers. For these multipliers to be valid time domain IQCs, following assumptions has to be satisfied. Assumption 3.1.6 Let IQC multiplier $\Pi$ be partitioned as in (3.19). Then multiplier should satisfy $\Pi_{11}(j \omega) \geq 0$ and $\Pi_{22}(j \omega) \leq 0, \forall \omega \cup\{\infty\}$.

$$
\boldsymbol{\Pi}:=\left[\begin{array}{l|l}
\Pi_{11} & \Pi_{12}  \tag{3.19}\\
\hline \Pi_{21} & \Pi_{22}
\end{array}\right]
$$

Assumption 3.1.7 The uncertainty block has to satisfy $\|\Delta\| \leq 1$. This is ensured by assigning $\boldsymbol{\Pi}_{1}=\operatorname{diag}\left\{\boldsymbol{I}_{n z_{1}},-\boldsymbol{I}_{n w_{1}}\right\}$.

### 3.2 Methodology

This section devices sLMI method to synthesize adjacency matrix $\mathbb{A}$. This is done without uncertainty using the representation given in (6.23) in subsection 3.2.1. Then an uncertainty channel is added to the MAS and an augmented sLMI method is proposed to incorporate IQC analysis along with the performance certification in subsection 3.2.2.

### 3.2.1 Adjacency Matrix Synthesis for Nominal $H_{\infty}$ Performance

Originally, the optimization problem for synthesizing $\mathbb{A}$ is defined formally in (3.20), which is a optimization with a BMI constraint.

$$
\begin{array}{ll}
\operatorname{minimize} & \gamma \\
\text { s. t. } & \boldsymbol{\mathcal { X }} \geq \mathbf{0}  \tag{3.20}\\
& \mathbb{X}^{T} \mathbb{Y}+\mathbb{Y}^{T} \mathbb{X}+\mathbb{Z} \leq \mathbf{0}
\end{array}
$$

This optimization problem can be rewritten using convex-concave decomposition [122]. In this work, a decomposition proposed in [123] is selected. Following this decomposition, left hand side of the BMI constraint given in (3.20) is fractioned into $M_{1}=\mathbb{X}^{T} \mathbb{Y}+\mathbb{Y}^{T} \mathbb{X}$ and $\boldsymbol{M}_{2}=\mathbb{Z}$. Then $\boldsymbol{M}_{1}$ is redefined in a quadratic form as provided in (3.21).

$$
\boldsymbol{M}_{1}=\mathbb{X}^{T} \mathbb{Y}+\mathbb{Y}^{T} \mathbb{X}=\left[\begin{array}{ll}
\mathbb{X}^{T} & \mathbb{Y}^{T}
\end{array}\right]\left[\begin{array}{ll}
\mathbf{0} & \boldsymbol{I}  \tag{3.21}\\
\boldsymbol{I} & \mathbf{0}
\end{array}\right]\left[\begin{array}{l}
\mathbb{X} \\
\mathbb{Y}
\end{array}\right]
$$

The indefinite matrix in the quadratic form is then decomposed into two positive semi-definite matrices, which are calculated as given in (3.22) and leads to a convex and a concave matrix definitions. The decomposition uses generalized left eigenvectors defined
as $\boldsymbol{v}$ and eigenvalues that are diagonally blocked in $\boldsymbol{\lambda}:=\operatorname{diag}(-\boldsymbol{I}, \boldsymbol{I})$ with respective sizes. When the diagonal eigenvalues are separated into two matrices while securing the dimension of the original matrix, equation of (3.22) is obtained.

$$
\left[\begin{array}{ll}
\mathbf{0} & \boldsymbol{I}  \tag{3.22}\\
\boldsymbol{I} & \mathbf{0}
\end{array}\right]=\boldsymbol{v}\left[\begin{array}{ll}
\mathbf{0} & \mathbf{0} \\
\mathbf{0} & \boldsymbol{I}
\end{array}\right] \boldsymbol{v}^{T}-\boldsymbol{v}\left[\begin{array}{ll}
\boldsymbol{I} & \mathbf{0} \\
\mathbf{0} & \mathbf{0}
\end{array}\right] \boldsymbol{v}^{T}
$$

Then, $\boldsymbol{M}_{1}$ can be written using the convex-concave matrix definitions given in (3.22), which is explicitly provided in (3.23).

$$
\begin{align*}
\boldsymbol{M}_{1} & =\boldsymbol{M}_{11}-\boldsymbol{M}_{12}= \\
& {\left[\begin{array}{ll}
\mathbb{X}^{T} & \mathbb{Y}^{T}
\end{array}\right] \boldsymbol{v}\left[\begin{array}{ll}
\mathbf{0} & \mathbf{0} \\
\mathbf{0} & \boldsymbol{I}
\end{array}\right] \boldsymbol{v}^{T}\left[\begin{array}{c}
\mathbb{X} \\
\mathbb{Y}
\end{array}\right] }  \tag{3.23}\\
& -\left[\begin{array}{ll}
\mathbb{X}^{T} & \mathbb{Y}^{T}
\end{array}\right] \boldsymbol{v}\left[\begin{array}{ll}
\boldsymbol{I} & \mathbf{0} \\
\mathbf{0} & \mathbf{0}
\end{array}\right] \boldsymbol{v}^{T}\left[\begin{array}{c}
\mathbb{X} \\
\mathbb{Y}
\end{array}\right]
\end{align*}
$$

Finally BMI constraint given in (3.20) can be collected such that, $\boldsymbol{M}_{11}$ and $\boldsymbol{M}_{2}$ is collected under a single matrix variable, which is named as $\boldsymbol{M}_{11,2}$, and $\boldsymbol{M}_{12}$ is left by itself. Using these matrix definitions, decomposed constraint an optimization problem can be written as provided in (3.24).

$$
\begin{array}{ll}
\operatorname{minimize} & \gamma \\
\text { s. t. } & \boldsymbol{\mathcal { X }} \geq \mathbf{0}  \tag{3.24}\\
& \boldsymbol{M}_{11,2}-\boldsymbol{M}_{12} \leq \mathbf{0}
\end{array}
$$

Recalling that the decision variables for this optimization problem are $\mathcal{X}$ and $\mathbb{A}$, sequential LMI approach requires the initial conditions for these matrix variables to be in a relative interior (strictly feasible ball) to start. This requirement is satisfied by the following strategy. $\mathbb{A}$, which is given by the user can be used as an initial point. Using the standard
optimization problem given in (3.25), we are able to find a strictly feasible initial solution denoted as $\boldsymbol{\mu}^{0}=\left\{\boldsymbol{\mathcal { X }}^{0}, \gamma^{0}\right\}$ for given $\mathbb{A}^{0}$ assuming that such a solution exist for given adjacency matrix. This can be verified easily by checking if cooperative system given in (6.23) is Hurwitz. This automatically ensures that there exists a decision variable $\mathcal{X}$ for the problem defined in (3.25) based on the result given in Theorem 3.1.1. In this equation $\boldsymbol{C}(\boldsymbol{\mathcal { X }})$ represents the set of constraints, which is provided in (6.24).

$$
\begin{array}{ll}
\operatorname{minimize} & \gamma  \tag{3.25}\\
\text { s. t. } & \boldsymbol{C}(\boldsymbol{\mathcal { X }})
\end{array}
$$

The solutions $\mathcal{X}^{0}, \gamma^{0}$ and given initial adjacency $\mathbb{A}^{0}$ is then passed to the sLMI algorithm, which will be expressed in the following text. sLMI approach is an iterative procedure and in the formulations same variable will have its existing solution and future solution. Existing solution of any variable have a superscript $t$ as $\{\cdot\}^{t}$, while future solution will be expressed as is.

Considering the matrix decision variables $\mathbb{X}$ and $\mathbb{Y}$, we can collect the decision variables constructing them within a vector $\boldsymbol{\mu}$ such that $\boldsymbol{\mu}=[\operatorname{vec}(\mathbb{X})$, vec $(\mathbb{Y})]$. Complying with the notation, their existing and future representations are provided as $\boldsymbol{\mu}^{t}$ and $\boldsymbol{\mu}$ respectively. Another point to be expressed here is the partial derivatives of the matrix decision variables at existing solution with respect to $\boldsymbol{\mu}^{t}$. To do that a formal partial derivative of $\mathbb{X}$ is taken as provided in (4.38).

$$
\begin{align*}
\frac{\partial}{\partial \boldsymbol{\mu}^{t}}\{\mathbb{X}\} & =\sum_{i=1}^{n}\left(\eta_{i}-\eta_{i}^{t}\right) \mathbb{X}_{i}^{t}  \tag{3.26}\\
& =\mathbb{X}_{0}+\sum_{i=1}^{n}\left(\eta_{i}\right) \mathbb{X}_{i}-\mathbb{X}_{0}-\sum_{i=1}^{n}\left(\eta_{i}^{t}\right) \mathbb{X}_{i}^{t}
\end{align*}
$$

Clearly, right hand side of the partial derivative is nothing but $\mathbb{X}-\mathbb{X}^{t}$. Same manipulations can be applied to $\mathbb{Y}$ and eventually they can be written as provided in (3.27).

$$
\begin{align*}
& \frac{\partial}{\partial \boldsymbol{\mu}^{t}}\{\mathbb{X}\}=D^{t} \mathbb{X}=\mathbb{X}-\mathbb{X}^{t}  \tag{3.27}\\
& \frac{\partial}{\partial \boldsymbol{\mu}^{t}}\{\mathbb{Y}\}=D^{t} \mathbb{Y}=\mathbb{Y}-\mathbb{Y}^{t}
\end{align*}
$$

Based on what is provided in latter equation, partial derivative of $\boldsymbol{M}_{12}$ is written in (3.28). This is used to linearise $\boldsymbol{M}_{12}$ and relying on the result provided in Lemma 4.1.2, optimization problem given in (3.24) is reformulated as in (3.30).

$$
\begin{align*}
D^{t} \boldsymbol{M}_{12} & =\left[\begin{array}{l}
\mathbb{X} \\
\mathbb{Y}
\end{array}\right]^{T} \boldsymbol{v}\left[\begin{array}{ll}
\boldsymbol{I} & \mathbf{0} \\
\mathbf{0} & \mathbf{0}
\end{array}\right] \boldsymbol{v}^{T}\left[\begin{array}{l}
\mathbb{X}^{t} \\
\mathbb{Y}^{t}
\end{array}\right] \\
& +\left[\mathbb{X}^{t} \mathbb{Y}^{t}\right]^{T} \boldsymbol{v}\left[\begin{array}{ll}
\boldsymbol{I} & \mathbf{0} \\
\mathbf{0} & \mathbf{0}
\end{array}\right] \boldsymbol{v}^{T}\left[\begin{array}{c}
\mathbb{X} \\
\mathbb{Y}
\end{array}\right]  \tag{3.28}\\
& -2\left[\mathbb{X}^{t} \mathbb{Y}^{t}\right]^{T} \boldsymbol{v}\left[\begin{array}{ll}
\boldsymbol{I} & \mathbf{0} \\
\mathbf{0} & \mathbf{0}
\end{array}\right] \boldsymbol{v}^{T}\left[\begin{array}{c}
\mathbb{X}^{t} \\
\mathbb{Y}^{t}
\end{array}\right]
\end{align*}
$$

Linearised $\boldsymbol{M}_{12}$ is denoted as $L \boldsymbol{M}_{12}$ and provided the following equation.

$$
\begin{array}{ll}
\boldsymbol{M}_{12} \geq L \boldsymbol{M}_{12}=\boldsymbol{M}_{12}^{t}+D^{t} \boldsymbol{M}_{12} \\
\text { minimize } & \gamma \\
\text { s.t. } & \boldsymbol{\mathcal { X }} \geq \mathbf{0}  \tag{3.30}\\
& \boldsymbol{M}_{11,2}-L \boldsymbol{M}_{12} \leq \mathbf{0}
\end{array}
$$

Second constraint of the problem defined in (3.30) is a quadratic matrix inequality which can be easily transformed to an LMI constraint using Shur Complement Lemma [125], as given in (3.31).

$$
\boldsymbol{\Phi}=\left[\begin{array}{c|c}
-\boldsymbol{I}  \tag{3.31}\\
{\left[\begin{array}{l}
\mathbb{X} \\
\mathbb{Y}
\end{array}\right]^{T} \boldsymbol{v}\left[\begin{array}{ll}
\mathbf{0} \\
\boldsymbol{I}
\end{array}\right]} & \mathbb{I}] \boldsymbol{v}^{T}\left[\begin{array}{l}
\mathbb{X} \\
\mathbb{Y}
\end{array}\right] \\
\mathbb{Z}-L \boldsymbol{M}_{12}
\end{array}\right] \leq \mathbf{0}
$$

Eventually, optimization problem takes the final form as provided in (3.32).

$$
\begin{array}{ll}
\operatorname{minimize} & \gamma \\
\text { s. t. } & \boldsymbol{\mathcal { X }} \geq \mathbf{0}  \tag{3.32}\\
& \boldsymbol{\Phi} \leq \mathbf{0}
\end{array}
$$

Thus far two optimization problems have been discussed. First one is aimed to find the initial strictly feasible solutions for a given initial adjacency matrix, which are denoted as $\mathcal{X}^{0}, \gamma^{0}$ and $\mathbb{A}^{0}$, respectively and given in (3.25). The second one (see (3.32)) is desired to find solutions to decision variables $\mathcal{X}, \mathbb{A}$ while minimizing $\gamma$ starting from the initial values of $\mathcal{X}^{0}, \gamma^{0}$ and $\mathbb{A}^{0}$, which are passed from the first optimization problem. These two higher level optimization problems are formally provided in Algorithm 1.

```
Algorithm 1 Algorithm to solve problem given in Section 3.2.1
    Optimization 1: Find initial feasible solution for given \(\mathbb{A}^{0}\)
    minimize \(\gamma\)
    for \(\gamma_{\text {error }}>\epsilon\) do
        Compute \(\gamma_{t r y}=\left(\gamma_{u p}-\gamma_{l w}\right) / 2\)
        Compute feasibility of problem given in (3.25) for \(\gamma_{t r y}\)
        if (3.25) is feasible then
                \(\gamma_{u p}=\gamma_{t r y}\)
        else
                \(\gamma_{l w}=\gamma_{t r y}\)
        end if
        Compute \(\gamma_{\text {error }}\)
    end for
```


## End Optimization 1

```
Optimization 2: Start sLMI for given initial solutions to find optimal \(\mathbb{A}^{\text {nom }}\)
Define \(\mathcal{X}^{t}=\mathcal{X}^{0}, \gamma^{t}=\gamma^{0}, \mathbb{A}^{t}=\mathbb{A}^{0}\)
\(\mathrm{i}=1\)
for \(\boldsymbol{\mu}_{\text {err }}>\epsilon_{\mu} \& i<i^{\text {max }}\) do
if \(i=1\) then
\[
\mathcal{X}^{i}=\boldsymbol{\mathcal { X }}^{t}, \gamma^{i}=\gamma^{t}, \mathbb{A}^{i}=\mathbb{A}^{t}
\]
end if
Solve (3.32) using \(\mathcal{X}^{i}, \gamma^{i}, \mathbb{A}^{i}\) to obtain \(\mathcal{X}^{i+1}, \gamma^{i+1}, \mathbb{A}^{i+1}\)
\(\boldsymbol{\mu}^{i}=[\operatorname{vec}(\mathbb{X}), \operatorname{vec}(\mathbb{Y})]\), calculate \(\boldsymbol{\mu}_{\text {err }}=\left|\boldsymbol{\mu}^{i}-\boldsymbol{\mu}^{i-1}\right|\)
if \(\boldsymbol{\mu}_{\text {err }}<\epsilon_{\mu}\) then
break
end if
\[
i=i+1
\]
end for
```

End Optimization 2

This section is dedicated to implement sLMI method in synthesizing $\mathbb{A}$ in terms of nominal $H_{\infty}$ performance. Next section extends this method to include uncertainties in synthesis using IQCs.

### 3.2.2 Robust Adjacency Matrix Synthesis with IQCs

Including IQC analysis requires a modification in system defined in (6.22). Here an uncertainty channel is introduced to the system denoted as $\boldsymbol{S}_{u}$ that results in the state space representation given in (3.33). Here $\boldsymbol{z}_{1}-\boldsymbol{w}_{1}$ and $\boldsymbol{z}_{2}-\boldsymbol{w}_{2}$ channels are designated for uncertainty and performance channels, respectively. Inputs and outputs of the system are $\left[\boldsymbol{w}_{1}^{T} \boldsymbol{w}_{2}^{T} \boldsymbol{w}^{T}\right]^{T}$ and $\left[\boldsymbol{z}_{1}^{T} \boldsymbol{z}_{2}^{T} \boldsymbol{z}^{T}\right]^{T}$, where $\boldsymbol{w}_{1} \in \mathbb{R}^{n_{w_{1}}}, \boldsymbol{w}_{2} \in \mathbb{R}^{n_{w_{2}}}, \boldsymbol{w} \in \mathbb{R}^{n_{w}}, \boldsymbol{z}_{1} \in$ $\mathbb{R}^{n z_{1}}, \boldsymbol{z}_{2} \in \mathbb{R}^{n z_{2}}$ and $\boldsymbol{z} \in \mathbb{R}^{n_{z}}$. State vector of the system has a dimension of $\boldsymbol{x} \in \mathbb{R}^{n x_{s}}$. $\boldsymbol{z}_{1}-\boldsymbol{w}_{1}$ channel is included in the system to transfer spatial information of the MAS that is shared between the agents to uncertainty block. Therefore it is just a feed forward channel and matrices within is defined as $\boldsymbol{C}_{1}=\mathbf{0} \in \mathbb{R}^{n z_{1}, n x_{s}}, \boldsymbol{D}_{11}=\mathbf{0} \in \mathbb{R}^{n z_{1}, n w_{1}}$, $\boldsymbol{D}_{12}=\mathbf{0} \in \mathbb{R}^{n z_{1}, n w_{2}}$ and $\boldsymbol{E}_{1}=\boldsymbol{I} \in \mathbb{R}^{n z_{1}, n w}$. Graphical representation of the MAS is given in Figure 3.3.

$$
\left[\begin{array}{c}
\dot{\boldsymbol{x}}  \tag{3.33}\\
\hline \boldsymbol{z}_{1} \\
\boldsymbol{z}_{2} \\
\boldsymbol{z}
\end{array}\right]=\left[\begin{array}{c|ccc}
\boldsymbol{A} & \boldsymbol{B}_{1} & \boldsymbol{B}_{2} & \boldsymbol{B} \\
\hline \boldsymbol{C}_{1} & \boldsymbol{D}_{11} & \boldsymbol{D}_{12} & \boldsymbol{E}_{1} \\
\boldsymbol{C}_{2} & \boldsymbol{D}_{21} & \boldsymbol{D}_{22} & \boldsymbol{E}_{2} \\
\boldsymbol{C} & \boldsymbol{F}_{1} & \boldsymbol{F}_{2} & \mathbf{0}
\end{array}\right]\left[\begin{array}{c}
\boldsymbol{x} \\
\hline \boldsymbol{w}_{1} \\
\boldsymbol{w}_{2} \\
\boldsymbol{w}
\end{array}\right]
$$

Given the uncertainty set $\Delta$, satisfying the assumptions given in Section 3.1.5, multipliers within the uncertainty set $\boldsymbol{\Delta}=\left(\boldsymbol{\Pi}_{k}, k=1, \cdots, M\right)$ can be factorized as $\left(\boldsymbol{\Psi}_{k}, \boldsymbol{P}_{k}\right)$, which are given in (3.34).


Figure 3.3. Interconnection of agents and lumped representation of MAS $\boldsymbol{H}=$ $\mathcal{F}_{U}\left(\mathcal{F}_{L}\left(\boldsymbol{S}_{u}, \mathbb{A}\right), \boldsymbol{\Delta}\right)$.

$$
\begin{aligned}
\boldsymbol{\Psi}_{k} & =\left[\begin{array}{c|cc}
\boldsymbol{A}_{\psi_{k}} & \boldsymbol{B}_{\psi_{k}, w_{1}} & \boldsymbol{B}_{\psi_{k}, z_{1}} \\
\hline \boldsymbol{C}_{\psi_{k}} & \boldsymbol{D}_{\psi_{k}, w_{1}} & \boldsymbol{D}_{\psi_{k}, z_{1}}
\end{array}\right] \\
& =\left[\begin{array}{c|cc}
\boldsymbol{A}_{\psi} & \boldsymbol{B}_{\psi_{k}, w_{1}} & \boldsymbol{B}_{\psi_{k}, z_{1}} \\
\hline \boldsymbol{C}_{\psi_{k}(1)} & \boldsymbol{D}_{\psi_{k}(1), w_{1}} & \boldsymbol{D}_{\psi_{k}(1), z_{1}} \\
\boldsymbol{C}_{\psi_{k}(2)} & \boldsymbol{D}_{\psi_{k}(2), w_{1}} & \boldsymbol{D}_{\psi_{k}(2), z_{1}}
\end{array}\right] \\
\boldsymbol{P}_{k} & =\left[\right]
\end{aligned}
$$

System $\boldsymbol{S}_{u}$ given in (3.33) is extended using $\boldsymbol{\Psi}_{k}$ as defined in Figure 3.4.Extended state space definition for the group of vehicles is denoted as $\boldsymbol{S}_{E}$ and given in (3.35).
$\boldsymbol{S}_{E}:=\left[\begin{array}{cccc|ccc}\boldsymbol{A} & \mathbf{0} & \cdots & \mathbf{0} & \boldsymbol{B}_{1} & \boldsymbol{B}_{2} & \boldsymbol{B} \\ \mathbf{0} & \boldsymbol{A}_{\psi_{1}} & \cdots & \mathbf{0} & \boldsymbol{B}_{\psi_{1}, w_{1}} & \mathbf{0} & \boldsymbol{B}_{\psi_{1}, z_{1}} \boldsymbol{E}_{1} \\ \vdots & \mathbf{0} & \ddots & \mathbf{0} & \vdots & \vdots & \vdots \\ \mathbf{0} & \mathbf{0} & \cdots & \boldsymbol{A}_{\psi_{M}} & \boldsymbol{B}_{\psi_{M}, w_{1}} & \mathbf{0} & \boldsymbol{B}_{\psi_{M}, z_{1}} \boldsymbol{E}_{1} \\ \hline \mathbf{0} & \boldsymbol{C}_{\psi_{1}} & \cdots & \mathbf{0} & \boldsymbol{D}_{\psi_{1}, w_{1}} & \mathbf{0} & \boldsymbol{D}_{\psi_{1}, z_{1}} \boldsymbol{E}_{1} \\ \vdots & \mathbf{0} & \ddots & \mathbf{0} & \vdots & \vdots & \vdots \\ \mathbf{0} & \mathbf{0} & \cdots & \boldsymbol{C}_{\psi_{M}} & \boldsymbol{D}_{\psi_{M}, w_{1}} & \mathbf{0} & \boldsymbol{D}_{\psi_{M}, z_{1}} \boldsymbol{E}_{1} \\ \boldsymbol{C} & \mathbf{0} & \cdots & \mathbf{0} & \boldsymbol{D}_{21} & \boldsymbol{D}_{22} & \boldsymbol{E}_{2} \\ \boldsymbol{C} & \mathbf{0} & \cdots & \mathbf{0} & \boldsymbol{F}_{1} & \boldsymbol{F}_{2} & \mathbf{0}\end{array}\right]$

As clearly seen in (3.35), number of multipliers increase the size of composite state and output vectors such that composite state vector is
$\boldsymbol{\zeta}^{T}:=\left[\boldsymbol{x}^{T}, \boldsymbol{x}_{\psi, 1}^{T}, \cdots, \boldsymbol{x}_{\psi, M}^{T}\right]^{T} \in \mathbb{R}^{n x+n x_{p s i, 1}+\cdots+n x_{p s i, M}}$ and $\boldsymbol{z}_{e}^{T}:=\left[\boldsymbol{z}_{2}^{T}, \boldsymbol{z}_{\psi, 1}^{T}, \cdots, \boldsymbol{z}_{\psi, M}^{T}\right]^{T} \in \mathbb{R}^{n z_{2}+n z_{p s i, 1}+\cdots+n z_{p s i, M}}$. To simplify this representation, $\boldsymbol{S}_{E}$ is rewritten as provided in (3.36), where $\boldsymbol{A}_{\psi_{K}}:=\operatorname{diag}\left\{\boldsymbol{A}_{\psi_{k}}\right\}_{k=1}^{M}, \boldsymbol{C}_{\psi_{K}}:=\operatorname{diag}\left\{\boldsymbol{C}_{\psi_{k}}\right\}_{k=1}^{M}$, $\boldsymbol{B}_{\psi_{K}, w_{1}}:=\operatorname{col}\left\{\boldsymbol{B}_{\psi_{k}, w_{1}}\right\}_{k=1}^{M}, \boldsymbol{D}_{\psi_{K}, w_{1}}:=\operatorname{col}\left\{\boldsymbol{D}_{\psi_{k}, w_{1}}\right\}_{k=1}^{M}, \boldsymbol{B}_{\psi_{K}, z_{1}} \boldsymbol{E}_{1}:=\operatorname{col}\left\{\boldsymbol{B}_{\psi_{k}, z_{1}} \boldsymbol{E}_{1}\right\}_{k=1}^{M}$ and $\boldsymbol{D}_{\psi_{K}, z_{1}} \boldsymbol{E}_{1}:=\operatorname{col}\left\{\boldsymbol{D}_{\psi_{k}, z_{1}} \boldsymbol{E}_{1}\right\}_{k=1}^{M}$. Likewise, $\boldsymbol{B}_{\psi_{K}, z_{1}} \boldsymbol{E}_{1} \mathbb{A} \boldsymbol{C}:=\operatorname{col}\left\{\boldsymbol{B}_{\psi_{k}, z_{1}} \boldsymbol{E}_{1} \mathbb{A} \boldsymbol{C}\right\}_{k=1}^{M}$ and $\boldsymbol{D}_{\psi_{K}, z_{1}} \boldsymbol{E}_{1} \mathbb{A} \boldsymbol{C}:=\operatorname{col}\left\{\boldsymbol{D}_{\psi_{k}, z_{1}} \boldsymbol{E}_{1} \mathbb{A} \boldsymbol{C}\right\}_{k=1}^{M}$.

$$
\boldsymbol{S}_{E}:=\left[\begin{array}{cc|ccc}
\boldsymbol{A} & \mathbf{0} & \boldsymbol{B}_{1} & \boldsymbol{B}_{2} & \boldsymbol{B}  \tag{3.36}\\
\mathbf{0} & \boldsymbol{A}_{\psi_{K}} & \boldsymbol{B}_{\psi_{K}, w_{1}} & \mathbf{0} & \boldsymbol{B}_{\psi_{K}, z_{1}} \boldsymbol{E}_{1} \\
\hline \mathbf{0} & \boldsymbol{C}_{\psi_{K}} & \boldsymbol{D}_{\psi_{K}, w_{1}} & \mathbf{0} & \boldsymbol{D}_{\psi_{K}, z_{1}} \boldsymbol{E}_{1} \\
\boldsymbol{C}_{2} & \mathbf{0} & \boldsymbol{D}_{21} & \boldsymbol{D}_{22} & \boldsymbol{E}_{2} \\
\boldsymbol{C} & \mathbf{0} & \boldsymbol{F}_{1} & \boldsymbol{F}_{2} & \mathbf{0}
\end{array}\right]
$$

MAS can then be constructed by $\boldsymbol{w}=\mathbb{A} \boldsymbol{z}$. This creates the system $\boldsymbol{H}_{E, K}$, which is provided in (3.37).

$$
\begin{align*}
& \boldsymbol{H}_{E, K}:=\left[\begin{array}{c|cc}
\mathcal{A}_{K} & \mathcal{B}_{K, 1} & \mathcal{B}_{K, 2} \\
\hline \mathcal{C}_{K_{\psi}} & \mathcal{D}_{K_{\psi, 1}} & \mathcal{D}_{K_{\psi, 2}} \\
\mathcal{C}_{K} & \mathcal{D}_{K, 1} & \mathcal{D}_{K, 2}
\end{array}\right]  \tag{3.37}\\
& \mathcal{A}_{K}=\left[\begin{array}{cc}
\boldsymbol{A}+\boldsymbol{B} \mathbb{A} \boldsymbol{C} & \mathbf{0} \\
\boldsymbol{B}_{\psi_{K}, z_{1}} \boldsymbol{E}_{1} \mathbb{A} \boldsymbol{C} & \boldsymbol{A}_{\psi_{K}}
\end{array}\right] \\
& \mathcal{B}_{K, 1}=\left[\begin{array}{c}
\boldsymbol{B}_{1}+\boldsymbol{B} \mathbb{A} \boldsymbol{F}_{1} \\
\boldsymbol{B}_{\psi_{K}, w_{1}}+\boldsymbol{B}_{\psi_{K}, z_{1}} \boldsymbol{E}_{1} \mathbb{A} \boldsymbol{F}_{1}
\end{array}\right] \\
& \mathcal{B}_{K, 2}=\left[\begin{array}{c}
\boldsymbol{B}_{2}+\boldsymbol{B} \mathbb{A} \boldsymbol{F}_{2} \\
\boldsymbol{B}_{\psi_{K}, z_{1}} \boldsymbol{E}_{1} \mathbb{A} \boldsymbol{F}_{2}
\end{array}\right]  \tag{3.38}\\
& {\left[\begin{array}{c}
\mathcal{C}_{K_{\psi}} \\
\mathcal{C}_{K}
\end{array}\right]=\left[\begin{array}{cc}
\boldsymbol{D}_{\psi_{K}, z_{1}} \boldsymbol{E}_{1} \mathbb{A} \boldsymbol{C} & \boldsymbol{C}_{\psi_{K}} \\
\boldsymbol{C}_{2}+\boldsymbol{E}_{2} \mathbb{A} \boldsymbol{C} & \mathbf{0}
\end{array}\right]} \\
& {\left[\begin{array}{c}
\mathcal{D}_{K_{\psi, 1}} \\
\mathcal{D}_{K, 1}
\end{array}\right]=\left[\begin{array}{c}
\boldsymbol{B}_{\psi_{K}, w_{1}}+\boldsymbol{B}_{\psi_{K}, z_{1}} \boldsymbol{E}_{1} \mathbb{A} \boldsymbol{F}_{1} \\
\boldsymbol{D}_{21}+\boldsymbol{E}_{2} \mathbb{A} \boldsymbol{F}_{1}
\end{array}\right]} \\
& {\left[\begin{array}{c}
\mathcal{D}_{K_{\psi, 2}} \\
\mathcal{D}_{K, 2}
\end{array}\right]=\left[\begin{array}{c}
\boldsymbol{B}_{\psi_{K}, z_{1}} \boldsymbol{E}_{1} \mathbb{A} \boldsymbol{F}_{2} \\
\boldsymbol{D}_{22}+\boldsymbol{E}_{2} \mathbb{A} \boldsymbol{F}_{2}
\end{array}\right]}
\end{align*}
$$



Figure 3.4. a) Extended $\boldsymbol{S}_{E}$ to include filter $\boldsymbol{\Psi}$. b) Extended cooperative system is created with $\mathbb{A}$.

Robust stability of $\boldsymbol{H}_{E, K}$ is certificated by robust performance of the system, $\boldsymbol{H}_{E, \lambda}$, that originates from $S$, which is extended with a combined multiplier $\Pi_{\lambda}$. This multiplier is defined as $\Pi_{\lambda}:=\sum_{k=1}^{M} \lambda_{k} \Pi_{k}$ and can be factorized using the factorization given in work [44], which yields $\left(\boldsymbol{\Psi}_{\lambda}, \boldsymbol{P}_{\lambda}\right)$ as given in (3.39).

$$
\begin{align*}
\boldsymbol{\Psi}_{\lambda} & =\left[\begin{array}{c|cc}
\boldsymbol{A}_{\psi_{\lambda}} & \boldsymbol{B}_{\psi_{\lambda}, w_{1}} & \boldsymbol{B}_{\psi_{\lambda}, z_{1}} \\
\hline \boldsymbol{C}_{\psi_{\lambda}} & \boldsymbol{D}_{\psi_{\lambda}, w_{1}} & \boldsymbol{D}_{\psi_{\lambda}, z_{1}}
\end{array}\right] \\
& =\left[\begin{array}{c|cc}
\boldsymbol{A}_{\psi} & \boldsymbol{B}_{\psi_{\lambda}, w_{1}} & \boldsymbol{B}_{\psi_{\lambda}, z_{1}} \\
\hline \boldsymbol{C}_{\psi_{\lambda}(1)} & \boldsymbol{D}_{\psi_{\lambda}(1), w_{1}} & \boldsymbol{D}_{\psi_{\lambda}(1), z_{1}} \\
\boldsymbol{C}_{\psi_{\lambda}(2)} & \boldsymbol{D}_{\psi_{\lambda}(2), w_{1}} & \boldsymbol{D}_{\psi_{\lambda}(2), z_{1}}
\end{array}\right]  \tag{3.39}\\
\boldsymbol{P}_{\lambda} & =\left[\begin{array}{c|c}
\boldsymbol{I}_{\left(n w_{1}, n w_{1}\right)} & \mathbf{0} \\
\hline \mathbf{0} & -\boldsymbol{I}_{\left(n z_{1}, n z_{1}\right)}
\end{array}\right]
\end{align*}
$$

Specifically, $\boldsymbol{H}_{E, \lambda}$ is obtained by extending $\boldsymbol{S}$ with combined multiplier $\boldsymbol{\Pi}_{\lambda}$ and connecting agents with each other through $\mathbb{A}$ as in Figure 3.4. This yields the state space definition for $\boldsymbol{H}_{E, \lambda}$ as given in (3.40).

$$
\begin{aligned}
& \boldsymbol{H}_{E, \lambda}:=\left[\begin{array}{c|cc}
\mathcal{A}_{\lambda} & \mathcal{B}_{\lambda, 1} & \mathcal{B}_{\lambda, 2} \\
\hline \mathcal{C}_{\lambda_{\psi}} & \mathcal{D}_{\lambda_{\psi, 1}} & \mathcal{D}_{\lambda_{\psi, 2}} \\
\mathcal{C}_{\lambda} & \mathcal{D}_{\lambda, 1} & \mathcal{D}_{\lambda, 2}
\end{array}\right] \\
& =\left[\begin{array}{c|cc}
\mathcal{A}_{\lambda} & \mathcal{B}_{\lambda, 1} & \mathcal{B}_{\lambda, 2} \\
\hline \mathcal{C}_{\lambda_{\psi}}(1) & \mathcal{D}_{\lambda_{\psi, 1}}(1) & \mathcal{D}_{\lambda_{\psi, 2}}(1) \\
\mathcal{C}_{\lambda_{\psi}}(2) & \mathcal{D}_{\lambda_{\psi, 1}}(2) & \mathcal{D}_{\lambda_{\psi, 2}}(2) \\
\mathcal{C}_{\lambda} & \mathcal{D}_{\lambda, 1} & \mathcal{D}_{\lambda, 2}
\end{array}\right] \\
& \mathcal{A}_{\lambda}=\left[\begin{array}{cc}
\boldsymbol{A}+\boldsymbol{B} \mathbb{A} \boldsymbol{C} & \mathbf{0} \\
\boldsymbol{B}_{\psi_{\lambda}, z_{1}} \boldsymbol{E}_{1} \mathbb{A} \boldsymbol{C} & \boldsymbol{A}_{\psi_{\lambda}}
\end{array}\right] \\
& \mathcal{B}_{\lambda, 1}=\left[\begin{array}{c}
\boldsymbol{B}_{1}+\boldsymbol{B} \mathbb{A} \boldsymbol{F}_{1} \\
\boldsymbol{B}_{\psi_{\lambda}, w_{1}}+\boldsymbol{B}_{\psi_{\lambda}, z_{1}} \boldsymbol{E}_{1} \mathbb{A} \boldsymbol{F}_{1}
\end{array}\right] \\
& \mathcal{B}_{\lambda, 2}=\left[\begin{array}{c}
\boldsymbol{B}_{2} \boldsymbol{B} \mathbb{A} \boldsymbol{F}_{2} \\
\boldsymbol{B}_{\psi_{\lambda}, z_{1}} \boldsymbol{E}_{1} \mathbb{A} \boldsymbol{F}_{2}
\end{array}\right] \\
& {\left[\begin{array}{c}
\mathcal{C}_{\lambda_{\psi}} \\
\mathcal{C}_{K}
\end{array}\right]=\left[\begin{array}{cc}
\boldsymbol{D}_{\psi_{\lambda}, z_{1}} \boldsymbol{E}_{1} \mathbb{A} \boldsymbol{C} & \boldsymbol{C}_{\psi_{\lambda}} \\
\boldsymbol{C}_{2} \boldsymbol{E}_{2} \mathbb{A} \boldsymbol{C} & \mathbf{0}
\end{array}\right]} \\
& {\left[\begin{array}{c}
\mathcal{D}_{\lambda_{\psi, 1}} \\
\mathcal{D}_{\lambda, 1}
\end{array}\right]=\left[\begin{array}{c}
\boldsymbol{B}_{\psi_{\lambda}, w_{1}}+\boldsymbol{B}_{\psi_{\lambda}, z_{1}} \boldsymbol{E}_{1} \mathbb{A} \boldsymbol{F}_{1} \\
\boldsymbol{D}_{21}+\boldsymbol{E}_{2} \mathbb{A} \boldsymbol{F}_{1}
\end{array}\right]} \\
& {\left[\begin{array}{c}
\mathcal{D}_{\lambda_{\psi, 2}} \\
\mathcal{D}_{\lambda, 2}
\end{array}\right]=\left[\begin{array}{l}
\boldsymbol{B}_{\psi_{\lambda}, z_{1}} \boldsymbol{E}_{1} \mathbb{A} \boldsymbol{F}_{2} \\
\boldsymbol{D}_{22}+\boldsymbol{E}_{2} \mathbb{A} \boldsymbol{F}_{2}
\end{array}\right]}
\end{aligned}
$$

Theorem 3.2.1 [65] Assuming upper LFT of $(\boldsymbol{S}, \boldsymbol{\Delta})$ is well posed and $\left\{\lambda_{k}\right\}_{k=1}^{M}$ satisfies the assumptions given in Section 3.1.5. Let $\gamma>0$ and $\lambda_{1} \in \mathbb{R}_{++}$and $\lambda_{k>1} \in \mathbb{R}_{+}$. Let $\Pi_{k}$ has a factorization $\left(\boldsymbol{\Psi}_{k}, \boldsymbol{P}_{k}\right)$, where $\boldsymbol{\Psi}_{k}$ is stable and $\boldsymbol{\Pi}_{\lambda}:=\sum_{k=1}^{M} \lambda_{k} \boldsymbol{\Pi}_{k}$ has a J-Spectral
factorization as $\left(\boldsymbol{\Psi}_{\lambda}, \boldsymbol{P}_{\lambda}\right)$ based on the results given in work [44]. Let $\boldsymbol{r}_{k}\left(\star_{K_{\psi}}\right)$ denote regarding rows of $\star_{K_{\psi}}$. Then following are equivalent.

1. $\boldsymbol{H}_{E, K}$ achieves robust performance of $\gamma$ if the matrix inequality in (3.42) holds true for $\mathcal{X}_{K}^{T}=\mathcal{X}_{K} \in \mathbb{R}^{n_{S}+n_{\psi}}$, scalar $\left\{\lambda_{k}\right\}_{k=1}^{M}$ and $\gamma$.

$$
\begin{align*}
& \mathcal{X}_{K} \geq \mathbf{0} \\
& \begin{array}{c}
{\left[\begin{array}{c}
\mathcal{X}_{K} \\
\mathbf{0} \\
\mathbf{0}
\end{array}\right]\left[\begin{array}{lll}
\mathcal{A}_{K} & \mathcal{B}_{K, 1} & \mathcal{B}_{K, 2}
\end{array}\right]+} \\
{\left[\begin{array}{c}
\mathcal{A}_{K}^{T} \\
\mathcal{B}_{K, 1}^{T} \\
\mathcal{B}_{K, 2}^{T}
\end{array}\right]\left[\begin{array}{lll}
\mathcal{X}_{K} & \mathbf{0} & \mathbf{0}
\end{array}\right]+}
\end{array}  \tag{3.42}\\
& {\left[\begin{array}{cc}
\mathcal{C}_{K}^{T} & \mathbf{0} \\
\mathcal{D}_{K, 1}^{T} & \mathbf{0} \\
\mathcal{D}_{K, 2}^{T} & \gamma \boldsymbol{I}
\end{array}\right] \boldsymbol{P}_{p}\left[\begin{array}{ccc}
\mathcal{C}_{K} & \mathcal{D}_{K, 1} & \mathcal{D}_{K, 2} \\
\mathbf{0} & \mathbf{0} & \gamma \boldsymbol{I}
\end{array}\right]+} \\
& \sum_{k=1}^{M} \lambda_{k}\left[\begin{array}{c}
\boldsymbol{r}_{k}\left(\mathcal{C}_{K_{\psi}}\right)^{T} \\
\boldsymbol{r}_{k}\left(\mathcal{D}_{K_{\psi, 1}}\right)^{T} \\
\boldsymbol{r}_{k}\left(\mathcal{D}_{K_{\psi, 2}}\right)^{T}
\end{array}\right] \boldsymbol{P}_{k}\left[\begin{array}{c}
\boldsymbol{r}_{k}\left(\mathcal{C}_{K_{\psi}}\right)^{T} \\
\boldsymbol{r}_{k}\left(\mathcal{D}_{K_{\psi, 1}}\right)^{T} \\
\boldsymbol{r}_{k}\left(\mathcal{D}_{K_{\psi, 2}}\right)^{T}
\end{array}\right]^{T} \leq \mathbf{0}
\end{align*}
$$

2. $\boldsymbol{H}_{E, \lambda}$ achieves robust performance of $\gamma$ if the matrix inequality in (3.43) holds true for $\mathcal{X}_{\lambda}^{T}=\mathcal{X}_{\lambda} \in \mathbb{R}^{n x_{S}+n x_{\psi, \lambda}}$ and $\gamma$, where $\boldsymbol{P}_{p}=\operatorname{diag}(\boldsymbol{I},-\boldsymbol{I}) \in \mathbb{R}^{\left(n z_{2}+n w_{2}, n z_{2}+n w_{2}\right)}$.

$$
\begin{align*}
& \mathcal{X}_{\lambda} \geq \mathbf{0} \\
& {\left[\begin{array}{c}
\mathcal{X}_{\lambda} \\
\mathbf{0} \\
\mathbf{0}
\end{array}\right]\left[\begin{array}{lll}
\mathcal{A}_{\lambda} & \mathcal{B}_{\lambda, 1} & \mathcal{B}_{\lambda, 2}
\end{array}\right]+} \\
& {\left[\begin{array}{c}
\mathcal{A}_{\lambda}^{T} \\
\mathcal{B}_{\lambda, 1}^{T} \\
\mathcal{B}_{\lambda, 2}^{T}
\end{array}\right]\left[\begin{array}{lll}
\mathcal{X}_{\lambda} & \mathbf{0} & \mathbf{0}
\end{array}\right]+}  \tag{3.43}\\
& {\left[\begin{array}{cc}
\mathcal{C}_{\lambda}^{T} & \mathbf{0} \\
\mathcal{D}_{\lambda, 1}^{T} & \mathbf{0} \\
\mathcal{D}_{\lambda, 2}^{T} & \gamma \boldsymbol{I}
\end{array}\right] \boldsymbol{P}_{p}\left[\begin{array}{ccc}
\mathcal{C}_{\lambda} & \mathcal{D}_{\lambda, 1} & \mathcal{D}_{\lambda, 2} \\
\mathbf{0} & \mathbf{0} & \gamma \boldsymbol{I}
\end{array}\right]+} \\
& {\left[\begin{array}{c}
\mathcal{C}_{\lambda_{\psi}}^{T} \\
\mathcal{D}_{\lambda_{\psi, 1}}^{T} \\
\mathcal{D}_{\lambda_{\psi, 2}}^{T}
\end{array}\right] \boldsymbol{P}_{\lambda}\left[\begin{array}{c}
\mathcal{C}_{\lambda_{\psi}}^{T} \\
\mathcal{D}_{\lambda_{\psi, 1}}^{T} \\
\mathcal{D}_{\lambda_{\psi, 2}}^{T}
\end{array}\right]^{T} \leq \mathbf{0}}
\end{align*}
$$

Proof 3.2.2 (Proof of the Theorem 3.2.1) Proof is provided in work [65].
Theorem 3.2.1 ensures that $\boldsymbol{H}_{E, K}$ is a dissipative system and has a valid storage function $V(\boldsymbol{x}(t))=\boldsymbol{x}^{T}(t) \mathcal{X}_{K} \boldsymbol{x}(t)$. Ensuring this allows the proceeding analysis to obtain a BMI inequality. By investigating (3.37), one can see that $\boldsymbol{H}_{E, k}$ is affine function of $\mathbb{A}$ and inequality given in (3.42) contains bilinear terms. To investigate this inequality, matrix variables are renamed as in (3.44). Here scalar $\left\{\lambda_{k}\right\}_{k=1}^{M} \geq 0$, therefore a new variable $\mu_{k}=\sqrt{\lambda_{k}}$ can be defined without loss of generality.

$$
\begin{align*}
\mathbb{X}_{K}\left(\boldsymbol{\mathcal { X }}_{K}\right) & =\left[\begin{array}{lll}
\boldsymbol{\mathcal { X }}_{K} & \mathbf{0} & \mathbf{0}
\end{array}\right] \\
\mathbb{Y}_{K}(\mathbb{A}) & =\left[\begin{array}{lll}
\mathcal{A}_{K} & \mathcal{B}_{K, 1} & \mathcal{B}_{K, 2}
\end{array}\right] \\
\mathbb{R}_{K}\left(\mathbb{A}, \lambda_{k}\right) & =\mu_{k}\left[\begin{array}{lll}
\boldsymbol{C}_{K_{\psi}}(1) & \boldsymbol{D}_{K_{\psi}, z_{1}}(1) & \boldsymbol{D}_{K_{\psi}, w_{1}}(1)
\end{array}\right] \\
\mathbb{Q}_{K}(\gamma) & =\left[\begin{array}{lll}
\mathbf{0} & \mathbf{0} & \gamma \boldsymbol{I}
\end{array}\right]  \tag{3.44}\\
\mathbb{P}_{K}(\mathbb{A}) & =\left[\begin{array}{lll}
\mathcal{C}_{K} & \mathcal{D}_{K, 1} & \mathcal{D}_{K, 2}
\end{array}\right] \\
\mathbb{L}_{K}\left(\mathbb{A}, \lambda_{k}\right) & =\mu_{k}\left[\begin{array}{lll}
\boldsymbol{C}_{K_{\psi}}(2) & \boldsymbol{D}_{K_{\psi}, z_{1}}(2) & \boldsymbol{D}_{K_{\psi}, w_{1}}(2)
\end{array}\right]
\end{align*}
$$

Similar to Section 3.2.1, second inequality in (3.42) can be rewritten as in (3.46). This is done by representing correlation matrices $\boldsymbol{P}_{p}$ and $\boldsymbol{P}_{K}$ with an inverted eigenvalue decomposition of an indefinite matrix as described in (3.45). Here $\boldsymbol{w}$ is the left eigenvector with the respective size. Specifically, eigenvectors related to $\boldsymbol{P}_{p}$ and $\boldsymbol{P}_{K}$ can be denoted as $\boldsymbol{w}_{p}$ and $\boldsymbol{w}_{K}$.

$$
\begin{align*}
{\left[\begin{array}{ll}
\mathbf{0} & \boldsymbol{I} \\
\boldsymbol{I} & \mathbf{0}
\end{array}\right] } & =\boldsymbol{w}\left[\begin{array}{cc}
\boldsymbol{I} & \mathbf{0} \\
\mathbf{0} & -\boldsymbol{I}
\end{array}\right] \boldsymbol{w}^{T} \\
{\left[\begin{array}{cc}
\boldsymbol{I} & 0 \\
\boldsymbol{0} & -\boldsymbol{I}
\end{array}\right] } & =\boldsymbol{w}^{T}\left[\begin{array}{ll}
\boldsymbol{0} & \boldsymbol{I} \\
\boldsymbol{I} & \mathbf{0}
\end{array}\right] \boldsymbol{w} \tag{3.45}
\end{align*}
$$

Redefining correlation matrices results in an inequality (3.46).

$$
\begin{align*}
& \quad\left[\begin{array}{l}
\mathbb{X}_{K} \\
\mathbb{Y}_{K}
\end{array}\right]^{T}\left[\begin{array}{l|l}
\mathbf{0} & \boldsymbol{I} \\
\hline \boldsymbol{I} & \mathbf{0}
\end{array}\right]\left[\begin{array}{l}
\mathbb{X}_{K} \\
\mathbb{Y}_{K}
\end{array}\right]+ \\
& {\left[\begin{array}{l}
\mathbb{P}_{K} \\
\mathbb{Q}_{K}
\end{array}\right]^{T} \boldsymbol{w}_{p}^{T}\left[\begin{array}{l|l}
\mathbf{0} & \boldsymbol{I} \\
\hline \boldsymbol{I} & \mathbf{0}
\end{array}\right] \boldsymbol{w}_{p}\left[\begin{array}{l}
\mathbb{P}_{K} \\
\mathbb{Q}_{K}
\end{array}\right]+}  \tag{3.46}\\
& {\left[\begin{array}{l}
\mathbb{R}_{K} \\
\mathbb{L}_{K}
\end{array}\right]^{T} \boldsymbol{w}_{K}^{T}\left[\begin{array}{l|l}
\mathbf{0} & \boldsymbol{I} \\
\hline \boldsymbol{I} & \mathbf{0}
\end{array}\right] \boldsymbol{w}_{K}\left[\begin{array}{l}
\mathbb{R}_{K} \\
\mathbb{L}_{K}
\end{array}\right] \leq \mathbf{0}}
\end{align*}
$$

This inequality can further be simplified to the inequality in (3.48) using the matrix variables defined as in (3.47). Finally, matrix variables are collected in a single matrix variable called as $\mathbb{H}$ and leads to a concise representation of the inequality as provided in (3.51). Partitioning of the variable $\mathbb{H}$ is provided in (3.50).

$$
\begin{align*}
& {\left[\begin{array}{c}
\overline{\mathbb{P}}_{\lambda} \\
\overline{\mathbb{Q}}_{K}
\end{array}\right]=\boldsymbol{w}_{p}\left[\begin{array}{l}
\mathbb{P}_{K} \\
\mathbb{Q}_{K}
\end{array}\right]\left[\begin{array}{l}
\overline{\mathbb{R}}_{K} \\
\overline{\mathbb{L}}_{K}
\end{array}\right]=\boldsymbol{w}_{K}\left[\begin{array}{l}
\mathbb{R}_{K} \\
\mathbb{L}_{K}
\end{array}\right] }  \tag{3.47}\\
& {\left[\begin{array}{l}
\mathbb{X}_{K} \\
\mathbb{Y}_{K}
\end{array}\right]^{T}\left[\begin{array}{l|l}
\mathbf{0} & \boldsymbol{I} \\
\hline \boldsymbol{I} & \mathbf{0}
\end{array}\right]\left[\begin{array}{l}
\mathbb{X}_{K} \\
\mathbb{Y}_{K}
\end{array}\right]+} \\
& {\left[\begin{array}{l}
\overline{\mathbb{P}}_{K} \\
\overline{\mathbb{Q}}_{K}
\end{array}\right]^{T}\left[\begin{array}{l|l}
\mathbf{0} & \boldsymbol{I} \\
\hline \boldsymbol{I} & \mathbf{0}
\end{array}\right]\left[\begin{array}{l}
\overline{\mathbb{P}}_{K} \\
\overline{\mathbb{Q}}_{K}
\end{array}\right]+}  \tag{3.48}\\
& {\left[\begin{array}{l}
\overline{\mathbb{R}}_{K} \\
\overline{\mathbb{L}}_{K}
\end{array}\right]^{T}\left[\begin{array}{l|l}
\mathbf{0} & \boldsymbol{I} \\
\hline \boldsymbol{I} & \mathbf{0}
\end{array}\right]\left[\begin{array}{l}
\overline{\mathbb{R}}_{K} \\
\overline{\mathbb{L}}_{K}
\end{array}\right] \leq \mathbf{0} }
\end{align*}
$$

$$
\left.\begin{array}{rl}
{\left[\begin{array}{c}
\overline{\mathbb{R}}_{K} \\
\overline{\mathbb{P}}_{K} \\
\mathbb{X}_{K} \\
\hline \mathbb{Y}_{K} \\
\overline{\mathbb{Q}}_{K} \\
\overline{\mathbb{L}}_{K}
\end{array}\right]^{T}\left[\begin{array}{lll|lll}
\mathbf{0} & \mathbf{0} & \mathbf{0} & \boldsymbol{I} & \mathbf{0} & \mathbf{0} \\
\mathbf{0} & \mathbf{0} & \mathbf{0} & \mathbf{0} & \boldsymbol{I} & \mathbf{0} \\
\mathbf{0} & \mathbf{0} & \mathbf{0} & \mathbf{0} & \mathbf{0} & \boldsymbol{I} \\
\hline \boldsymbol{I} & \mathbf{0} & \mathbf{0} & \mathbf{0} & \mathbf{0} & \mathbf{0} \\
\mathbf{0} & \boldsymbol{I} & \mathbf{0} & \mathbf{0} & \mathbf{0} & \mathbf{0} \\
\mathbf{0} & \mathbf{0} & \boldsymbol{I} & \mathbf{0} & \mathbf{0} & \mathbf{0}
\end{array}\right]\left[\begin{array}{c}
\mathbb{X}_{K} \\
\overline{\mathbb{P}}_{K} \\
\overline{\mathbb{R}}_{K} \\
\mathbb{H}^{T}
\end{array}\right] \leq \mathbf{\mathbb { Y } _ { K }}} \\
\overline{\mathbb{Q}}_{K} \\
\overline{\mathbb{L}}_{K}
\end{array}\right] \leq\left[\mathbb{H}_{1}^{T} \mid \mathbb{H}_{2}^{T}\right]^{T} \text { ( }
$$

At this stage, the matrix inequality given in (3.51) still contains nonlinear terms that cannot be cast into bilinear problem. This is due to the fact that we have $\mathbb{R}_{K}\left(\mathbb{A}, \lambda_{k}\right)$ and $\mathbb{L}_{K}\left(\mathbb{A}, \lambda_{k}\right)$ in the formulation. The solution to this nonlinearity is provided in the following context and for now $\lambda_{k}$ is assumed to be a constant. This assumption allows us to continue on convex-concave decomposition of the inequality (3.51) by following the method applied on the quadratic definition in (3.21) given in Section 3.2.1. Simply starting with eigenvalue decomposition of $\mathbb{Q}_{\mathbb{H}}$ as given in (3.52) a convex and a concave partition for the inequality is obtained. Then following the formulation given between (3.23) and (3.29) for (3.51), linear inequality given in (3.53) can be calculated. Linearised concave partition of the inequality is denoted as $L \mathbb{M}_{12}$.

$$
\mathbb{Q}_{\mathbb{H}}=\boldsymbol{v}_{\mathbb{H}}\left[\begin{array}{ll}
\mathbf{0} & \mathbf{0}  \tag{3.52}\\
\mathbf{0} & \boldsymbol{I}
\end{array}\right] \boldsymbol{v}_{\mathbb{H}}^{T}-\boldsymbol{v}_{\mathbb{H}}\left[\begin{array}{ll}
\boldsymbol{I} & \mathbf{0} \\
\mathbf{0} & \mathbf{0}
\end{array}\right] \boldsymbol{v}_{\mathbb{H}}^{T}
$$

$$
\boldsymbol{\Gamma}=\left[\begin{array}{c|c}
-\boldsymbol{I}  \tag{3.53}\\
\hline \mathbb{H}^{T} \boldsymbol{v}_{\mathbb{H}}\left[\begin{array}{l}
\mathbf{0} \\
\boldsymbol{I}
\end{array}\right] & {\left[\begin{array}{cc}
\mathbf{0} & \boldsymbol{I}
\end{array}\right] \boldsymbol{v}_{\mathbb{H}}^{T} \mathbb{H}} \\
-L \mathbb{M}_{12}-s \boldsymbol{I}
\end{array}\right] \leq \mathbf{0}
$$

Eventually, optimization problem takes the final form as provided in (3.54).

$$
\begin{array}{lll}
\operatorname{minimize} & \gamma & \\
\text { s. t. } & \boldsymbol{\mathcal { X }}_{K} \geq \mathbf{0}  \tag{3.54}\\
& \boldsymbol{\Gamma} & \leq \mathbf{0}
\end{array}
$$

Once optimization problem given in (3.54) is set, a sequence of optimization has to be solved to reach solution for robust adjacency matrix $\mathbb{A}_{\text {robust }}$. This sequence is provided in Algorithm 2 and convergence of the solution using these algorithms can be guaranteed based on the Theorem 3.2.6. Let $\mathbb{D}:=\left\{\mu \in \Omega \mid \boldsymbol{G}_{i}(\mu)-\boldsymbol{H}_{\mu} \leq \mathbf{0}, i=1, \cdots, l\right\}$ be the feasible set of problems defined in (3.32) and (3.54). Let $\operatorname{ri}(\mathbb{D}):=\left\{\mu \in \operatorname{ri}(\Omega) \mid \boldsymbol{G}_{i}(\mu)-\right.$ $\left.\boldsymbol{H}_{\mu} \leq \mathbf{0}, i=1, \cdots, m\right\}$ be the classical interiors.

Assumption 3.2.3 $r i(\mathbb{D})$ is non-empty.
Assumption 3.2.4 Let mapping $\boldsymbol{G}_{i}(\mu)$ be Schur PSD convex and objective function $f(\mu)$ be convex quadratic on $\mathbb{R}$.

Assumption 3.2.5 Suppose convex subproblems (3.32) and (3.54) be solvable and satisfy second order sufficient condition.

Theorem 3.2.6 ([122]) Objective function $f(\mu)$ is bounded from below on $\mathbb{D}$ if
Assumptions 3.2.3, 3.2.4 and 3.2.5 holds.
Proof 3.2.7 (Proof of the Theorem 3.2.6) Suppose the LMI problem in (3.25) and (3.42) is equivalent to minimize $\gamma$

$$
\begin{equation*}
\text { s. t. } \boldsymbol{C}(\boldsymbol{\mu})-s \boldsymbol{I} \leq \epsilon \boldsymbol{I} \tag{3.55}
\end{equation*}
$$

, where $\epsilon>0$ and s is the slack variable. In addition, they are the original problem of (3.32) and (3.54). For nonlinear semidefinite problems of (3.32) and (3.54), initial conditions are obtained from (3.25) and (3.42), respectively, which makes (3.32) and (3.54) strictly feasible. Then Assumption 3.2.3 is satisfied. Second inequalities of (3.32) and (3.54) problems are Schur PSD convex due to Lemma 3.1.5. Lemma 4.1.2 denotes the lower bound of a PSD convex mapping and this is used on second inequalities of (3.32) and (3.54). In addition $f(\mu):=\gamma$ is convex, therefore

Assumption 3.2.4 is satisfied. Finally, problems (3.32) and (3.54) are finite series of LMI problems and due to Assumption 3.2.3 all of them are strictly feasible. This covers the complete proof of the theorem for this problem.

```
Algorithm 2 Algorithm to solve problem given in Section 3.2.2
    1: Optimization 1: Find initial feasible solution for given \(\mathbb{A}^{0}\) and for \(\boldsymbol{\lambda}_{K}=\)
    \([1,0, \cdots, 0]\)
    minimize \(\gamma\)
    for \(\gamma_{\text {error }}>\epsilon\) do
        Compute \(\gamma_{t r y}=\left(\gamma_{u p}-\gamma_{l w}\right) / 2\)
        Compute feasibility of problem given in (3.42) for \(\gamma_{t r y}\)
        if (3.42) is feasible then
            \(\gamma_{u p}=\gamma_{t r y}\)
        else
            \(\gamma_{l w}=\gamma_{t r y}\)
        end if
        Compute \(\gamma_{\text {error }}\)
    end for
    End Optimization 1
    Optimization 2: Start sLMI for given initial solutions to find optimal \(\mathbb{A}_{r}\)
    Define \(\boldsymbol{\mathcal { X }}_{K}^{t}=\boldsymbol{\mathcal { X }}_{K}^{0}, \gamma^{t}=\gamma^{0}, \mathbb{A}^{t}=\mathbb{A}^{0}\)
    \(\mathrm{i}=1\)
    for \(\boldsymbol{\mu}_{\text {err }}>\epsilon_{\mu} \& i<i^{\text {max }}\) do
        if \(i=1\) then
            \(\mathcal{X}^{i}=\mathcal{X}_{K}^{t}, \gamma^{i}=\gamma^{t}, \mathbb{A}^{i}=\mathbb{A}^{t}\)
        end if
        Solve (3.54) using \(\boldsymbol{\mathcal { X }}^{i}, \gamma^{i}, \mathbb{A}^{i}\) to obtain \(\boldsymbol{\mathcal { X }}^{i+1}, \gamma^{i+1}, \mathbb{A}^{i+1}\)
        \(\boldsymbol{\mu}^{i}=[\operatorname{vec}(\mathbb{H})]\), calculate \(\boldsymbol{\mu}_{\text {err }}=\left|\boldsymbol{\mu}^{i}-\boldsymbol{\mu}^{i-1}\right|\)
        if \(\boldsymbol{\mu}_{e r r}<\epsilon_{\mu}\) then
            break
        end if
        \(\mathrm{i}=\mathrm{i}+1\)
    end for
    End Optimization 2
```

```
Algorithm 2 continued
    1: Optimization 1: Find initial feasible solution for given \(\mathbb{A}^{0}\) and for \(\boldsymbol{\lambda}_{K}=\)
        \([1,0, \cdots, 0]\)
    End Optimization 1
    Optimization 2: Start sLMI for given initial solutions to find optimal \(\mathbb{A}_{r}\)
4:
    End Optimization 2
    Optimization 3: Start LMI for given \(\mathbb{A}_{r}\). Optimize \(\boldsymbol{\lambda}_{K}\) to minimize \(\gamma\).
    minimize \(\gamma\)
    for \(\gamma_{\text {error }}>\epsilon\) do
        Compute \(\gamma_{t r y}=\left(\gamma_{u p}-\gamma_{l w}\right) / 2\)
        Compute feasibility of problem given in (3.42) for \(\gamma_{t r y}\)
        if (3.42) is feasible then
            \(\gamma_{u p}=\gamma_{t r y}\)
        else
            \(\gamma_{l w}=\gamma_{t r y}\)
        end if
        Compute \(\gamma_{\text {error }}\)
    7: end for
    End Optimization 3
```

Before moving to the numerical verifications, It should be noted that nominal and robust synthesis procedures are similar. Step 3 of the Algorithm 2 is required for robust synthesis due to the fact that $\lambda$ cannot be optimized along with the adjacency matrix $\mathbb{A}$ and decision variable $\mathcal{X}$. Finally, difference between two algorithms is clearly illustrated in Figure 3.5.


Figure 3.5. Graphical illustration of Algorithm 1. .

### 3.3 Numerical Verification

Verification of the edge weight synthesis for nominal $H_{\infty}$ performance using convex concave decomposition based sequential method is executed on $\operatorname{Intel}(R)$ Core $\mathbf{i 7 - 4 7 2 0 H Q}$ CPU @ 2.60 GHz 16GB RAM PC with Matlab 2019b software. Solutions are obtained using MATLAB LMI toolbox. Dynamics of the individual agents are defined as LPV model of short period dynamics of F16 Vista aircraft(see (3.56)) and cooperative system is composed of three of these agents. LPV model for the agents [126] uses Mach number (M) and altitude (h) as scheduling parameters.

Short period equations of motion is provided in (3.56) with first order approximation of the actuator dynamics. $\boldsymbol{x}_{\operatorname{lng}} \in \mathbb{R}^{2}$ denotes the states of the longitudinal dynamics, which are angle of attack and pitch rate, $\alpha$ and $q$, respectively, while $x_{\text {act }} \in \mathbb{R}$ denotes states of the actuator dynamics. Elevator deflection is denoted as $\delta_{e}$ and dimensional stability and control derivatives, which depends on altitude and Mach number $(h, M)$ at trimmed level flight, are denoted as $Z_{\alpha}, M_{\alpha}, M_{q}, Z_{e}$ and $M_{e}$. The derivatives are expressed as in (3.57).

$$
\begin{align*}
& {\left[\begin{array}{c}
\dot{\boldsymbol{x}}_{l n g} \\
\dot{x}_{a c t}
\end{array}\right]=} {\left[\begin{array}{cc|c}
Z_{\alpha} & 1 & 20.2 Z_{e} \\
M_{\alpha} & M_{q} & 20.2 M_{e} \\
\hline 0 & 0 & -20.2
\end{array}\right]\left[\begin{array}{c}
\boldsymbol{x}_{\text {lng }} \\
x_{a c t}
\end{array}\right]+\left[\begin{array}{l}
0 \\
0 \\
\frac{1}{1}
\end{array}\right] }  \tag{3.56}\\
& y=\left[\begin{array}{ll|l}
1 & 0 & 0
\end{array}\right]\left[\frac{\boldsymbol{x}_{\text {lng }}}{x_{a c t}}\right] \\
& Z_{\alpha}(h, M)= 0.22-4.1 \times 10^{-7} h-2.6 M \\
&+5.15 \times 10^{-5} M h \\
&+3.31 \times 10^{-3} M h+56.2 M^{2} \\
&-10^{-3} M^{2} h \\
& M_{\alpha}(h, M)= 17.1-8.07 \times 10^{-4} h-68.4 M \\
&+4.86 \times 10^{-5} M h  \tag{3.57}\\
& M_{q}(h, M)=-0.228+7.06 \times 10^{-6} h-2.12 M \\
&-0.34 M+7.98 \times 10^{-6} M h \\
& Z_{\delta_{e}}(h, M)=-1.38 \times 10^{-3}+8.75 \times 10^{-8} h \\
&-8.96 \times 10^{-4} M h-99.3 M M^{2} \\
&+2.42 \times 10^{-3} M^{2} h
\end{align*}
$$

It should be noted that Agents 1, 2 and 3 are individually unstable and controllers

$$
\begin{align*}
& \boldsymbol{K}_{1}=[-0.7445,-1.3156,6.8232] \\
& \boldsymbol{K}_{2}=[-0.7818-1.3827,7.1276]  \tag{3.58}\\
& \boldsymbol{K}_{3}=[-0.8174-1.4469,7.4156]
\end{align*}
$$

are used to make these agents stable, respectively.

### 3.3.1 Verification of Adjacency Synthesis for Nominal $H_{\infty}$ Performance

For nominal synthesis varying parameters are selected as $h=1000 \mathrm{ft}$ and $M=0.35$. The agents are collected as a single group of agents in a block diagonal fashion such that $\boldsymbol{S}=\operatorname{diag}\left\{\boldsymbol{G}^{i}\right\}_{i=1}^{N}$. Then these agents are connected to each other with an adjacency matrix, $\mathbb{A}$, which is defined as a function of a free scalar variable $a$ and this is provided in (3.59). $a$ is contained in an interval defined as $a=[0,1]$. This interval is selected arbitrarily without violating the fact that edge weight $a_{i j}$ is $0 \leq a_{i j} \leq 1$. Using the system $\boldsymbol{S}$ and the adjacency matrix $\mathbb{A}(a)$, a MAS $\boldsymbol{H}$ is created as described as in (6.23).

$$
\mathbb{A}(a)=\left[\begin{array}{ccc}
0 & a & (1-a)  \tag{3.59}\\
a & 0 & (1-a) \\
(1-a) & a & 0
\end{array}\right]
$$

Verification of the method of synthesizing adjacency weights is performed by comparing the results of sequential LMI approach against the results of conventional calculation of $\gamma$ over the entire range of $a$. For this reason, $\operatorname{MAS}(\boldsymbol{H})$ is calculated for a range of $a$ value over its prescribed range with increments of $\Delta a=0.1$ and then $\gamma$ is calculated for every single MAS using the optimization defined in (3.25). Collection of these results projects the behaviour of the $\gamma$ of the MAS with the change in $a$ and they are provided in Figure 3.6. In this figure, red line shows value of $H_{\infty}$ metric $\gamma$ of the system.

After $\gamma$ with respect to $a$ is calculated as a benchmark, sequential LMI approach is applied to a MAS created with $S$ and $\mathbb{A}^{0}$ for $a^{0}=0.3$. This results in a $\mathbb{A}^{0}$ as provided in (3.60).


Figure 3.6. Nominal $\mathbb{A}^{\text {nom }}(a)$ synthesis results are $h=1000 \mathrm{ft}$ and $M=0.35$..

$$
\mathbb{A}^{0}=\left[\begin{array}{ccc}
0 & 0.3 & 0.7  \tag{3.60}\\
0.3 & 0 & 0.7 \\
0.7 & 0.3 & 0
\end{array}\right]
$$

For initial $\mathbb{A}^{0}$, initial solutions for $\mathcal{X}^{0}$ and $\gamma^{0}$ are calculated using the optimization described in (3.25) and $\gamma^{0}$ is calculated to be $\gamma^{0}=1.0874$, which is illustrated with a magenta diamond in Figure 3.6.

Set of initial solutions are then supplied to the sequential LMI approach as existing solutions, which are plugged into the variables that has the superscript $\{\cdot\}^{t}$. For the first
iteration existing solution is the initial solution and for consequent steps existing solution is the result of the optimization described in (3.32) obtained in the previous step. Starting from the initial solution, a converging set of solutions are calculated iteratively until the termination criteria is satisfied, which is $\left\|\{\gamma\}^{t}-\{\gamma\}\right\|<0.001$. $\gamma$ values obtained in this phase are illustrated with green squares and final value is represented with a red diamond in Figure 3.6.

After the iterations $\gamma$ converges to its minimum, which is $\gamma=0.832$ and $a$ converges to $a=0.491$. Resulting adjacency matrix is denoted as $\mathbb{A}_{n}$ and provided in (3.61).

$$
\mathbb{A}_{n}=\left[\begin{array}{ccc}
0 & 0.491 & 0.509  \tag{3.61}\\
0.491 & 0 & 0.509 \\
0.509 & 0.491 & 0
\end{array}\right]
$$

### 3.3.2 Verification of Robust Adjacency Matrix Synthesis with IQCs

Identical MAS with three vehicles are introduced an uncertainty channel $\boldsymbol{w}_{1}-\boldsymbol{z}_{1}$ as given in Section 3.2.2. To inject effects of uncertainty, extended system is constructed. This extended system is graphically given in Figure 3.3. Its state space representation is denoted as $\boldsymbol{H}_{E, K}$ and given in (3.37). Interval for $a$ is contained in the same interval defined previously. IQC multipliers $\Pi_{1}$ and $\Pi_{2}$ are given in (3.62) to ensure $\|\boldsymbol{\Delta}\| \leq 1$ and monotonically odd non-linearities are modelled, where $\mathbf{H}(j \omega)=(j \omega+1)^{-1}$.

$$
\begin{align*}
& \boldsymbol{\Pi}_{1}=\left[\begin{array}{cc}
1 & 0 \\
0 & -1
\end{array}\right]  \tag{3.62}\\
& \boldsymbol{\Pi}_{2}=\left[\begin{array}{cc}
0 & 1+\mathbf{H}(j \omega) \\
1+\mathbf{H}(-j \omega) & -2(1+\operatorname{Re}(\mathbf{H}(j \omega)))
\end{array}\right]
\end{align*}
$$

If the multipliers are partitioned as in (3.19), then an enlarged multiplier is as given in (3.63), where $N$ and $n_{z}$ are the number of agents and dimension of the output vector $\boldsymbol{z}$ of each vehicle, which is 1 for this work.

$$
\boldsymbol{\Pi}:=\left[\begin{array}{l|l}
\operatorname{diag}\left\{\boldsymbol{\Pi}_{11}\right\}_{1}^{N n_{z}} & \operatorname{diag}\left\{\boldsymbol{\Pi}_{12}\right\}_{1}^{N n_{z}}  \tag{3.63}\\
\hline \operatorname{diag}\left\{\boldsymbol{\Pi}_{21}\right\}_{1}^{N n_{z}} & \operatorname{diag}\left\{\boldsymbol{\Pi}_{22}\right\}_{1}^{N n_{z}}
\end{array}\right]
$$

Once the uncertain MAS is set, the same numerical verification procedure is conducted for the robust synthesis case. First, a $\gamma$ mapping for the entire range of $\alpha$ is calculated. The range of $a$ is given as $a=[0,1]$ with increments of $\Delta a=0.1$. Then the mapping for $\gamma$ is calculated using optimization of $\gamma$ with LMI constraints given in (3.42). The results for these calculations are illustrated in Figure 3.7 with red crosses. It should be noted that in these calculations $\boldsymbol{\lambda}=[1,0]$. Then steps of Algorithm 2 is followed. Magenta diamond in Figure 3.7 shows the initial $\gamma^{0}$ that is calculated along with the $\mathcal{X}^{0}$ for $\mathbb{A}^{0}$ given in (3.60). These results satisfy the Assumption 3.2.3. Then Step 2 of the algorithm, which is the sLMI method for robust synthesis given in (3.54), is conducted. The sequential optimization reveals results given with green squares in Figure 3.7. Finally, Step 3 of the algorithm is run for optimization of the $\boldsymbol{\lambda}$ to reveal the upper bound for $\gamma$. In this step, $\gamma^{\text {final }}$ (red diamond in Figure 3.7) is obtained for optimized $\boldsymbol{\lambda}$ denoted as $\boldsymbol{\lambda}^{\text {opt }}$. To illustrate the effect of the final step, a final mapping for $\gamma$ for optimized $\boldsymbol{\lambda}$ is plotted in Figure 3.7 with blue diamonds. Numerical values for these results are $\boldsymbol{\lambda}^{\text {opt }}=[17.02942 .073], \gamma^{\text {final }}=0.812$ and $a^{o p t}=0.4816$.

Another numerical verification test is designed to show how robust adjacency matrix affects the time response of the MAS. To do that, cooperative systems are created as provided in Figure 3.8 using nominal and robust adjacency matrices $\mathbb{A}^{0}$ and $\mathbb{A}_{r}$, respectively. Here topology of the adjacency matrices are kept same. For time response comparison, the


Figure 3.7. Robust $\mathbb{A}(\alpha)$ synthesis results at $h=1000 \mathrm{ft}$ and $M=0.35$. .
uncertainty $\Delta^{i}$ is created such that $\boldsymbol{w}_{1}^{T}=\left[\boldsymbol{w}_{1,1}^{T}, \boldsymbol{w}_{1,2}^{T}, \boldsymbol{w}_{1,3}^{T}\right]^{T}$ and $\boldsymbol{z}_{1}^{T}=\left[\boldsymbol{z}_{1,1}^{T}, \boldsymbol{z}_{1,2}^{T}, \boldsymbol{z}_{1,3}^{T}\right]^{T}$ are mapped as given in (3.64), where $\zeta>0$ and $t_{\text {set }, i_{i=1}^{N=3}}^{N=\{1,1,1\} \text { seconds. }}$

$$
\begin{align*}
& \boldsymbol{w}_{1, i}=\Delta^{i}\left(\boldsymbol{z}_{1, i}\right) \\
& \boldsymbol{w}_{1, i}=\delta\left(t-t_{s e t, i}\right) \cdot \boldsymbol{z}_{1, i} \\
& \delta\left(t-t_{\text {set }, i}\right)= \begin{cases}1 \quad \text { if } t \geq t_{\text {set }, i}, \\
& t-t_{\text {set }, i}<t<t_{\text {set }, i}+\zeta \\
0 & \text { otherwise }\end{cases} \tag{3.64}
\end{align*}
$$



Figure 3.8. Graphical representation of the MAS for time response comparison of MAS with $\mathbb{A}_{0}$ and $\mathbb{A}_{r} .$.

Time response of the MAS with $\mathbb{A}^{0}$ and $\mathbb{A}_{r}$ are provided in Figure 3.9. "Initial MAS" and "Robust MAS" denotes MAS with $\mathbb{A}^{0}$ and $\mathbb{A}_{r}$, respectively. $G^{i}$ are the agents. As it is clearly seen, "Robust MAS" (black color coded in the figure) shows a better performance in terms of peak values and rejection of the change in inflow conditions in terms of $\alpha$

A final analysis that is done for the LPV MAS with developed method is to find robust $H_{\infty}$ metric over the flight envelope of $\mathrm{h}=[1000, \cdots, 10000]$ with 1000 ft increments and $\mathrm{M}=[0.5,0.6,0.7]$. It should be noted that, (3.56) are trimmed for a larger flight envelope and this analysis can be extended throughout the entire envelope. During this analysis, agent dynamics, controllers and adjacency matrix topology is kept same as in 3.3.1 and 3.3.2. The method used for this analysis is the robust synthesis method that as is defined in 3.2.2. The strategy followed here is to provide an initial $\mathbb{A}(a=0.3)$ for each grid point in the flight envelope and find optimal $a$ and $\gamma$. The results for this method is illustrated in Figure 3.10, where results are partitioned into two subplots that are titled as $H_{\infty}$ Mapping and a Mapping. In $H_{\infty}$ Mapping, areas color coded with blue represents higher robustness while yellow represents lower robustness for the MAS. In a Mapping, areas color coded with blue represents lower $a$ while yellow represents higher $a$ for the $\mathbb{A}(a) . H_{\infty}$ Mapping reveals that MAS has better $H_{\infty}$ performance as it operates at lower


Figure 3.9. Time response comparison of $\mathbb{A}^{0}$ and $\mathbb{A}_{r}(\alpha)$ for described uncertainty in (3.64)
altitude with higher air speed. The performance drops as the MAS operates at higher altitude and lower air speed. It should be noted that this performance characteristic is not only related to the altitude and air speed but also related to the a Mapping as this is a product of the robust synthesis methodology along with the a Mapping. When a Mapping is investigated for previously described $H_{\infty}$ Mapping, it can be seen that $a$ ranges from 0.36 to 0.385 .


Figure 3.10. $\gamma(\mathrm{h}, \mathrm{M})$ and $a(\mathrm{~h}, \mathrm{M})$ mapping for the LPV MAS using the method provided in 3.2.2 ..

### 3.4 Conclusions

This paper focuses on designing a LPV MAS system by finding the optimal values for edge weights in terms of enhancing $H_{\infty}$ performance criteria under uncertainties. Without considering the uncertainties, this is an optimization problem with a BMI constraint, and in this paper it is converted to LMI optimization problem and solved in an iterative fashion using sequential LMI approach with convex-concave decomposition. Then the methodology is extended to include valid time domain IQCs as described in 3.3.2. By this way, sLMI method is extended to be used for robust edge weight synthesis for LPV MAS.

This is illustrated on a cooperative system with three F16 Vista aircrafts. Given the topology, edge weights of these systems are synthesized and final results are represented. These results reveal following key conclusions.

1. As shown in in Figure 3.6 and Figure 3.7, synthesized adjacency matrices provide optimal $\gamma$ values in terms of $H_{\infty}$ performance for nominal and uncertain MAS. Agents of these systems have slightly different dynamics due to difference in controllers
$\boldsymbol{K}_{1}, \boldsymbol{K}_{2}$ and $\boldsymbol{K}_{3}$. For the MAS, optimal $\gamma$ and $a$ values calculated to be similar, however, this result is not necessarily true as explained in the next item.
2. The MAS with the $\mathbb{A}_{r}$ is compared to the one with $\mathbb{A}^{0}$ in time response comparison plot illustrated in Figure 3.9. The disturbance is given in terms of change in inflow conditions as formalized in (3.64). This plot proves that, edge weight synthesis allows improved robust performance without providing cooperative controllers.
3. Finally, an $a(\mathrm{~h}, \mathrm{M})$ mapping for LPV MAS is provided for the entire flight envelope of the F16 Vista longitudinal dynamics.
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## Chapter 4

Distributed $H_{\infty}$ Edge Weight Synthesis for Cooperative Systems Using Layered Successive Linearization and Sequential Optimization

### 4.1 Preliminaries

Let $\mathbb{R}$ and $\mathbb{R}_{++}$denote real and positive real numbers, respectively. $\mathbb{R}_{+}$be real number that is equal or greater than 0 . Similarly, $\mathbb{R}_{--}$and $\mathbb{R}_{-}$represent negative and nonpositive real numbers, respectively. $\boldsymbol{S}^{p}$ denotes symmetric matrix of size $p . K_{i j}$ represents element in the $i^{\text {th }}$ row $j^{\text {th }}$ column of a matrix $\boldsymbol{K}$.Matrix inequality conditions are defined with $\geq$ and $\leq$, respectively. A matrix $\boldsymbol{K}=\operatorname{diag}\{\cdot\}, \boldsymbol{K}=\operatorname{col}\{\cdot\}$ represent block diagonal and column concatenation of the arguments within $\operatorname{diag}\{\cdot\}$ and $\operatorname{col}\{\cdot\} . \mathcal{F}_{L}$ and $\mathcal{F}_{U}$ stands for lower and upper linear fractional transformation (LFT).

### 4.1.1 Lemmas and Definitions

Lemma 4.1.1 [121] A matrix valued mapping $\boldsymbol{K}(\boldsymbol{\mu})$ is psd-convex on a convex subset $C$ if and only if $\boldsymbol{r}^{T} \boldsymbol{G}(\boldsymbol{\mu}) \boldsymbol{r}$ is convex on C. Proof is provided in [121].

Lemma 4.1.2 [122] A matrix valued mapping $\boldsymbol{K}(\boldsymbol{\mu})$ is psd-convex on a convex subset $C$ if and only if inequality in (4.1) holds for all $\boldsymbol{\mu}$ and $\boldsymbol{\beta}$. Proof is provided in [122].

$$
\begin{equation*}
\boldsymbol{K}(\boldsymbol{\beta})-\boldsymbol{K}(\boldsymbol{\mu}) \geq D \boldsymbol{K}(\boldsymbol{\mu})(\boldsymbol{\beta}-\boldsymbol{\mu}) \tag{4.1}
\end{equation*}
$$

Definition 4.1.1 [121, 122] Derivative of the mapping $\boldsymbol{K}(\boldsymbol{\mu})$ at $\boldsymbol{\mu}$ is a linear mapping $D \boldsymbol{K}(\boldsymbol{\mu})$ from $\mathbb{R}^{l}$ to $\mathbb{R}^{p \times p}$ that is defined as

$$
\begin{equation*}
D \boldsymbol{K}(\boldsymbol{\mu}) h:=\sum_{i=1}^{m} h_{i} \frac{\partial \boldsymbol{K}}{\partial \mu_{i}}(\boldsymbol{\mu}), \quad \forall h \in \mathbb{R}^{l} \tag{4.2}
\end{equation*}
$$

where $h$ is a real valued function on $\mu$.
Definition 4.1.2 [122] A matrix-valued mapping $\boldsymbol{F}: \mathbb{R}^{l} \rightarrow \mathbb{S}^{p}$ is denoted to be psdconvex concave mapping if $\boldsymbol{F}=\boldsymbol{K}_{1}-\boldsymbol{K}_{2}$, such that $\boldsymbol{K}_{1}$ and $\boldsymbol{K}_{2}$ are psd-convex.

### 4.1.2 Underlying Graph Structure

The interaction/communication among agents in the cooperative systems are described by Graph $\mathcal{G}=(\mathcal{N}, \mathcal{E})$, which consists of node set $\mathcal{N}$ and edge set $\mathcal{E}$ [128]. Edge set $\mathcal{E} \subset \mathcal{N} \times \mathcal{N}$ is given between nodes $i \in \mathcal{N}$ and $j \in \mathcal{N}$ such that $(j, i) \in \mathcal{E}$ denotes node $i$ receives information from $j$. Adjacency matrix ${ }^{1} \Upsilon=\left[v_{i j}\right] \otimes \boldsymbol{I}_{n_{w j}} \in \mathbb{R}^{N \cdot n_{w i} \times N \cdot n_{w i}}$ of $\mathcal{G}$ is composed of weighting scalars $v$, where $v$ quantifies the strength of the connection from node $j$ to node $i . N$ is the number agents in the cooperative system (CS). Formally, $\Upsilon_{i j}$ is described as in the following equation.

$$
\mathbf{\Upsilon}_{i j}= \begin{cases}v>0, \quad j \neq i, \quad(j, i) \in \mathcal{E}  \tag{4.3}\\ v=0, & \text { otherwise }\end{cases}
$$

### 4.1.3 Construction of the Lumped CS

Construction of CS is described starting from agents, which are denoted as ${ }^{i} \boldsymbol{G}$ for $i=[1, \cdots, N]$. The state space definition of ${ }^{i} \boldsymbol{G}$ is given as in (4.4), where ${ }^{i} \boldsymbol{x} \in \mathbb{R}^{n_{x i}}$, ${ }^{i} \boldsymbol{w}_{1} \in \mathbb{R}^{n_{w 1 i}},{ }^{i} \boldsymbol{w} \in \mathbb{R}^{n_{w i}},{ }^{i} \boldsymbol{z}_{1} \in \mathbb{R}^{n_{z 1 i}}$ and ${ }^{i} \boldsymbol{z} \in \mathbb{R}^{n_{z i}}$. Agents share output information over

[^0]the input - output ports denoted as ${ }^{i} \boldsymbol{w}-{ }^{i} \boldsymbol{z}$ such that $\boldsymbol{w}=\boldsymbol{\Upsilon} \boldsymbol{z}$. Signals over this port is denoted as spatial signals. Channel through ports ${ }^{i} \boldsymbol{w}_{1}-{ }^{i} \boldsymbol{z}_{1}$ is the performance channel.
\[

\left[$$
\begin{array}{c}
{ }^{i} \dot{\boldsymbol{x}}  \tag{4.4}\\
\hline{ }^{i} \boldsymbol{z}_{1} \\
{ }^{i} \boldsymbol{z}
\end{array}
$$\right]=\left[$$
\begin{array}{c|cc}
{ }^{i} \boldsymbol{A} & { }^{i} \boldsymbol{B}_{1} & { }^{i} \boldsymbol{B} \\
\hline{ }^{i} \boldsymbol{C}_{1} & { }^{i} \boldsymbol{D}_{1} & { }^{i} \boldsymbol{E}_{1} \\
{ }^{i} \boldsymbol{C} & { }^{i} \boldsymbol{F}_{1} & \mathbf{0}
\end{array}
$$\right]\left[$$
\begin{array}{c}
{ }^{i} \boldsymbol{x} \\
\hline{ }^{i} \boldsymbol{w}_{1} \\
{ }^{i} \boldsymbol{w}
\end{array}
$$\right]
\]

A system $\boldsymbol{G}$ is created that represents a group of agents, which is simply described as $\boldsymbol{G}=\operatorname{diag}\left\{{ }^{i} \boldsymbol{G}\right\}_{i=1}^{N}$ and given in (4.5), where $\boldsymbol{x} \in \mathbb{R}^{n_{x}}, \boldsymbol{w}_{1} \in \mathbb{R}^{n_{w 1}}, \boldsymbol{w} \in \mathbb{R}^{n_{w}}, \boldsymbol{z}_{1} \in \mathbb{R}^{n_{z 1}}$ and $\boldsymbol{z} \in \mathbb{R}^{n_{z}}$. Here $n_{x}=N \cdot n_{x i}$ and rest of the signal sizes are calculated likewise.

$$
\left[\begin{array}{c}
\dot{\boldsymbol{x}}  \tag{4.5}\\
\hline \boldsymbol{z}_{1} \\
\boldsymbol{z}
\end{array}\right]=\left[\begin{array}{c|cc}
\boldsymbol{A} & \boldsymbol{B}_{1} & \boldsymbol{B} \\
\hline \boldsymbol{C}_{1} & \boldsymbol{D}_{1} & \boldsymbol{E}_{1} \\
\boldsymbol{C} & \boldsymbol{F}_{1} & \mathbf{0}
\end{array}\right]\left[\begin{array}{c}
\boldsymbol{x} \\
\hline \boldsymbol{\boldsymbol { w } _ { 1 }} \\
\boldsymbol{w}
\end{array}\right]
$$

A cooperative system, $\boldsymbol{H}$, can be constructed using $\Upsilon$ to connect vehicles to each other as represented by lower LFT such that $\boldsymbol{H}=\mathcal{F}_{L}(\boldsymbol{G}, \Upsilon)$. The state space representation of $\boldsymbol{H}$ is provided in (4.6).

$$
\left[\begin{array}{c|c}
\mathcal{A} & \mathcal{B}_{1}  \tag{4.6}\\
\hline \mathcal{C}_{1} & \mathcal{D}_{1}
\end{array}\right]=\left[\begin{array}{c|c}
\boldsymbol{A}+\boldsymbol{B} \mathbf{\Upsilon} \boldsymbol{C} & \boldsymbol{B}_{1}+\boldsymbol{B} \Upsilon \boldsymbol{F}_{1} \\
\hline \boldsymbol{C}_{1}+\boldsymbol{E}_{1} \Upsilon \boldsymbol{C} & \boldsymbol{D}_{1}+\boldsymbol{E}_{1} \Upsilon \boldsymbol{F}_{1}
\end{array}\right]
$$

Definition 4.1.3 (Dissipativity [129]) $\boldsymbol{W}$ being input space, $\boldsymbol{Z}$ being output space and $\boldsymbol{X}$ being state space, let $P: \boldsymbol{W} \times \boldsymbol{Z} \rightarrow \mathbb{R}$ be a supply function. A system $\boldsymbol{G}$ with supply function $P$ is dissipative if there exists a non-negative storage function $V: \boldsymbol{X} \rightarrow \mathbb{R}$ for admissible trajectories of $w, z$ and $x$, such that

$$
\begin{equation*}
V\left(x\left(t_{0}\right)\right)+\int_{t_{0}}^{t_{1}} P(w(t), z(t)) d t \geq V\left(x\left(t_{1}\right)\right), \quad \forall t_{0} \leq t_{1} \tag{4.7}
\end{equation*}
$$

Considering the $H_{\infty}$ performance, a quadratic supply function is known to be given by bounded real lemma $[55,130]$ that is given as in $(4.8)$ for the system ${ }^{i} \boldsymbol{G}$.

$$
{ }^{i} \Psi=\left[\begin{array}{c|c}
{ }^{i} \boldsymbol{z}_{1}  \tag{4.8}\\
\hline{ }^{i} \boldsymbol{w}_{1}
\end{array}\right]^{T}\left[\begin{array}{c|c}
-\frac{1}{\gamma^{2}} \boldsymbol{I} & \mathbf{0} \\
\hline \mathbf{0} & \boldsymbol{I}
\end{array}\right]\left[\begin{array}{c}
{ }^{i} \boldsymbol{z}_{1} \\
\hline{ }^{i} \boldsymbol{w}_{1}
\end{array}\right]
$$

A general quadratic supply function denoted as ${ }_{j}^{i} \Phi$ can be given as in (4.9) to stand for the supply rate carried on edge $(j, i)$. Then interconnections for a cooperative system can be imposed using ${ }_{j}^{i} \Phi$ as provided in the literature [55,75]. Spatial signals are mapped within CS by $\Upsilon$, and in (4.9), $\Upsilon$ is embedded in the correlation matrix, ${ }_{j}^{i} \boldsymbol{Y} \in \mathbb{R}^{n_{z i}+n_{w i} \times n_{z i}+n_{w i}}$. This definition basically represents supply rate to agent ${ }^{i} \boldsymbol{G}$ due to interconnection with ${ }^{j} \boldsymbol{G}$. To describe problem efficiently, let input ${ }^{i} \boldsymbol{w}$ and output ${ }^{i} \boldsymbol{z}$ be the collection of inputs and outputs between ${ }^{i} \boldsymbol{G}$ and ${ }^{j} \boldsymbol{G}$ such that ${ }^{i} \boldsymbol{w}:=\operatorname{col}\left\{{ }_{j}^{i} \boldsymbol{w}\right\}_{j}$ and ${ }^{i} \boldsymbol{z}:=\operatorname{col}\left\{{ }_{j}^{i} \boldsymbol{z}\right\}_{j}$, respectively. Then a general supply function can be written for agent ${ }^{i} \boldsymbol{G}$ as given in (4.10).

$$
\begin{align*}
& { }_{j}^{i} \Phi=\left[\frac{{ }_{j}^{i} \boldsymbol{w}}{\underset{{ }_{j}^{i}}{i}}\right]^{T}{ }_{j}^{i} \boldsymbol{Y}\left[\frac{{ }_{j}^{i} \boldsymbol{w}}{{ }_{j}^{i} \boldsymbol{z}}\right]  \tag{4.9}\\
& { }_{j}^{i} \boldsymbol{Y}=\left[\begin{array}{c|c}
{ }_{j}^{i} \boldsymbol{Y}_{11} & { }_{j}^{i} \boldsymbol{Y}_{12} \\
\hline{ }_{j}^{i} \boldsymbol{Y}_{21} & { }_{j}^{i} \boldsymbol{Y}_{22}
\end{array}\right] \\
& { }^{i} \Phi=\sum_{j=1}^{N}\left[\frac{{ }_{j}^{i} \boldsymbol{w}}{{ }_{j}^{i} \boldsymbol{z}}\right]^{T}{ }_{j}^{i} \boldsymbol{Y}\left[\frac{{ }_{j}^{i} \boldsymbol{w}}{{ }_{j}^{i} \boldsymbol{z}}\right] \\
& =\left[\frac{{ }^{i} \boldsymbol{w}}{{ }^{i} \boldsymbol{z}}\right]^{T}{ }^{i} \boldsymbol{Z}\left[\frac{{ }^{i} \boldsymbol{w}}{{ }^{i} \boldsymbol{z}}\right]  \tag{4.10}\\
& { }^{i} \boldsymbol{Z}=\left[\begin{array}{c|c}
{ }^{i} \boldsymbol{Z}_{11} & { }^{i} \boldsymbol{Z}_{12} \\
\hline{ }^{i} \boldsymbol{Z}_{12}^{T} & { }^{i} \boldsymbol{Z}_{22}
\end{array}\right]
\end{align*}
$$

, where ${ }^{i} \boldsymbol{Z}_{11} \in \mathbb{R}^{n_{w i} \cdot N \times n_{w i} \cdot N},{ }^{i} \boldsymbol{Z}_{12} \in \mathbb{R}^{n_{w i} \cdot N \times n_{z i} \cdot N}$ and ${ }^{i} \boldsymbol{Z}_{22} \in \mathbb{R}^{n_{w i} \cdot N \times n_{z i} \cdot N}$.
Similar to (4.9), ${ }_{i}^{j} \Phi$ represents the supply function of agent ${ }^{j} \boldsymbol{G}$ and given in (4.11) as follows,

$$
{ }_{i}^{j} \Phi=\left[\begin{array}{c}
{ }_{i}^{j} \boldsymbol{w}  \tag{4.11}\\
{ }_{i}^{j} \boldsymbol{z}
\end{array}\right]^{T}{ }_{i}^{j} \boldsymbol{Y}\left[\begin{array}{c}
{ }_{i}^{j} \boldsymbol{w} \\
{ }_{i}^{j} \boldsymbol{z}
\end{array}\right]
$$

Definition 4.1.4 (Neutrality [75]) Interconnections are considered to be neutral for neighboring dissipative agents with respect to supply functions as defined in the form of (4.9) amd (4.11), if (4.12) is satisfied along with the condition in (4.13), where and ${ }_{j}^{i} \Phi$ is the supply function of agent ${ }^{i} \boldsymbol{G}$ for $i, j=[1, \cdots, N], i \neq j$.

$$
\begin{align*}
& {\left[\begin{array}{c}
{ }_{j}^{i} \boldsymbol{z} \\
{ }_{j}^{i} \boldsymbol{w}
\end{array}\right]=\left[\begin{array}{c}
{ }_{i}^{j} \boldsymbol{w} \\
{ }_{i}^{j} \boldsymbol{z}
\end{array}\right] \quad \forall i, j, \forall t \geq 0}  \tag{4.12}\\
& { }_{j}^{i} \boldsymbol{\Phi}+{ }_{i}^{j} \Phi=0, \quad \forall i=[1, \cdots, N] \tag{4.13}
\end{align*}
$$

4.1.4 Feasibility Condition for $H_{\infty}$ Performance of Lumped CS

Assuming system given in (4.6) for a given $\Upsilon$ is well-posed and asymptotically stable, then induced $\mathcal{L}_{2}$ norm of the system is given by the scalar $\gamma$ and $\|\boldsymbol{H}\|_{2}<\gamma$ for all inputs $\boldsymbol{w}_{1} \in \ell_{2}^{n_{w 1}}$ [55]. This equivalently means that matrix inequalities (MIs) in (4.14)
holds true. Pre- and post-multiplying the second inequality in (4.14) with $\left[\begin{array}{ll}\boldsymbol{x}^{T} & \boldsymbol{w}_{1}^{T}\end{array}\right]$ and $\left[\begin{array}{cc}\boldsymbol{x}^{T} & \boldsymbol{w}_{1}^{T}\end{array}\right]^{T}$, yields $\gamma^{2}\left\|\boldsymbol{w}_{1}\right\|_{2}^{2}-\left\|\boldsymbol{z}_{1}\right\|_{2}^{2} \leq 0$.

$$
\begin{align*}
& {\left[\begin{array}{l}
\mathcal{X} \\
\mathbf{0}
\end{array}\right] \geq \mathbf{0}} \\
& {\left[\begin{array}{ll}
\boldsymbol{\mathcal { A }} & \boldsymbol{\mathcal { B }}_{1}
\end{array}\right]+\left[\begin{array}{c}
\mathcal{A}^{T} \\
\boldsymbol{\mathcal { B }}_{1}^{T}
\end{array}\right]\left[\begin{array}{ll}
\boldsymbol{\mathcal { X }} & \mathbf{0}
\end{array}\right]}  \tag{4.14}\\
& +\frac{1}{\gamma^{2}}\left[\begin{array}{l}
\mathcal{C}_{1}^{T} \\
\mathcal{D}_{1}^{T}
\end{array}\right]\left[\begin{array}{ll}
\boldsymbol{\mathcal { C }}_{1} & \mathcal{D}_{1}
\end{array}\right]+\left[\begin{array}{cc}
\mathbf{0} & \mathbf{0} \\
\mathbf{0} & -\boldsymbol{I}
\end{array}\right] \leq \mathbf{0}
\end{align*}
$$

Second inequality given in (4.14) depends non-linearly on matrix variables $\mathcal{X}$ and $\Upsilon$. This non-linear matrix inequality falls into the class of bilinear matrix inequalities (BMIs). Linearization and solution to this BMI can be obtained by multiple methods, where one of them is given as in [123]. Drawback of lumped methods are computational burden to calculate feasible solutions to $\mathcal{X}$ and $\Upsilon$. Number of unknowns to be solved for this set of MIs is given by $\left(N \cdot n_{x i}\left(1+N \cdot n_{x i}\right) / 2\right)+n_{\alpha}$, where $n_{\alpha} \in \mathbb{N}$ denotes the number of independent variables used to define adjacency matrix to be synthesized. As clearly seen, state size of each agent and number of agents in the system quadratically increases the number of unknowns to be solved.

### 4.2 Problem Formulation

Interconnections in distributed CS model are not defined algebraically but rather they are showing themselves as a supply function in the feasibility analysis. Based on the method proposed in [75], CS given in (4.6) can also be described in a distributed fashion and this is realized by imposing constraints on the spatial signal channel of the agents.

Unlike in lumped CS, constraints cannot reveal themselves in the state space representation, however, they are introduced as supply functions to the storage function of the CS. This is done by introducing these constraints in the MIs.

Distributed CS model relies on an interconnection constraint on spatial signal ports of each agent. This constraint is characterized by a supply function given as in (4.7). The relevance of the supply functions to synthesize edge weight is described in the Definitions 4.1.3 and 4.1.4. However, edge weights in (4.10) are not explicit. Investigating CS, which is given in Figure 4.1, shows that ${ }^{i} \boldsymbol{z}$ is scaled by $\nu_{j i}$ and this scaling can be revealed as in (4.15) based on (4.10) by braking down the segments of ${ }^{i} \boldsymbol{z}$ into the out degrees of agent ${ }^{i} \boldsymbol{G}$, which are ${ }_{j}^{i} \boldsymbol{z}$ and shared with agents ${ }^{j} \boldsymbol{G}_{j=1, j \neq i}^{N}$.


Figure 4.1. Interconnection of agents..

$$
{ }^{i} \Phi=\left[\frac{{ }^{i} \boldsymbol{w}}{{ }^{i} \boldsymbol{z}}\right]^{T}\left[\begin{array}{c|c}
\boldsymbol{I} & \mathbf{0}  \tag{4.15}\\
\hline \mathbf{0} & \boldsymbol{I} \nu_{1 i} \\
\vdots & \vdots \\
\mathbf{0} & \boldsymbol{I} \nu_{N i}
\end{array}\right]^{T}\left[\begin{array}{c|c}
{ }^{i} \boldsymbol{Z}_{11} & { }^{i} \boldsymbol{Z}_{12} \\
\hline{ }^{i} \boldsymbol{Z}_{12}^{T} & { }^{i} \boldsymbol{Z}_{22}
\end{array}\right]\left[\begin{array}{c|c}
\boldsymbol{I} & \mathbf{0} \\
\hline \mathbf{0} & \boldsymbol{I} \nu_{1 i} \\
\vdots & \vdots \\
\mathbf{0} & \boldsymbol{I} \nu_{N i}
\end{array}\right]\left[\begin{array}{c}
{ }^{i} \boldsymbol{w} \\
{ }^{i} \boldsymbol{z}
\end{array}\right]
$$

Using ${ }^{i} \boldsymbol{\Psi}$ and ${ }^{i} \boldsymbol{\Phi}, H_{\infty}$ performance of $\gamma$ for ${ }^{i} \boldsymbol{G}$ in a CS with $N$ agents and given $\Upsilon$ is equivalent to the statements given in (4.16) (Theorem 1 in [55]).

$$
\begin{align*}
{ }^{i} \boldsymbol{X} & \geq \mathbf{0}  \tag{4.16}\\
{ }^{i} \boldsymbol{M}_{1}^{T i} \boldsymbol{M}_{2}{ }^{i} \boldsymbol{M}_{1} & \leq \mathbf{0}
\end{align*}
$$

Given the decision variables $\gamma>0 \in \mathbb{R},{ }^{i} \boldsymbol{X} \geq \mathbf{0} \in \mathbb{S}^{n_{x i}},{ }^{i} \boldsymbol{Z}_{11},{ }^{i} \boldsymbol{Z}_{12},{ }^{i} \boldsymbol{Z}_{21}={ }^{i} \boldsymbol{Z}_{12}^{T}$, ${ }^{i} \boldsymbol{Z}_{22}$ and $\nu_{j i} \in \mathbb{R}$ for $i, j=[1, \cdots, N], j \neq i$, matrix valued functions ${ }^{i} \boldsymbol{M}_{1}\left(\nu_{j i}\right)$ and $\boldsymbol{M}_{2}\left(\gamma,{ }^{i} \boldsymbol{X},{ }^{i} \boldsymbol{Z}\right)$ are given in (4.17). For brevity, decision variables of matrix valued function representations will be omitted in the notation throughout the paper.

$$
\begin{aligned}
& { }^{i} \boldsymbol{M}_{1}=\left[\begin{array}{ccc}
{ }^{i} \boldsymbol{M}_{1,1} \\
{ }^{i} \boldsymbol{M}_{1,2}
\end{array}\right]=\left[\begin{array}{ccc}
\boldsymbol{I}_{n_{n x i}} & \mathbf{0} & \mathbf{0} \\
{ }^{i} \boldsymbol{A} & { }^{i} \boldsymbol{B}_{1} & \operatorname{row}\left\{{ }^{i} \boldsymbol{B}\right\}_{i=1}^{N} \\
\mathbf{0} & \boldsymbol{I}_{n_{w 1 i}} & \mathbf{0} \\
{ }^{i} \boldsymbol{C}_{1} & { }^{i} \boldsymbol{D}_{1} & \operatorname{row}\left\{{ }^{i} \boldsymbol{E}_{1}\right\}_{i=1}^{N} \\
\hline \mathbf{0} & \mathbf{0} & \boldsymbol{I}_{n_{w}} \\
\nu_{1 i}{ }^{i} \boldsymbol{C} & \nu_{1 i}{ }^{i} \boldsymbol{F}_{1} & \mathbf{0} \\
\vdots & \vdots & \vdots \\
\nu_{N i}{ }^{i} \boldsymbol{C} & \nu_{N i}{ }^{i} \boldsymbol{F}_{1} & \mathbf{0}
\end{array}\right] \\
& { }^{i} \boldsymbol{M}_{2}=\left[\begin{array}{c|c}
{ }^{i} \boldsymbol{M}_{2,1} & \mathbf{0} \\
\hline \mathbf{0} & { }^{i} \boldsymbol{M}_{2,2}
\end{array}\right] \\
& =\left[\begin{array}{cccc|cc}
\mathbf{0} & { }^{i} \boldsymbol{X} & \mathbf{0} & \mathbf{0} & \mathbf{0} & \mathbf{0} \\
{ }^{i} \boldsymbol{X} & \mathbf{0} & \mathbf{0} & \mathbf{0} & \mathbf{0} & \mathbf{0} \\
\mathbf{0} & \mathbf{0} & -\boldsymbol{I} & \mathbf{0} & \mathbf{0} & \mathbf{0} \\
\mathbf{0} & \mathbf{0} & \mathbf{0} & \frac{1}{\gamma^{2}} \boldsymbol{I} & \mathbf{0} & \mathbf{0} \\
\hline \mathbf{0} & \mathbf{0} & \mathbf{0} & \mathbf{0} & { }^{i} \boldsymbol{Z}_{11} & { }^{i} \boldsymbol{Z}_{12} \\
\mathbf{0} & \mathbf{0} & \mathbf{0} & \mathbf{0} & { }^{i} \boldsymbol{Z}_{21} & { }^{i} \boldsymbol{Z}_{22}
\end{array}\right]
\end{aligned}
$$

Set of inequalities given in (4.16) can be partitioned into linear and non-linear parts of the form given in (4.18), where partitions ${ }^{i} \boldsymbol{T}_{1}$ and ${ }^{i} \boldsymbol{T}_{2}$ are provided explicitly in (4.19).

$$
\begin{gather*}
{ }^{i} \boldsymbol{T}_{1}+{ }^{i} \boldsymbol{T}_{2} \leq \mathbf{0}  \tag{4.18}\\
{ }^{i} \boldsymbol{T}_{1}:={ }^{i} \boldsymbol{M}_{1,1}^{T}{ }^{i} \boldsymbol{M}_{2,1}{ }^{i} \boldsymbol{M}_{1,1}  \tag{4.19}\\
{ }^{i} \boldsymbol{T}_{2}:={ }^{i} \boldsymbol{M}_{1,2}^{T}{ }^{i} \boldsymbol{M}_{2,2}{ }^{i} \boldsymbol{M}_{1,2}
\end{gather*}
$$

Thus, the distributed nominal $H_{\infty}$ edge weight synthesis problem can be written as in (4.20), where ${ }^{i} \boldsymbol{\Phi}={ }^{i} \boldsymbol{T}_{2}$.

$$
\begin{array}{lll}
\operatorname{minimize} & { }^{i} \gamma & \\
\text { s.t. } & { }^{i} \boldsymbol{X} & \geq \mathbf{0}  \tag{4.20}\\
& { }^{i} \boldsymbol{T}_{1}+{ }^{i} \boldsymbol{T}_{2} \leq \mathbf{0}
\end{array}
$$

By looking at (4.19) and (4.20), it is seen that one of the resulting MIs are non-linear and synthesis of the edge weights is a non-linear problem. Section 4.3 provides a solution to the problem given in (4.20).

### 4.3 Methodology

Solution to the problem given in (4.20) relies on recomposition of the CS as illustrated in Figure 4.2, where all the mapping due to edge weights are substituted into a new system denoted as ${ }^{c} \boldsymbol{G}$. As a result, a new CS is constructed, where agents ${ }^{i} \boldsymbol{G}$ are talking only with ${ }^{c} \boldsymbol{G}$ with new edge weights denoted as $\nu_{i c}$ such that $\nu_{i c}=\nu_{c i}=1$, while all the mapping that is related to the original mapping is kept within ${ }^{c} \boldsymbol{G}$.

Signal definitions and formulation given in previous sections are revisited based on this new mapping and this reveals itself as $j=c$. As a result of this, partitions of ${ }^{i} \boldsymbol{M}_{1}$ and ${ }^{i} \boldsymbol{M}_{2}$ in (4.17) for $i=1, \cdots, N$ simplifies as given in (4.21), which makes a quadratic term once multiplied.


Figure 4.2. New interpretation of the cooperative system..

$$
\begin{align*}
& { }^{i} \boldsymbol{M}_{1,2}=\left[\begin{array}{ccc}
\mathbf{0} & \mathbf{0} & \boldsymbol{I}_{n_{w i}} \\
{ }^{i} \boldsymbol{C} & { }^{i} \boldsymbol{F}_{1} & \mathbf{0}
\end{array}\right]  \tag{4.21}\\
& { }^{i} \boldsymbol{M}_{2,22}=\left[\begin{array}{cc}
{ }_{C}^{i} \boldsymbol{Y}_{11} & { }_{c}^{i} \boldsymbol{Y}_{12} \\
{ }_{c}^{i} \boldsymbol{Y}_{21} & { }_{c}^{i} \boldsymbol{Y}_{22}
\end{array}\right]
\end{align*}
$$

There is an additional agent in the CS in the new composition and that is ${ }^{c} \boldsymbol{G}$, where partitions of ${ }^{i} \boldsymbol{M}_{1}$ and ${ }^{i} \boldsymbol{M}_{2}$ in (4.17) becomes as given in (4.22).

$$
\begin{align*}
& { }^{c} \boldsymbol{M}_{1,1}=\left[\begin{array}{ccc}
\mathbf{0} & \mathbf{0} & \mathbf{0} \\
\mathbf{0} & \mathbf{0} & \mathbf{0} \\
\mathbf{0} & \boldsymbol{I}_{n_{w}} & \mathbf{0} \\
\mathbf{0} & \mathbf{\Upsilon} & \mathbf{0}
\end{array}\right] \\
& { }^{c} \boldsymbol{M}_{1,2}=\left[\begin{array}{ccc}
\mathbf{0} & \mathbf{0} & \boldsymbol{I}_{n_{w}} \\
\mathbf{0} & \mathbf{0} & \mathbf{\Upsilon}
\end{array}\right] \\
& { }^{c} \boldsymbol{M}_{2,1}=\left[\begin{array}{cccc}
\mathbf{0} & \mathbf{0} & \mathbf{0} & \mathbf{0} \\
\mathbf{0} & \mathbf{0} & \mathbf{0} & \mathbf{0} \\
\mathbf{0} & \mathbf{0} & -\boldsymbol{I} & \mathbf{0} \\
\mathbf{0} & \mathbf{0} & \mathbf{0} & \frac{1}{\gamma^{2}} \boldsymbol{I}
\end{array}\right]  \tag{4.22}\\
& { }^{c} \boldsymbol{M}_{2,2}=\left[\begin{array}{cc}
{ }^{c} \boldsymbol{Z}_{11} & { }^{c} \boldsymbol{Z}_{12} \\
{ }^{c} \boldsymbol{Z}_{21} & { }^{c} \boldsymbol{Z}_{22}
\end{array}\right]
\end{align*}
$$

, where

$$
\begin{array}{ll}
{ }^{c} \boldsymbol{Z}_{11}=\operatorname{diag}\left\{{ }_{i}^{c} \boldsymbol{Y}_{11}\right\}_{i=1}^{N}, & { }_{i}^{c} \boldsymbol{Y}_{11}=-{ }_{c}^{i} \boldsymbol{Y}_{22} \\
{ }^{c} \boldsymbol{Z}_{12}=\operatorname{diag}\left\{{ }_{i}^{c} \boldsymbol{Y}_{12}\right\}_{i=1}^{N}, & { }_{i}^{c} \boldsymbol{Y}_{12}=-{ }_{c}^{i} \boldsymbol{Y}_{12}^{T}  \tag{4.23}\\
{ }^{c} \boldsymbol{Z}_{22}=\operatorname{diag}\left\{{ }_{i}^{c} \boldsymbol{Y}_{22}\right\}_{i=1}^{N}, & { }_{i}^{c} \boldsymbol{Y}_{22}=-{ }_{c}^{i} \boldsymbol{Y}_{11}
\end{array}
$$

Based on the redefined terms given in (4.21, 4.22 and 4.23), inequality given in (4.18) are written for $i$ and $c$. Then following lemma can be proposed.

Lemma 4.3.1 Assuming ${ }^{i} \boldsymbol{G}$ and ${ }^{c} \boldsymbol{G}$ maintain neutrality as defined in Definition 4.1.4, let ${ }^{i} G$ for $i=1, \cdots, N$ be dissipative agents with state space realization of (4.4). CS consisting of ${ }^{i} \boldsymbol{G}$ have a robust performance of $\gamma$ for input ${ }_{c}^{i} w \in \ell_{2}^{n_{w i}}$ for $i=[1, \cdots, N]$ if there exists ${ }^{i} \boldsymbol{X} \in \mathbb{S}^{n_{x i}},{ }_{c}^{i} \boldsymbol{Y}_{11} \in \mathbb{S}^{n_{w i}},{ }_{c}^{i} \boldsymbol{Y}_{22} \in \mathbb{S}^{n_{w i}},{ }_{c}^{i} \boldsymbol{Y}_{12} \in \mathbb{S}_{s}^{n_{w i}},{ }^{c} \boldsymbol{Z}_{11} \in \mathbb{S}^{N \cdot n_{w i}}$, ${ }^{c} \boldsymbol{Z}_{12} \in \mathbb{S}_{s}^{N \cdot n_{w i}}$ and ${ }^{c} \boldsymbol{Z}_{22} \in \mathbb{S}^{N \cdot n_{w i}}$ such that

$$
\begin{align*}
{ }^{i} \hat{\boldsymbol{X}} & \geq \mathbf{0} \\
{ }^{i} \boldsymbol{T}_{1}+{ }^{i} \boldsymbol{T}_{2} & \leq \mathbf{0}  \tag{4.24}\\
{ }^{c} \boldsymbol{T}_{1}+{ }^{c} \boldsymbol{T}_{2} & \leq \mathbf{0}
\end{align*}
$$

It should be noted that, second inequality in (4.24) is quadratic, which can be linearized, however, third inequality is non-linear. Assuming there is a valid linear approximation to and ${ }^{c} \boldsymbol{T}_{2}$ that satisfies inequalities in (4.24), Theorem 4.3.2 can be written. Proof to Lemma 4.3.1 will be provided along with the proof of Theorem 4.3.2 in proof.

Theorem 4.3.2 Let ${ }^{i} \boldsymbol{G}$ for $i=1, \cdots, N$ be dissipative agents with state space realization of (4.4). The following two statements are valid:

1. Assuming agents maintain neutrality as defined in Definition 4.1.4, CS consisting of ${ }^{i} \boldsymbol{G}$ achieves induced $\mathcal{L}_{2}$ gain performance of $\gamma^{*}$ for input ${ }^{i} w_{1} \in \ell_{2}^{N \cdot n_{w 1 i}}$ for $i=$ $[1, \cdots, N]$ if there exist matrices ${ }^{i} \boldsymbol{X}={ }^{i} \boldsymbol{X}^{T},{ }_{j}^{i} \boldsymbol{Y}_{11},{ }_{j}^{i} \boldsymbol{Y}_{12},{ }_{j}^{i} \boldsymbol{Y}_{22}$ and $\nu_{j i}$ such that LMIs in (4.20) is satisfied for $i, j=[1, \cdots, N]$.
2. CS consisting of ${ }^{i} \boldsymbol{G}$ and ${ }^{c} \boldsymbol{G}$ achieves induced $\mathcal{L}_{2}$ gain performance of $\gamma$ such that $\gamma^{2}:=\gamma^{* 2}+\alpha^{2}$ if Lemma 4.3.1 is satisfied.

Proof. Second inequality in (4.20) is pre- and post-multiplied with state-input vector of $\left[{ }^{i} \boldsymbol{x}^{T}{ }^{i} \boldsymbol{w}_{1}^{T}{ }^{i} \boldsymbol{w}^{T}\right]^{T}$. Summing these inequalities over $i$ yields the results as in (4.25). It should be noted that ${ }^{i} \boldsymbol{w}$ is as given in (4.10).

$$
\begin{equation*}
\sum_{i=1}^{N}{ }^{i} \dot{V}+\sum_{i=1}^{N}\left(\frac{1}{\gamma^{2}}{ }^{i} \boldsymbol{z}_{1}^{T i} \boldsymbol{z}_{1}-{ }^{i} \boldsymbol{w}_{1}^{T i} \boldsymbol{w}_{1}\right)+\sum_{i=1}^{N}{ }^{i} \boldsymbol{\Phi} \leq 0 . \tag{4.25}
\end{equation*}
$$

, where

$$
\begin{align*}
{ }^{i} \dot{V}= & { }^{i} \boldsymbol{x}^{T}\left({ }^{i} \boldsymbol{X}^{i} \boldsymbol{A}+{ }^{i} \boldsymbol{A}^{T}{ }^{i} \boldsymbol{X}\right)^{i} \boldsymbol{x}+ \\
& { }^{i} \boldsymbol{x}^{T i} \boldsymbol{X}^{i} \boldsymbol{B}_{1}{ }^{i} \boldsymbol{w}_{1}+{ }^{i} \boldsymbol{x}^{T} \boldsymbol{X}^{i} \boldsymbol{B}^{i} \boldsymbol{w}+ \\
& { }^{i} \boldsymbol{w}^{T i} \boldsymbol{B}^{T}{ }^{i} \boldsymbol{X}^{i} \boldsymbol{x}+{ }^{i} \boldsymbol{w}_{1}^{T} \boldsymbol{B}_{1}^{T i} \boldsymbol{X}^{i} \boldsymbol{x}  \tag{4.26}\\
{ }^{i} \boldsymbol{\Phi}= & { }^{i} \boldsymbol{z}^{T i} \boldsymbol{Z}_{22}{ }^{i} \boldsymbol{z}+{ }^{i} \boldsymbol{z}^{T i} \boldsymbol{Z}_{12}^{T}{ }^{i} \boldsymbol{w}+ \\
& { }^{i} \boldsymbol{w}^{T i} \boldsymbol{Z}_{12}{ }^{i} \boldsymbol{z}+{ }^{i} \boldsymbol{w}^{T i} \boldsymbol{Z}_{11}{ }^{i} \boldsymbol{w}
\end{align*}
$$

Integrating (4.25) along the admissible trajectory for $\left[{ }^{i} \boldsymbol{x}^{i} \boldsymbol{w}_{1}^{T}{ }^{i} \boldsymbol{w}^{T}\right]^{T}$ from time $t=0$ to $t=T$ and taking $\sum_{i=1}^{N}{ }^{i} \boldsymbol{\Phi}=0$ yields

$$
\begin{equation*}
V\left(\left\{{ }^{i} \boldsymbol{x}(T)\right\}_{i=1}^{N}\right)-V\left(\left\{{ }^{i} \boldsymbol{x}(0)\right\}_{i=1}^{N}\right)+\frac{1}{\gamma^{2}} \int_{0}^{T} \sum_{i=1}^{N}{ }^{i} \boldsymbol{z}_{1}^{T i} \boldsymbol{z}_{1} d t-\int_{0}^{T} \sum_{i=1}^{N}{ }^{i} \boldsymbol{w}_{1}^{T i} \boldsymbol{w}_{1} d t \leq 0 \tag{4.27}
\end{equation*}
$$

Same procedure is applied to the second and third inequalities of (4.24) for $i=$ $[1, \cdots, N]$ and following results are obtained. This time column matrix that is being preand post-multiplied with the second and third inequalities are $\left[{ }^{i} \boldsymbol{x}^{T}{ }^{i} \boldsymbol{w}_{1}^{T}{ }_{c}^{i} \boldsymbol{w}^{T}\right]^{T}$ for $i=$ $[1, \cdots, N]$ and $\left[0^{c} \boldsymbol{w}_{1}^{T}{ }^{c} \boldsymbol{w}^{T}\right]^{T}$, respectively. Summation of the resulting inequalities give (4.28).

$$
\begin{array}{r}
\sum_{i=1}^{N}{ }_{c}^{i} \dot{\hat{V}}+  \tag{4.28}\\
\sum_{i=1}^{N}\left(\frac{1}{\gamma^{2}}{ }^{i} \boldsymbol{z}_{1}^{T i} \boldsymbol{z}_{1}-{ }^{i} \boldsymbol{w}_{1}^{T i} \boldsymbol{w}_{1}\right)+\sum_{i=1}^{N}{ }_{c}^{i} \boldsymbol{\Phi} \\
+{ }^{c} \boldsymbol{\Phi}+\left(\frac{1}{\gamma^{2}}{ }^{c} \boldsymbol{z}_{1}^{T c} \boldsymbol{z}_{1}-{ }^{c} \boldsymbol{w}_{1}^{T c} \boldsymbol{w}_{1}\right) \leq 0
\end{array}
$$

, where

$$
\begin{align*}
{ }_{c}^{i} \dot{\hat{V}}= & { }^{i} \boldsymbol{x}^{T}\left({ }^{i} \hat{\boldsymbol{X}}^{i} \boldsymbol{A}+{ }^{i} \boldsymbol{A}^{T i} \hat{\boldsymbol{X}}\right)^{i} \boldsymbol{x}+ \\
& { }^{i} \boldsymbol{x}^{T i} \hat{\boldsymbol{X}}^{i} \boldsymbol{B}_{1}{ }^{i} \boldsymbol{w}_{1}+{ }^{i} \boldsymbol{x}^{T i} \hat{\boldsymbol{X}}^{i} \boldsymbol{B}^{i} \boldsymbol{w}+ \\
& { }^{i} \boldsymbol{w}^{T}{ }^{i} \boldsymbol{B}^{T}{ }^{i} \hat{\boldsymbol{X}}^{i} \boldsymbol{x}+{ }^{i} \boldsymbol{w}_{1}^{T i} \boldsymbol{B}_{1}^{T} \hat{\boldsymbol{X}}^{i} \boldsymbol{x} \\
{ }_{c}^{i} \boldsymbol{\Phi}= & { }_{c}^{i} \boldsymbol{z}^{T}{ }_{c}^{i} \boldsymbol{Y}_{22}{ }_{c}^{i} \boldsymbol{z}+{ }_{c}^{i} \boldsymbol{z}^{T}{ }_{c}^{i} \boldsymbol{Y}_{12}^{T}{ }_{c}^{i} \boldsymbol{w}+  \tag{4.29}\\
& { }_{c}^{i} \boldsymbol{w}^{T}{ }_{c}^{i} \boldsymbol{Y}_{12}{ }_{c}^{i} \boldsymbol{z}+{ }_{c}^{i} \boldsymbol{w}^{T}{ }_{c}^{i} \boldsymbol{Y}_{11}^{i}{ }_{c} \boldsymbol{w} \\
{ }^{c} \boldsymbol{\Phi}= & { }^{c} \boldsymbol{z}^{T}{ }^{c} \boldsymbol{Z}_{22}{ }^{c} \boldsymbol{z}+{ }^{c} \boldsymbol{z}^{T}{ }^{c} \boldsymbol{Z}_{12}^{T}{ }^{c} \boldsymbol{w}+ \\
& { }^{c} \boldsymbol{w}^{T}{ }^{c} \boldsymbol{Z}_{12}{ }^{c} \boldsymbol{z}+{ }^{c} \boldsymbol{w}^{T}{ }^{c} \boldsymbol{Z}_{11}^{c} \boldsymbol{w}
\end{align*}
$$

$\sum_{i=1}^{N}{ }_{c}^{i} \boldsymbol{\Phi}+{ }^{c} \boldsymbol{\Phi}=0$ due to the fact that interconnections are neutral, which is dictated to the inequality by relationship given in (4.23).

$$
\begin{array}{r}
\sum_{i=1}^{N}{ }^{i} \dot{\hat{V}}+\sum_{i=1}^{N}\left(\frac{1}{\gamma^{2}}{ }^{i} \boldsymbol{z}_{1}^{T i} \boldsymbol{z}_{1}-{ }^{i} \boldsymbol{w}_{1}^{T i} \boldsymbol{w}_{1}\right)+  \tag{4.30}\\
\left(\frac{1}{\gamma^{2}}{ }^{c} \boldsymbol{z}_{1}^{T c} \boldsymbol{z}_{1}-{ }^{c} \boldsymbol{w}_{1}^{T c} \boldsymbol{w}_{1}\right) \leq 0
\end{array}
$$

Integrating (4.30) along the admissible trajectory for $\left[{ }^{i} \boldsymbol{x}^{T}{ }^{i} \boldsymbol{w}_{1}^{T}{ }_{c}^{i} \boldsymbol{w}^{T}\right]^{T}$ for $i=[1, \cdots, N]$ and $\left[\mathbf{0}^{c} \boldsymbol{w}_{1}^{T}{ }^{c} \boldsymbol{w}^{T}\right]^{T}$ from time $t=0$ to $t=T$ yields $\hat{V}\left(\left\{{ }^{i} \boldsymbol{x}(T)\right\}_{i=1}^{N}\right)-\hat{V}\left(\left\{{ }^{i} \boldsymbol{x}(0)\right\}_{i=1}^{N}\right)+$ $\frac{1}{\gamma^{2}} \int_{0}^{T} \sum_{i=1}^{N}{ }^{i} \boldsymbol{z}_{1}^{T i} \boldsymbol{z}_{1} d t-\int_{0}^{T} \sum_{i=1}^{N}{ }^{i} \boldsymbol{w}_{1}^{T i} \boldsymbol{w}_{1} d t+\frac{1}{\gamma^{2}} \int_{0}^{T}{ }^{c} \boldsymbol{z}_{1}^{T c} \boldsymbol{z}_{1} d t-\int_{0}^{T}{ }^{c} \boldsymbol{w}_{1}^{T c} \boldsymbol{w}_{1} d t \leq 0$.

To prove $H_{\infty}$ performance, assume ${ }^{i} \boldsymbol{x}(0)=\mathbf{0}$ and ${ }^{i} \boldsymbol{x}(T) \neq \mathbf{0}$. Let ${ }^{i} \boldsymbol{w}_{1} \neq \mathbf{0}$ and ${ }^{c} \boldsymbol{w}_{1} \neq \mathbf{0}$ concatenated as $\boldsymbol{w}_{1}$ and let ${ }^{i} \boldsymbol{z}_{1}$ and ${ }^{c} \boldsymbol{z}_{1}$ concatenated as $\boldsymbol{z}_{1}$, where (4.31) provides to formal definitions to $\boldsymbol{w}_{1}$ and $\boldsymbol{z}_{1}$, respectively.

$$
\begin{gather*}
\boldsymbol{w}_{1}=\left[\begin{array}{c}
\operatorname{col}\left\{{ }^{i} \boldsymbol{w}_{1}\right\}_{i=1}^{N} \\
{ }^{c} \boldsymbol{w}_{1}
\end{array}\right]=\left[\begin{array}{c}
\operatorname{col}\left\{{ }^{i} \boldsymbol{w}_{1}\right\}_{i=1}^{N} \\
\operatorname{col}\left\{{ }_{c}^{i} \boldsymbol{z}\right\}_{i=1}^{N}
\end{array}\right]  \tag{4.31}\\
\boldsymbol{z}_{1}=\left[\begin{array}{c}
\operatorname{col}\left\{\boldsymbol{z}_{1}\right\}_{i=1}^{N} \\
{ }^{c} \boldsymbol{z}_{1}
\end{array}\right]=\left[\begin{array}{c}
\operatorname{col}\left\{{ }_{2} \boldsymbol{z}_{1}\right\}_{i=1}^{N} \\
\mathbf{\Upsilon} \operatorname{col}\left\{{ }_{c}^{i} \boldsymbol{z}\right\}_{i=1}^{N}
\end{array}\right]
\end{gather*}
$$

Then from (4.30 and 4.31) we get

$$
\begin{equation*}
\frac{\left\|\boldsymbol{z}_{1}\right\|_{2}^{2}}{\left\|\boldsymbol{w}_{1}\right\|_{2}^{2}} \leq \gamma^{2} \tag{4.32}
\end{equation*}
$$

for the CS an this completes the proof for Lemma 4.3.1.
Due to triangle inequality [131], $\boldsymbol{w}_{1}$ and $\boldsymbol{z}_{1}$ are upper bounded such that $\left\|\operatorname{col}\left\{{ }^{i} \boldsymbol{w}_{1}\right\}_{i=1}^{N}\right\|_{2}^{2}+$ $\left\|{ }^{c} \boldsymbol{w}_{1}\right\|_{2}^{2} \geq\left\|\boldsymbol{w}_{1}\right\|_{2}^{2}$ and $\left\|\operatorname{col}\left\{{ }^{i} \boldsymbol{z}_{1}\right\}_{i=1}^{N}\right\|_{2}^{2}+\left\|{ }^{c} \boldsymbol{z}_{1}\right\|_{2}^{2} \geq\left\|\boldsymbol{z}_{1}\right\|_{2}^{2}$. Then rewrite (4.32) as in (4.33), where $\boldsymbol{w}_{1}$ and $\boldsymbol{z}_{1}$ are replaced by their upper bounds.

$$
\begin{equation*}
\frac{\left\|\boldsymbol{z}_{1}\right\|_{2}^{2}}{\left\|\boldsymbol{w}_{1}\right\|_{2}^{2}}:=\frac{\left\|\operatorname{col}\left\{{ }^{i} \boldsymbol{z}_{1}\right\}_{i=1}^{N}\right\|_{2}^{2}+\left\|\boldsymbol{\Upsilon} \operatorname{col}\left\{{ }_{c}^{i} \boldsymbol{z}\right\}_{i=1}^{N}\right\|_{2}^{2}}{\left\|\operatorname{col}\left\{{ }^{i} \boldsymbol{w}_{1}\right\}_{i=1}^{N}\right\|_{2}^{2}+\left\|\operatorname{col}\left\{{ }_{c}^{i} \boldsymbol{z}\right\}_{i=1}^{N}\right\|_{2}^{2}} \tag{4.33}
\end{equation*}
$$

Recall $\left\|\mathbf{\Upsilon} \operatorname{col}\left\{{ }_{c}{ }_{c}^{i}\right\}_{i=1}^{N}\right\|_{2}^{2} \leq\|\mathbf{\Upsilon}\|_{2}^{2}\left\|\operatorname{col}\left\{{ }_{c}^{i} \boldsymbol{z}\right\}_{i=1}^{N}\right\|_{2}^{2}$ due to Cauchy-Schwartz inequality [131] and let $\Upsilon$ be a weighted and fully populated adjacency matrix, where $\|\Upsilon\|_{2}^{2} \geq 1$. Then,

$$
\begin{array}{r}
\frac{\left\|\operatorname{col}\left\{{ }^{i} \boldsymbol{z}_{1}\right\}_{i=1}^{N}\right\|_{2}^{2}+\left\|\mathbf{\Upsilon} \operatorname{col}\left\{{ }_{c}^{i} \boldsymbol{z}\right\}_{i=1}^{N}\right\|}{\left\|\operatorname{col}\left\{\boldsymbol{w}_{1}\right\}_{i=1}^{N}\right\|_{2}^{2}+\left\|\operatorname{col}\left\{{ }_{c}^{i} \boldsymbol{z}\right\}_{i=1}^{N}\right\|} \leq \\
\frac{\left\|\operatorname{col}\left\{{ }^{i} \boldsymbol{z}_{1}\right\}_{i=1}^{N}\right\|_{2}^{2}+\|\boldsymbol{\Upsilon}\|_{2}^{2}\left\|\operatorname{col}\left\{{ }_{c}^{i} \boldsymbol{z}\right\}_{i=1}^{N}\right\|}{\left\|\operatorname{col}\left\{{ }^{i} \boldsymbol{w}_{1}\right\}_{i=1}^{N}\right\|_{2}^{2}+\left\|\operatorname{col}\left\{{ }_{c}^{i} \boldsymbol{z}\right\}_{i=1}^{N}\right\|} \leq  \tag{4.34}\\
\frac{\left\|\operatorname{col}\left\{{ }^{i} \boldsymbol{z}_{1}\right\}_{i=1}^{N}\right\|_{2}^{2}}{\left\|\operatorname{col}\left\{{ }^{i} \boldsymbol{w}_{1}\right\}_{i=1}^{N}\right\|_{2}^{2}}+\alpha^{2}
\end{array}
$$

,where

$$
\begin{align*}
\alpha^{2} & \leq\|\mathbf{\Upsilon}\|_{2}^{2} \\
\frac{\left\|\operatorname{col}\left\{{ }^{i} \boldsymbol{z}_{1}\right\}_{i=1}^{N}\right\|_{2}^{2}}{\left\|\operatorname{col}\left\{{ }^{i} \boldsymbol{w}_{1}\right\}_{i=1}^{N}\right\|_{2}^{2}} & \leq \gamma^{* 2} \tag{4.35}
\end{align*}
$$

Second inequality in (4.35) is the $1^{\text {st }}$ result of Theorem 4.3.2, therefore following $\gamma^{* 2}+\alpha^{2}$ can be related to the performance of the modified system as given in the (4.36) whose inputs and outputs are denoted as $\boldsymbol{w}_{1}$ and $\boldsymbol{z}_{1}$, respectively. This completes the proof of Theorem 4.3.2.

$$
\begin{equation*}
\frac{\left\|\boldsymbol{z}_{1}\right\|_{2}^{2}}{\left\|\boldsymbol{w}_{1}\right\|_{2}^{2}} \leq \gamma^{* 2}+\alpha^{2} \tag{4.36}
\end{equation*}
$$

${ }^{c} \boldsymbol{T}_{2}$ is composed of two classes of non-linearities, which are explicitly revealed in (4.37) and denoted as ${ }^{c} \boldsymbol{T}_{2,1}$ and ${ }^{c} \boldsymbol{T}_{2,2}$, which are due to the partitions of diagonal and offdiagonal blocks of ${ }^{c} \boldsymbol{Z}$.

$$
\begin{align*}
& { }^{c} \boldsymbol{T}_{2}:={ }^{c} \boldsymbol{T}_{2,1}+{ }^{c} \boldsymbol{T}_{2,2} \\
& { }^{c} \boldsymbol{T}_{2,1}={ }^{c} \boldsymbol{M}_{1,2}^{T}\left[\begin{array}{c|c}
\mathbf{0} & { }^{c} \boldsymbol{Z}_{12} \\
\hline{ }^{c} \boldsymbol{Z}_{12}^{T} & \mathbf{0}
\end{array}\right]{ }^{c} \boldsymbol{M}_{1,2}  \tag{4.37}\\
& { }^{c} \boldsymbol{T}_{2,2}={ }^{c} \boldsymbol{M}_{1,2}^{T}\left[\begin{array}{c|c}
{ }^{c} \boldsymbol{Z}_{11} & \mathbf{0} \\
\hline \mathbf{0} & { }^{c} \boldsymbol{Z}_{22}
\end{array}\right]{ }^{c} \boldsymbol{M}_{1,2}
\end{align*}
$$

Non-linearity due to ${ }^{c} \boldsymbol{T}_{2,1}$ is a bilinear matrix function of $\boldsymbol{\Upsilon}$ and ${ }^{c} \boldsymbol{Z}_{12}$.

Linear Approximation for ${ }^{c} \boldsymbol{T}_{2,1}$ : To address non-linearity in ${ }^{c} \boldsymbol{T}_{2,1}$, it is convenient to partition ${ }^{c} \boldsymbol{M}_{1,2}:=\left[{ }^{c} \boldsymbol{M}_{1,2 w}^{T} \mid{ }^{c} \boldsymbol{M}_{1,2 z}^{T}\right]^{T}$ such that

$$
\begin{align*}
{ }^{c} \boldsymbol{M}_{1,2 w} & =\left[\begin{array}{lll}
\mathbf{0} & \mathbf{0} & \boldsymbol{I}_{n_{w}}
\end{array}\right]  \tag{4.38}\\
{ }^{c} \boldsymbol{M}_{1,2 z} & =\left[\begin{array}{lll}
\mathbf{0} & \mathbf{0} & \mathbf{\Upsilon}
\end{array}\right]
\end{align*}
$$

Then ${ }^{c} \boldsymbol{T}_{2,1}$ can be rewritten as in (4.39), which displays a convex concave pattern as defined in Definition 4.1.2, where $\boldsymbol{Q}, \boldsymbol{Q}_{1}, \boldsymbol{Q}_{2} \geq \mathbf{0}$.

$$
\begin{align*}
&{ }^{i} \boldsymbol{T}_{2,1}:={ }^{i} \boldsymbol{T}_{2,1}\left(\boldsymbol{Q}_{1}\right)-{ }^{i} \boldsymbol{T}_{2,1}\left(\boldsymbol{Q}_{2}\right)= \\
& {\left[\frac{{ }^{i} \boldsymbol{M}_{1,2 w}}{{ }^{i} \boldsymbol{M}_{1,2 z}}\right]^{T}\left[\begin{array}{c|c}
{ }^{i} \boldsymbol{Z}_{12} \\
{ }^{i} \boldsymbol{Z}_{12}^{T} & \mathbf{0}
\end{array}\right]\left[\begin{array}{c}
{ }^{i} \boldsymbol{M}_{1,2 w} \\
{ }^{i} \boldsymbol{M}_{1,2 z}
\end{array}\right] }= \\
& {\left[\frac{{ }^{i} \boldsymbol{Z}_{12}^{T}{ }^{i} \boldsymbol{M}_{1,2 w}}{{ }^{i} \boldsymbol{M}_{1,2 z}}\right]^{T}\left[\begin{array}{c|c}
\mathbf{0} & \boldsymbol{I} \\
\hline \boldsymbol{I} & \mathbf{0}
\end{array}\right]\left[\frac{{ }^{i} \boldsymbol{Z}_{12}^{T}{ }^{i} \boldsymbol{M}_{1,2 w}}{{ }^{i} \boldsymbol{M}_{1,2 z}}\right] }=  \tag{4.39}\\
& {\left[\frac{{ }^{i} \boldsymbol{Z}_{12}^{T}{ }^{i} \boldsymbol{M}_{1,2 w}}{{ }^{i} \boldsymbol{M}_{1,2 z}}\right]^{T} \boldsymbol{V}\left(\boldsymbol{Q}_{1}-\boldsymbol{Q}_{2}\right) \boldsymbol{V}^{T}\left[\frac{{ }^{i} \boldsymbol{Z}_{12}^{T}{ }^{i} \boldsymbol{M}_{1,2 w}}{{ }^{i} \boldsymbol{M}_{1,2 z}}\right] }
\end{align*}
$$

The decomposition for $\boldsymbol{Q}$, which is given in (4.40) uses generalized left eigenvectors defined as $\boldsymbol{V}$ and eigenvalues that are diagonally blocked in $\boldsymbol{\lambda}:=\operatorname{diag}(-\boldsymbol{I}, \boldsymbol{I})$ with respective sizes [123]. When the diagonal eigenvalues are separated into two matrices while securing the dimension of the original matrix, equation of (4.40) is obtained.It should be noted that, convex-concave decomposition is not unique and depending on the selection curvature can shift between convex and concave partitions, as denoted in [122].

$$
\boldsymbol{Q}=\boldsymbol{V}\left(\boldsymbol{Q}_{1}-\boldsymbol{Q}_{2}\right) \boldsymbol{V}^{T}=\boldsymbol{V}\left(\left[\begin{array}{ll}
\mathbf{0} & \mathbf{0}  \tag{4.40}\\
\mathbf{0} & \boldsymbol{I}
\end{array}\right]-\left[\begin{array}{ll}
\boldsymbol{I} & \mathbf{0} \\
\mathbf{0} & \mathbf{0}
\end{array}\right]\right) \boldsymbol{V}^{T}
$$

If ${ }^{c} \boldsymbol{T}_{2,1}\left(\boldsymbol{Q}_{2}\right)$ partition of the decomposition provided in (4.39) is linearized as given in (4.41) and denoted as $L\left\{{ }^{c} \boldsymbol{T}_{2,1}\left(\boldsymbol{Q}_{2}\right)\right\}$, then ${ }^{c} \boldsymbol{T}_{2,1}\left(\boldsymbol{Q}_{2}\right) \geq L\left\{{ }^{c} \boldsymbol{T}_{2,1}\left(\boldsymbol{Q}_{2}\right)\right\}_{k}$ therefore ${ }^{c} \boldsymbol{T}_{2,1} \geq$ ${ }^{c} \boldsymbol{T}_{2,1}\left(\boldsymbol{Q}_{1}\right)-L\left\{L\left\{{ }^{c} \boldsymbol{T}_{2,1}\left(\boldsymbol{Q}_{2}\right)\right\}_{k}\right\}$ is true due to due to Lemma 4.1.1 and Lemma 4.1.2, where $k$ in $L\{\cdot\}_{k}$ represents the linearization around existing solution. $\{\cdot\}^{k}$ in (4.41) represents existing solutions of the decision variables.

$$
\begin{align*}
L\left\{{ }^{c} \boldsymbol{T}_{2,1}\left(\boldsymbol{Q}_{2}\right)\right\}_{k}= & {\left[\frac{{ }^{c} \boldsymbol{Z}_{12}^{k}{ }^{T}{ }^{c} \boldsymbol{M}_{1,2 w}^{k}}{{ }^{c} \boldsymbol{M}_{1,2 z}^{k}}\right]^{T} \boldsymbol{Q}_{2}\left[\frac{{ }^{c} \boldsymbol{Z}_{12}^{T}{ }^{c} \boldsymbol{M}_{1,2 w}}{{ }^{c} \boldsymbol{M}_{1,2 z}}\right]+} \\
& {\left[\frac{{ }^{c} \boldsymbol{Z}_{12}^{T}{ }^{c} \boldsymbol{M}_{1,2 w}}{{ }^{c} \boldsymbol{M}_{1,2 z}}\right] \boldsymbol{Q}_{2}\left[\frac{{ }^{c} \boldsymbol{Z}_{12}^{k}{ }^{T}{ }^{c} \boldsymbol{M}_{1,2 w}^{k}}{{ }^{c} \boldsymbol{M}_{1,2 z}^{k}}\right]-}  \tag{4.41}\\
& {\left[\frac{{ }^{c} \boldsymbol{Z}_{12}^{k}{ }^{T}{ }^{c} \boldsymbol{M}_{1,2 w}^{k}}{{ }^{c} \boldsymbol{M}_{1,2 z}^{k}}\right] \boldsymbol{Q}_{2}\left[\frac{{ }^{c} \boldsymbol{Z}_{12}^{k}{ }^{T}{ }^{T} \boldsymbol{M}_{1,2 w}^{k}}{{ }^{c} \boldsymbol{M}_{1,2 z}^{k}}\right] }
\end{align*}
$$

Linear Approximation for ${ }^{c} \boldsymbol{T}_{2,2}$ : Let $L\left\{{ }^{c} \boldsymbol{T}_{2,2}\right\}$ denote linear approximation of ${ }^{c} \boldsymbol{T}_{2,2}$. ${ }^{c} \boldsymbol{Z}_{11}$ and ${ }^{c} \boldsymbol{Z}_{22}$ dictate in and out supply rate to ${ }^{c} \boldsymbol{G}$. Therefore an intuitive selection for ${ }^{c} \boldsymbol{Z}_{11}$ and ${ }^{c} \boldsymbol{Z}_{22}$ with a priori definiteness assumption can be ${ }^{c} \boldsymbol{Z}_{11}={ }^{c} \boldsymbol{Z}_{11}^{T} \leq \mathbf{0}$ and ${ }^{c} \boldsymbol{Z}_{22}=$ ${ }^{i} \boldsymbol{Z}_{22}^{T} \geq \mathbf{0}$, respectively.

Let $\eta_{\gamma}:=\frac{1}{\gamma^{2}} \boldsymbol{I}_{n_{z}}$ and $\epsilon:=\left\{\eta_{\gamma}\right\}_{\gamma=\gamma^{0}}^{\gamma_{\text {optimal }}}$, where $\gamma^{0} \geq \gamma \geq \gamma_{\text {optimal }} \geq 0$. Then $\epsilon$ is non-decreasing sequence and ${ }^{c} \boldsymbol{Z}_{22} \geq \lim \sup _{\gamma \rightarrow \gamma_{\text {optimal }}} \eta_{\gamma} \geq 0$. Then ${ }^{c} \boldsymbol{T}_{2,2} \geq L\left\{{ }^{c} \boldsymbol{T}_{2,2}\right\}$, therefore $L\left\{{ }^{c} \boldsymbol{T}_{2,2}\right\}$ as given in (4.42) along with $L\left\{{ }^{c} \boldsymbol{T}_{2,2}\right\}$ as given in (4.41), results in

$$
L\left\{{ }^{c} \boldsymbol{T}_{2,2}\right\}:={ }^{c} \boldsymbol{M}_{1,2}^{T}\left[\begin{array}{c|c}
{ }^{c} \tilde{\boldsymbol{Z}}_{11} & \mathbf{0}  \tag{4.42}\\
\hline \mathbf{0} & { }^{c} \tilde{\boldsymbol{Z}}_{22}
\end{array}\right]{ }^{c} \boldsymbol{M}_{1,2}
$$

, where ${ }^{c} \tilde{\boldsymbol{Z}}_{11}={ }^{c} \boldsymbol{Z}_{11}$ and ${ }^{c} \tilde{\boldsymbol{Z}}_{22}=\frac{1}{c \gamma^{2}} \boldsymbol{I}_{n_{z}}$. This represents successive linearization as provided in [132].

Finally, linear approximation $L\left\{{ }^{c} \boldsymbol{T}_{2}\right\}$ is provided in (4.43) will satisfy inequality given in (4.44) and with that problem given in (4.20) can be written as in (4.45).

$$
\begin{equation*}
L\left\{{ }^{c} \boldsymbol{T}_{2}\right\}=L\left\{{ }^{c} \boldsymbol{T}_{2,1}\right\}+L\left\{{ }^{c} \boldsymbol{T}_{2,2}\right\} \tag{4.43}
\end{equation*}
$$

$$
\begin{equation*}
{ }^{c} \boldsymbol{T}_{2} \geq L\left\{{ }^{c} \boldsymbol{T}_{2,1}\right\}+L\left\{{ }^{c} \boldsymbol{T}_{2,2}\right\} \tag{4.44}
\end{equation*}
$$

Given the linear approximations $L\left\{{ }^{i} \boldsymbol{T}_{2,1}\right\}$, the distributed nominal $H_{\infty}$ edge weight synthesis problem in (4.20) can be rewritten as given in (4.45). It should be noted that ${ }^{c} \boldsymbol{T}_{2}$ is linear when $\Upsilon$ is given, which is the $1^{\text {st }}$ phase in the Algorithm 4.

$$
\begin{array}{lll}
\operatorname{minimize} & \gamma & \\
\text { s. t. } & { }^{i} \boldsymbol{X} & \geq \mathbf{0}  \tag{4.45}\\
& { }^{i} \boldsymbol{T}_{1}+{ }^{i} \boldsymbol{T}_{2} & \leq \mathbf{0} \\
& { }^{c} \boldsymbol{T}_{1}+L\left\{{ }^{c} \boldsymbol{T}_{2}\right\} & \leq \mathbf{0}
\end{array}
$$

```
Algorithm 4 Distributed \(H_{\infty}\) optimization algorithm
Require: \(\mathbf{\Upsilon}^{0}\)
Ensure: \(\Upsilon^{0}\) is within the relative interior [122].
Phase 1 - Finding relative interior
    1: Solve (4.45) as a linear program since \(\boldsymbol{\Upsilon}^{0}\) is given
    Result: \(\gamma^{0}, \boldsymbol{X}^{0},{ }^{i} \boldsymbol{Z}^{0},{ }^{c} \boldsymbol{Z}^{0}\).
Phase 2 - Successive minimization
    3: Let \(m\) be the iteration step of Phase 2 and \(m_{\max }\) be the maximum number of iterations.
    4: Set \(\boldsymbol{\Upsilon} \rightarrow \boldsymbol{\Upsilon}^{m=1},{ }^{c} \boldsymbol{Z}^{0} \rightarrow{ }^{c} \boldsymbol{Z}^{m=1}\)
    5: Define \(\underline{\gamma}^{m}, \bar{\gamma}^{m}\) to be lower and upper bound to \(\gamma^{m}\). Define \(\gamma^{m}=\left(\bar{\gamma}^{m}+\underline{\gamma}^{m}\right) / 2\) and set
    \(\underline{\gamma}^{m=1}=\gamma^{0}-E, \bar{\gamma}^{m=1}=\gamma^{0}+E\), where \(E>0 \in \mathbb{R}\).
    6: loop 1: Successive Minimization
    while \(m<m_{\max } \& \bar{\gamma}^{m}-\underline{\gamma}^{m}>\) tolerance do
        Solve loop 2
        if loop 2 is feasible then
            Set \(\bar{\gamma}^{m+1}=\gamma^{m}\)
        else
            Set \(\underline{\gamma}^{m+1}=\gamma^{m}\)
        end if
        Set \(m=m+1\)
        end while
    end loop
    loop 2: Sequential Optimization
        Let \(k\) be iteration step of loop 2 and \(k_{\max }\) be the maximum number of iterations.
        Set \(\boldsymbol{\Upsilon}^{k=1}=\boldsymbol{\Upsilon}^{m},{ }^{c} \boldsymbol{Z}^{k=1}={ }^{c} \boldsymbol{Z}^{m}\)
        while \(k<k_{\max } \&\left\|\mathbf{\Upsilon}^{k}\right\|_{2}^{2}-\left\|\mathbf{\Upsilon}^{k-1}\right\|_{2}^{2}>\) tolerance do
            Solve (4.45) such that \(\boldsymbol{\Upsilon}^{k},{ }^{c} \boldsymbol{Z}^{k}\) are the current values \((\mathrm{k}=1)\) and \(\boldsymbol{\Upsilon}\) and \({ }^{c} \boldsymbol{Z}\) are
    variables.
            Set \(\boldsymbol{\Upsilon}^{k+1}=\boldsymbol{\Upsilon},{ }^{c} \boldsymbol{Z}^{k+1}={ }^{c} \boldsymbol{Z}\) of \(k^{\text {th }}\) iteration.
            Set \(k=k+1\)
        end while
        Result: \(\gamma^{k_{\max }}, \boldsymbol{X}^{k_{\max }},{ }^{i} \boldsymbol{Z}^{k_{\text {max }}},{ }^{c} \boldsymbol{Z}^{k_{\text {max }}}\) and \(\boldsymbol{\Upsilon}^{k_{\text {max }}}\).
    end loop
```


### 4.4 Verification

Methodology described under Section 4.3, is verified using a CS of six vehicles. Adjacency matrix for lumped and distributed cases are compared in terms of edge weights $\Upsilon$ and the robust performance level given by $\gamma$. Simulations are executed on a PC with Intel(R) Core(TM) i7-4720HQ CPU @ 2.6GHz, 16GB RAM running on Windows 10 OS and MATLAB 2019b.

Dynamics of the agents are defined with the state space representation given in (4.46).

$$
{ }^{i} \boldsymbol{G}=\left[\begin{array}{cc|cc}
0 & 2 & 0 & 0  \tag{4.46}\\
-0.5 & -3 & 1 & 1 \\
\hline 1 & 0 & 0 & 0 \\
0 & 1 & 1 & 0
\end{array}\right]
$$

Agents are connected to each other with an adjacency matrix, $\Upsilon$, which is fully populated such that edge weights $\nu_{i j}$ for $i, j=[1, \cdots, N]$ and $i \neq j$ are defined by a uniformly distributed random number in the interval $(0,1)$. Constructing edge weights in this form makes row sum of $\Upsilon \geq 0$. Therefore before implementing the algorithm, a weighted $\Upsilon$ is calculated. As a result, of that initial adjacency matrix is provided in (4.47).

$$
\mathbf{\Upsilon}_{0}=\left[\begin{array}{cccccc}
0 & 0.4546 & 0.2472 & 0.0530 & 0.1555 & 0.0897  \tag{4.47}\\
0.1089 & 0 & 0.1705 & 0.2042 & 0.1772 & 0.3392 \\
0.1571 & 0.2861 & 0 & 0.1934 & 0.2904 & 0.0730 \\
0.2817 & 0.1204 & 0.2799 & 0 & 0.2896 & 0.0283 \\
0.1091 & 0.0959 & 0.2859 & 0.3615 & 0 & 0.1475 \\
0.3184 & 0.2755 & 0.0027 & 0.2456 & 0.1578 & 0
\end{array}\right]
$$

Using (4.46) as ${ }^{i} \boldsymbol{G}$, a CS of six agents $(N=6)$ is created. Solver starts from the initial guess provided in (4.47). $\Upsilon^{0}$ being the initial adjacency matrix for the Algorithm 4, $\boldsymbol{\Upsilon}^{\infty}$ is synthesized and given in (4.48). Initial robustness of the CS is calculated to be $\gamma=2.05$ for $\mathbf{\Upsilon}^{0}$. CS with $\mathbf{\Upsilon}^{\infty}$ on the other hand provide a robustness $\gamma=1.58$, which clearly represents an improvement in nominal $H_{\infty}$ performance. Algorithm 4 has a mean calculation time of $t_{\mu}=53.1028 \mathrm{~s}$ with a standard deviation of $\sigma=12.6443 \mathrm{~s}$ for 100 runs, where $\Upsilon^{0}$ is fully populated and constructed from uniformly distributed random edge weights every time. It should be noted that, topology is not synthesized and can be defined arbitrarily.

$$
\mathbf{\Upsilon}_{\infty}=\left[\begin{array}{cccccc}
0 & 0.9167 & 0.0431 & 0.0121 & 0.0124 & 0.0158  \tag{4.48}\\
0.0117 & 0 & 0.0091 & 0.0404 & 0.0129 & 0.9259 \\
0.0213 & 0.0935 & 0 & 0.0419 & 0.8313 & 0.0121 \\
0.1156 & 0.0386 & 0.2211 & 0 & 0.6191 & 0.0056 \\
0.0056 & 0.0138 & 0.5910 & 0.3791 & 0 & 0.0106 \\
0.8617 & 0.0732 & 0.0000 & 0.0553 & 0.0097 & 0
\end{array}\right]
$$

$\Upsilon^{0}$ and $\boldsymbol{\Upsilon}^{\infty}$ are provided in Figure 4.3 with the black and red color code. In this plot edge weights are provided, where thickness of edges are modified based on maximum edge weight of each adjacency matrix and only provided to visualize intensity of the edge $\nu_{j i}$ among the edge set of regarding adjacency matrix. Verification runs show that, adjacency matrices that resembles complete cycles are turned into directed path and cycles by minimizing weights on certain edges almost zero. In the example given in Figure 4.3, algorithm optimizes edge weights such that Agents 1, 2 and 6 and Agent 3, 4 and 5 become separate groups with high strength edge weights while edge weights between these groups are weakened. The only considerable weighting exist between Agent 1 and Agent 4, Agent 6 and Agent 4 and Agent 2 and Agent 3.


Figure 4.3. Comparison of the initial and synthesized adjacency matrices in a Graph plot. Initial and synthesized adjacency matrices $\boldsymbol{\Upsilon}^{0}$ and $\Upsilon^{\infty}$ are provided in (4.47) and (4.48), respectively..

The time performance of these agents are verified by injecting disturbances at different nodes of a CS which is expected to have consensus. It should be noted that no controller is assigned to this CS for tracking and CS is constructed using the lumped model given in (4.6). The disturbances are calculated such that

$$
{ }^{i} \Delta\left(t,{ }^{i} \boldsymbol{z}_{1}\right)= \begin{cases}\underline{k}^{i} \boldsymbol{z}_{1}, & \text { if } t<{ }^{i} T_{1}<{ }^{i} T_{2}  \tag{4.49}\\ \bar{k}^{i} \boldsymbol{z}_{1}, & \text { if } t>{ }^{i} T_{2}\end{cases}
$$

, where $\underline{k}$ and $\bar{k}$ are defined as rectangular pulses with magnitude of -1 and 1 with duration of 0.5 s . The visualization of ${ }^{i} \Delta$ are provided in Figure 4.4. As illustrated in Figure 4.4,
perturbations are given until $t=9 \mathrm{~s}$ to every agent. Selection of $\underline{k}, \bar{k},{ }^{i} T_{1}$ and ${ }^{i} T_{2}$ are arbitrary.

For the agent dynamics given in (4.46) and ${ }^{i} \Delta$ CS system is constructed with $\Upsilon^{0}$ and $\boldsymbol{\Upsilon}^{\infty}$ and denoted as $H_{0}$ and $H_{\infty}$.


Figure 4.4. Inejcted disturbances ${ }^{i} \Delta$ to the performance channel through ${ }^{i} \boldsymbol{w}_{1} .$.
The performance of $H_{0}$ and $H_{\infty}$ are provided in Figure 4.5, where dashed red and solid black lines illustrate ${ }^{i} \boldsymbol{z}_{1}$ of agents within $H_{0}$ and $H_{\infty}$, respectively. Markers denoting each agent are provided in the plot for further elaboration. Figure 4.5 illustrates that injected disturbances are attenuated faster at every node in $H_{\infty}$.


Figure 4.5. Initial and synthesized out-degrees of agent ${ }^{i} \boldsymbol{G}$ denoted as $\nu_{j i} .$.

### 4.5 Conclusions

This paper focuses on finding the optimal values for edge weights in terms of enhancing $H_{\infty}$ performance criteria of a CS in a distributed fashion. This problem is solved by modeling communication media as a synthetic agent denoted as ${ }^{c} \boldsymbol{G}$ and making ideal interconnections between original agents and this synthetic agent in [73]. By this way, information on adjacency matrix is secured and distributed edge weight synthesis is executed in a distributed fashion. Yet This work improves the deficiencies in original methodology by minimizing the ${ }^{i} \boldsymbol{Z}_{22}$ definition by finding a supremum to it with a successively magnifying quadratic term defined as $\gamma \boldsymbol{I}_{n_{z}}$ as given in linear approximation of ${ }^{c} \boldsymbol{T}_{2,2}$ in (4.42). Here, a non-decreasing sequence is defined by $\gamma$ which is being minimized. The off-diagonal terms in ${ }^{i} \boldsymbol{Z}$ are given a linear approximation in linear approximation of ${ }^{c} \boldsymbol{T}_{2,1}$ and this relies on convex-concave decomposition method. Finally, $L\left\{{ }^{c} \boldsymbol{T}_{2,1}\right\}$ and $L\left\{{ }^{c} \boldsymbol{T}_{2,2}\right\}$ are iterated in different layers of the optimization, where $L\left\{{ }^{c} \boldsymbol{T}_{2,1}\right\}$ is being optimized in loop 2, whose steps are denoted with $k$, while $L\left\{{ }^{c} \boldsymbol{T}_{2,2}\right\}$ is being optimized in loop 1, where $\gamma$ is being minimized.

## Chapter 5

## Cooperative Model Predictive Control Strategy for Docking With Task Prioritization

### 5.1 Preliminaries

The notation of this work is as follows. $s \in \mathbb{R}, \boldsymbol{v} \in \mathbb{R}^{n_{v}}$ and $\boldsymbol{M} \in \mathbb{R}^{n_{r} \times n_{c}}$ represent arbitrary scalar, vector and matrix. $\mathcal{F}_{I}$ and $\mathcal{F}_{B}$ represent inertial and body frames, where the expression of a vector for these frames is written as ${ }_{i} \boldsymbol{v}, i=I, B$. Unit vectors in orthonormal frames are denoted as $\boldsymbol{u}_{1}=\left[\begin{array}{lll}1 & 0 & 0\end{array}\right]^{T}, \boldsymbol{u}_{2}=\left[\begin{array}{lll}0 & 1 & 0\end{array}\right]^{T}$ and $\boldsymbol{u}_{3}=$ $\left[\begin{array}{lll}0 & 0 & 1\end{array}\right]^{T}$. Composite rotation matrix ${ }_{I} \boldsymbol{C}_{B} \in S O(3)$ is written from $\mathcal{F}_{B}$ to $\mathcal{F}_{I}$ and rotation sequence is depicted as $z-y-x$ and associated Euler angles are denoted as $\psi, \theta$ and $\phi . g=9.81 \mathrm{~m} / \mathrm{s}^{2}$ is the gravitational acceleration. $\operatorname{col}\{\cdot\}_{m=1}^{M}, \operatorname{row}\{\cdot\}_{l=1}^{M}$ and $\operatorname{diag}\{\cdot\}_{m=1}^{M}$ represents column, row and diagonal concatenation of the entity within the parenthesis.

### 5.1.1 Quadrotor Dynamics

A 6 Degree of Freedom (DoF) rigid body dynamics with mass $\left(m_{q}\right)$ and moment of inertia $\left(\boldsymbol{J}_{q}\right)$ express the dynamics of the quadcopter, as in (5.1). Model states are denoted as $\boldsymbol{x}_{q}=\left[\begin{array}{llll}\boldsymbol{p}_{q}^{T} & \boldsymbol{v}_{q}^{T} & \boldsymbol{\theta}_{q}^{T} & \boldsymbol{w}_{q}^{T}\end{array}\right]^{T} \in \mathbb{R}^{12}$, where $\boldsymbol{p}_{q}={ }_{I} \boldsymbol{p}_{q} \in \mathbb{R}^{3}, \boldsymbol{v}_{q}={ }_{I} \boldsymbol{v}_{q} \in \mathbb{R}^{3}, \boldsymbol{\theta}_{q} \in \mathbb{R}^{3}$ and $\boldsymbol{w}_{q}={ }_{B} \boldsymbol{w}_{q} \in \mathbb{R}^{3}$ are inertial position, inertial velocity, Euler angles and angular velocity, respectively. Given the Euler angles rotation matrix for quadrotor is denoted as ${ }_{I} \boldsymbol{C}_{q}\left(\boldsymbol{\theta}_{q}\right)={ }_{I} \boldsymbol{C}_{q}$. Inputs of the system are denoted as $\boldsymbol{u}_{q}=\left[\begin{array}{ll}f_{q} & \boldsymbol{t}_{q}^{T}\end{array}\right]^{T} \in \mathbb{R}^{4}$, where $f_{q}$ is the total thrust generated by the motors on $\mathcal{F}_{B}$ and $\boldsymbol{t}_{q} \in \mathbb{R}^{3}$ is the column matrix of moments generated on the body defined in $\mathcal{F}_{B} . \boldsymbol{E}_{q}$ is the mapping between $\boldsymbol{w}_{q}$ and $\dot{\boldsymbol{\theta}}_{q}$ such
that $\boldsymbol{w}_{q}=\boldsymbol{E}_{q} \dot{\boldsymbol{\theta}}_{q}$ for predefined rotation sequence. Quadcopter properties are taken from the work [133].

$$
\begin{align*}
\dot{\boldsymbol{x}}_{q} & =\left[\begin{array}{c}
\dot{\boldsymbol{p}}_{q} \\
\dot{\boldsymbol{v}}_{q} \\
\dot{\boldsymbol{e}}_{q} \\
\dot{\boldsymbol{w}}_{q}
\end{array}\right]=\boldsymbol{f}\left(\boldsymbol{x}_{q}, \boldsymbol{u}_{q}\right) \\
& =\left[\begin{array}{c}
\boldsymbol{v}_{q} \\
g \boldsymbol{u}_{3}-\left(1 / m_{q}\right)_{I} \boldsymbol{C}_{q} f_{q} \boldsymbol{u}_{3} \\
\boldsymbol{E}^{-1} \boldsymbol{w}_{q} \\
\boldsymbol{J}_{q}^{-1}\left(-\boldsymbol{w}_{q} \times \boldsymbol{J}_{q} \boldsymbol{w}_{q}+\boldsymbol{t}_{q}\right)
\end{array}\right] \tag{5.1}
\end{align*}
$$

### 5.1.2 Rover Dynamics

Dynamics of the rover is calculated with mass $m_{r}$ and moment of inertia $\boldsymbol{J}_{r}$ assuming that it runs on a flat surface and provided in (5.2). Based on this assumption, model states are denoted as $\boldsymbol{x}_{r}=\left[p_{r, x} p_{r, y} \Psi_{r} v_{r, x} w_{r, z}\right]^{T}$, where $p_{r, x}$ and $p_{r, y}$ represents inertial position on $x-y$ plane, $\Psi_{r}$ is the Euler angle about $z$ axis, ${ }_{B} v_{r, x}=v_{r, x}$ is the horizontal velocity of the rover and ${ }_{B} w_{r, z}=w_{r, z}$ is the angular velocity of the rover. Composite rotation matrix for the is denoted as ${ }_{I} \boldsymbol{C}_{r}={ }_{I} \boldsymbol{C}_{r}\left(\Psi_{r}\right)$. Inputs to the system are denoted as $\boldsymbol{u}_{r}=\left[f_{r, 1} f_{r, 2}\right]^{T}$, which represents the traction forces applied on the surface by a set of the wheel on the right and the left-hand side of the rover, respectively. $m_{r}$ is taken as 1 kg and and $\boldsymbol{J}_{r}=\operatorname{diag}\{0.1\} \mathrm{kg} \cdot \mathrm{m}^{2}$.

$$
\begin{align*}
\dot{\boldsymbol{x}}_{r} & =\left[\begin{array}{c}
\dot{p}_{r, x} \\
\dot{p}_{r, y} \\
\dot{\Psi}_{r} \\
\dot{v}_{r, x} \\
\dot{w}_{r, z}
\end{array}\right]=\boldsymbol{f}\left(\boldsymbol{x}_{r}, \boldsymbol{u}_{r}\right)  \tag{5.2}\\
& =\left[\begin{array}{c}
\boldsymbol{u}_{1}^{T} \boldsymbol{C}_{r} v_{r, x} \boldsymbol{u}_{1} \\
\boldsymbol{u}_{2}^{T}{ }_{I} \boldsymbol{C}_{r} v_{r, x} \boldsymbol{u}_{1} \\
w_{r, z} \\
\left(1 / m_{r}\right)\left(f_{r, 1}+f_{r, 2}\right) \\
\boldsymbol{J}^{-1}\left(\boldsymbol{r}_{1} \times f_{r, 1}+\boldsymbol{r}_{2} \times f_{r, 2}\right)
\end{array}\right]
\end{align*}
$$

### 5.1.3 Underlying Graph Structure

The communication among agents in the cooperative systems are described by Graph $\mathcal{G}=(\mathcal{N}, \mathcal{E})$, which consists of node set $\mathcal{N}$ and edge set $\mathcal{E}$ [134]. Edge set $\mathcal{E} \subset \mathcal{N} \times \mathcal{N}$ is given between nodes $i \in \mathcal{N}$ and $j \in \mathcal{N}$ such that $(j, i) \in \mathcal{E}$ denotes node $i$ receives information from $j$. Let $n_{w}$ be an arbitrary signal dimension, then adjacency matrix ${ }^{1} \boldsymbol{A}=$ $\left[a_{i j}\right] \otimes \boldsymbol{I}_{n_{w}} \in \mathbb{R}^{N \cdot n_{w} \times N \cdot n_{w}}$ of $\mathcal{G}$ is composed of weighting scalars $a_{i j}$, where $a_{i j}$ quantifies the strength of the connection from node $j$ to node $i . N$ is the number of agents in the cooperative system (CS). Formally, $A_{i j}$ is described as in the following equation.

$$
\boldsymbol{A}_{i j}=\left\{\begin{array}{l}
a_{i j}>0, \quad j \neq i, \quad(j, i) \in \mathcal{E}  \tag{5.3}\\
a_{i j}=0, \quad \text { otherwise }
\end{array}\right.
$$

[^1]
### 5.2 Methodology

This section introduces a unified MPC strategy to maintain a docking approach for long-range and a finer docking maneuver in short-range by accommodating a nonlinear and a linear MPC designed with edge weight information and task prioritization. This section is divided into four sections where Non-linear MPC (NMPC), Linear MPC (LMPC), cooperative task prioritization, and implementation of the control strategy is described in subsections section 5.2.1, section 5.2.2, section 5.2.3 and section 5.2.4, respectively.

Introduced method can be applied on all of the agents as formulation only considers local neighbor information therefore formulations will be provided for agent denoted as $i$, which is defined by the states $\boldsymbol{x}_{i}(t) \in \mathbb{R}^{n_{x}}$, inputs $\boldsymbol{u}_{i}(t) \in \mathbb{R}^{n_{u}}$ and outputs $\boldsymbol{y}_{i}(t) \in \mathbb{R}^{n_{y}}$. Given the states and inputs, non-linear dynamics of agent $i$ are given in the form:

$$
\begin{align*}
\dot{\boldsymbol{x}}_{i}(t) & =\boldsymbol{f}_{i}\left(\boldsymbol{x}_{i}(t), \boldsymbol{u}_{i}(t)\right)  \tag{5.4}\\
\boldsymbol{y}_{i} & =\boldsymbol{h}_{i}\left(\boldsymbol{x}_{i}(t), \boldsymbol{u}_{i}(t)\right)
\end{align*}
$$

Equation (5.5) provides the discrete linear representation of the agents' dynamics. This is obtained by linearizing about current state and input, which is denoted as $\left(\boldsymbol{x}_{i, c}, \boldsymbol{u}_{i, c}\right)$ and then by converting the continuous time system in discrete system using Euler discretization (see [135]).

$$
\begin{align*}
\boldsymbol{\Delta} \boldsymbol{x}_{i, k+1} & =\boldsymbol{A}_{i} \boldsymbol{\Delta} \boldsymbol{x}_{i, k}+\boldsymbol{B}_{i} \boldsymbol{\Delta} \boldsymbol{u}_{i, k}  \tag{5.5}\\
\boldsymbol{\Delta} \boldsymbol{y}_{i, k} & =\boldsymbol{C}_{i} \boldsymbol{\Delta} \boldsymbol{\boldsymbol { x } _ { i , k }}+\boldsymbol{D}_{i} \boldsymbol{\Delta} \boldsymbol{u _ { i , k }}
\end{align*}
$$

where $k$ is the current sample such that, $\boldsymbol{\Delta} \boldsymbol{x}_{i, k}=\boldsymbol{x}_{i, k}-\boldsymbol{x}_{i, c}$ and $\boldsymbol{\Delta} \boldsymbol{u}_{i, k}=\boldsymbol{u}_{i, k}-\boldsymbol{u}_{i, c}$. In this work, we assumed full state information is shared among the agents. Therefore $C_{i}$ and $\boldsymbol{D}_{i}$ matrices are assumed to be $\boldsymbol{I}$ and $\mathbf{0}$, respectively, with compatible sizes.

### 5.2.1 Non-linear MPC Formulation

Equation (5.6) represents the non-linear problem that runs in NMPC where $\mathcal{L}_{i}\left(\boldsymbol{x}_{i, k}, \boldsymbol{u}_{i, k}, \boldsymbol{x}_{i, \text { ref }}\right)$ is the objective function, and $\mathcal{C}_{e q}\left(\boldsymbol{x}_{i, k}, \boldsymbol{u}_{i, k}\right)$ and $\mathcal{C}_{\text {ineq }}\left(\boldsymbol{x}_{i, k}, \boldsymbol{u}_{i, k}\right)$ are equality and inequality constraints, respectively. $M$ in (5.6) denotes the prediction horizon for the NMPC.

$$
\begin{array}{ll}
\underset{\boldsymbol{x}_{i, k}, \boldsymbol{u}_{i, k}}{\operatorname{minimize}} & \sum_{k=1}^{M} \mathcal{L}_{i}\left(\boldsymbol{x}_{i, k}, \boldsymbol{u}_{i, k}, \boldsymbol{x}_{i, \text { ref }}\right) \\
\text { s. t. } & \dot{\boldsymbol{x}}_{i}(t)-\boldsymbol{f}_{i}\left(\boldsymbol{x}_{i}(t), \boldsymbol{u}_{i}(t)\right)=\mathbf{0}  \tag{5.6}\\
& \mathcal{C}_{e q}\left(\boldsymbol{x}_{i, k}, \boldsymbol{u}_{i, k}\right)=\mathbf{0} \\
& \mathcal{C}_{\text {ineq }}\left(\boldsymbol{x}_{i, k}, \boldsymbol{u}_{i, k}\right) \leq \mathbf{0}
\end{array}
$$

The objective function implemented in this work has the following quadratic form.

$$
\begin{align*}
& \mathcal{L}_{i}\left(\boldsymbol{x}_{i, k}, \boldsymbol{u}_{i, k}, \boldsymbol{x}_{i, r e f}\right)= \\
& \sum_{k=1}^{M} \mathcal{L}_{i, t p}\left(\boldsymbol{x}_{i, r e f}, \boldsymbol{x}_{i, k}\right)+\boldsymbol{u}_{i, k}^{T} \boldsymbol{R} \boldsymbol{u}_{i, k}+\boldsymbol{x}_{i, k}^{T} \boldsymbol{Q} \boldsymbol{x}_{i, k} \tag{5.7}
\end{align*}
$$

where $\boldsymbol{Q} \in \mathbb{R}^{n_{x} \times n_{x}}$ and $\boldsymbol{R} \in \mathbb{R}^{n_{u} \times n_{u}}$ are square matrices. This objective function drives system to achieve the cooperative task defined by $\mathcal{L}_{i, t p}\left(\boldsymbol{x}_{i, r e f}, \boldsymbol{x}_{i, k}\right)$, which brings a nuance cooperativeness with task prioritization to the tracking and it is explained in section 5.2.3.

The equality and inequality constraints serve the following purposes. $\mathcal{C}_{e q}\left(\boldsymbol{x}_{i, k}, \boldsymbol{u}_{i, k}\right)$ is introduced to ensure initial conditions, which are $\boldsymbol{x}_{i, c}=\boldsymbol{x}_{i}(t=0)$ and $\boldsymbol{u}_{i, c}=\boldsymbol{u}_{i}(t=$ $0)$, and $\mathcal{C}_{\text {ineq }}\left(\boldsymbol{x}_{i, k}, \boldsymbol{u}_{i, k}\right)$ is introduced to enforce states and inputs to stay in predefined ranges. These constraints are provided in [133].

### 5.2.2 Linear MPC Formulation

The LMPC method implemented in this work is implicit LMPC applied in [87, 133], and details can be found therein. Therefore the method is summarized here for completeness. The quadratic problem for the LMPC is provided in (5.8).

$$
\begin{align*}
\underset{\boldsymbol{u}_{i, K}}{\operatorname{minimize}} & \overline{\mathcal{L}}_{i}\left(\boldsymbol{x}_{i, K}, \boldsymbol{\Delta} \boldsymbol{u}_{i, K}, \boldsymbol{x}_{i, \text { ref }}\right) \\
& \overline{\mathcal{C}}_{e q}\left(\boldsymbol{x}_{i, K}, \boldsymbol{u}_{i, K}\right)=\mathbf{0}  \tag{5.8}\\
& \overline{\mathcal{C}}_{\text {ineq }}\left(\boldsymbol{x}_{i, K}, \boldsymbol{u}_{i, K}\right) \leq \mathbf{0}
\end{align*}
$$

The quadratic objective function is denoted as $\overline{\mathcal{L}}_{i}\left(\boldsymbol{x}_{i, K}, \boldsymbol{\Delta} \boldsymbol{u}_{i, K}, \boldsymbol{x}_{i, r e f}\right)$ and given in (5.9), where decision variable is $\boldsymbol{\Delta} \boldsymbol{u}_{i, K}$ and $\boldsymbol{x}_{i, K}$ is a function of $\boldsymbol{\Delta} \boldsymbol{u}_{i, K}$.

$$
\begin{align*}
& \overline{\mathcal{L}}_{i}\left(\boldsymbol{x}_{i, K}, \boldsymbol{\Delta} \boldsymbol{u}_{i, K}, \boldsymbol{x}_{i, r e f}\right)=  \tag{5.9}\\
& \overline{\mathcal{L}}_{i, t p}\left(\boldsymbol{x}_{i, r e f}, \boldsymbol{x}_{i, K}\right)+\boldsymbol{u}_{i, K}^{T} \overline{\boldsymbol{R}} \boldsymbol{u}_{i, K}+\boldsymbol{x}_{i, K}^{T} \overline{\boldsymbol{Q}} \boldsymbol{x}_{i, K}
\end{align*}
$$

where $\overline{\boldsymbol{R}}=\operatorname{diag}\{\boldsymbol{R}\}_{1}^{M}, \overline{\boldsymbol{Q}}=\operatorname{diag}\{\boldsymbol{Q}\}_{1}^{M}$ and $\overline{\mathcal{L}}_{i, t_{p}}\left(\boldsymbol{x}_{i, r e f}, \boldsymbol{x}_{i, K}\right)$ is calculated in section 5.2.3.

Due to the implicit formulation, state predictions are described with respect to the decision variables and combined in a lumped representation. Similarly, decision variables, which are the inputs, are also collected under a lumped term. These lumped states and inputs are denoted as $\boldsymbol{\Delta} \boldsymbol{x}_{i, K}$ and $\boldsymbol{\Delta} \boldsymbol{u}_{i, K}$ and provided in (5.10).

$$
\begin{gather*}
\boldsymbol{\Delta} \boldsymbol{x}_{i, K}=\left[\begin{array}{c}
\boldsymbol{\Delta} \boldsymbol{x}_{i, k} \\
\vdots \\
\boldsymbol{\Delta} \boldsymbol{x}_{i, k+M-1}
\end{array}\right]  \tag{5.10}\\
\boldsymbol{\Delta} \boldsymbol{u}_{i, K}=\left[\begin{array}{c}
\boldsymbol{\Delta} \boldsymbol{u}_{i, k} \\
\vdots \\
\boldsymbol{\Delta} \boldsymbol{u}_{i, k+M-1}
\end{array}\right]
\end{gather*}
$$

Relationship between $\boldsymbol{\Delta} \boldsymbol{x}_{i, K}$ and $\boldsymbol{\Delta} \boldsymbol{u}_{i, K}$ is provided below with matrices $\boldsymbol{F}_{i} \in$ $\mathbb{R}^{M n_{x} \times n_{x}}$ and $\boldsymbol{H}_{i} \in \mathbb{R}^{M n_{x} \times M n_{u}}$ for prediction horizon of $M$.

$$
\begin{align*}
\boldsymbol{\Delta} \boldsymbol{x}_{i, K} & =\boldsymbol{F}_{i} \boldsymbol{x}_{i, c}+\boldsymbol{H}_{i} \boldsymbol{\Delta} \boldsymbol{u}_{i, K} & & \\
\boldsymbol{F}_{i} & =\operatorname{col}\left\{\boldsymbol{F}_{i, m}\right\}_{m=1}^{M} & & \\
\boldsymbol{F}_{i, m} & =\boldsymbol{A}_{i}^{(m-1)} & & m=[1, \cdots, M] \\
\boldsymbol{H}_{i} & =\operatorname{col}\left\{\boldsymbol{H}_{i, m}\right\}_{m=1}^{M} & &  \tag{5.11}\\
\boldsymbol{H}_{i, m} & =\mathbf{0} & & m=1 \\
\boldsymbol{H}_{i, m} & =\operatorname{row}\left\{\boldsymbol{h}_{i, l}\right\} & & m=[2, \cdots, M] \\
\boldsymbol{h}_{i, l} & =\boldsymbol{A}_{i}^{(m-l-1)} \boldsymbol{B}_{i} & & , l=[1, \cdots, m-1]
\end{align*}
$$

Terminal states are given as a function of $\boldsymbol{x}_{i, k}$ and $\boldsymbol{\Delta} \boldsymbol{u}_{i, K}$ below.

$$
\begin{align*}
\boldsymbol{\Delta} \boldsymbol{x}_{i, k+M} & =\boldsymbol{A}_{i}^{M} \boldsymbol{x}_{i, k}+\overline{\boldsymbol{B}}_{i} \boldsymbol{\Delta} \boldsymbol{u}_{i, K} \\
\overline{\boldsymbol{B}}_{i} & =\left[\begin{array}{llll}
\boldsymbol{A}_{i}^{M-1} \boldsymbol{B}_{i} & \cdots & \boldsymbol{A}_{i}^{1} \boldsymbol{B}_{i} & \boldsymbol{B}_{i}
\end{array}\right] \tag{5.12}
\end{align*}
$$

$\overline{\mathcal{C}}_{e q}\left(\boldsymbol{x}_{i, K}, \boldsymbol{u}_{i, K}\right)$ and $\overline{\mathcal{C}}_{\text {ineq }}\left(\boldsymbol{x}_{i, K}, \boldsymbol{u}_{i, K}\right)$ serve the same purpose with $\mathcal{C}_{e q}\left(\boldsymbol{x}_{i, k}, \boldsymbol{u}_{i, k}\right)$ and $\mathcal{C}_{\text {ineq }}\left(\boldsymbol{x}_{i, k}, \boldsymbol{u}_{i, k}\right)$, however, they are modified to comply with LMPC notation. Calculation of these constraints are provided in [87].

### 5.2.3 Cooperative Task Prioritization

Let $\boldsymbol{\epsilon}_{i, t} \in \mathbb{R}^{n_{\epsilon t}}$ as provided in (5.13) represent a cooperative task for agent $i$ based on local neighbor state information that is received from neighboring agents denoted as $j$. Assume that $\boldsymbol{\epsilon}_{i, t} \in \mathbb{R}^{n_{\epsilon t}}$ is defined for a subset of states denoted as $\hat{\boldsymbol{x}}_{i} \subset \boldsymbol{x}_{i}$ and $\hat{\boldsymbol{x}}_{j} \subset \boldsymbol{x}_{j}$, where $\hat{\boldsymbol{x}}_{i} \in \mathbb{R}^{n_{s}}$ and $\hat{\boldsymbol{x}}_{j} \in \mathbb{R}^{n_{s}}$. It should be noted $\hat{\boldsymbol{x}}_{i}$ and $\hat{\boldsymbol{x}}_{j}$ are assumed to be measured with respect to same coordinate frame. Otherwise the task $\boldsymbol{\epsilon}_{i, t}$ becomes non-linear.

$$
\begin{equation*}
\boldsymbol{\epsilon}_{i, t}=a_{i j}\left(\hat{\boldsymbol{x}}_{j}-\hat{\boldsymbol{x}}_{i}\right), \quad t=1, \cdots, T \tag{5.13}
\end{equation*}
$$

where $T$ is the maximum number of tasks. First derivative of $\boldsymbol{\epsilon}_{i, t}$ is calculated as follows

$$
\begin{align*}
& \dot{\boldsymbol{\epsilon}}_{i, t}=a_{i j}\left(\dot{\boldsymbol{x}}_{j}-\dot{\hat{\boldsymbol{x}}}_{i}\right) \\
& \dot{\boldsymbol{\epsilon}}_{i, t}=\left[\begin{array}{ll}
a_{i j} \boldsymbol{I}_{n_{s}} & -a_{i j} \boldsymbol{I}_{n_{s}}
\end{array}\right]\left[\begin{array}{c}
\dot{\hat{\boldsymbol{x}}}_{j} \\
\dot{\hat{\boldsymbol{x}}}_{i}
\end{array}\right] \tag{5.14}
\end{align*}
$$

Collecting the terms on the right-hand side as $\boldsymbol{M}_{i}\left(a_{i j}\right)=\left[\begin{array}{ll}a_{i j} \boldsymbol{I}_{n_{s}} & -a_{i j} \boldsymbol{I}_{n_{s}}\end{array}\right]$ and $\dot{\boldsymbol{S}}_{i, t}=\left[\begin{array}{cc}\dot{\hat{\boldsymbol{x}}}_{j}^{T} & \dot{\boldsymbol{x}}_{i}^{T}\end{array}\right]^{T} \in \mathbb{R}^{n_{s t}}$, the mapping in (5.14) between task space (TS) velocities and local state space (LSS) velocities takes the form

$$
\begin{equation*}
\dot{\boldsymbol{\epsilon}}_{i, t}=\boldsymbol{M}_{i}\left(a_{i j}\right) \dot{\boldsymbol{S}}_{i, t} \tag{5.15}
\end{equation*}
$$

Following that, the inverse mapping from TS to LSS is calculated as

$$
\begin{equation*}
\dot{\boldsymbol{S}}_{i, t}=\boldsymbol{M}_{i}^{+} \dot{\boldsymbol{\epsilon}}_{i, t} \tag{5.16}
\end{equation*}
$$

where $\boldsymbol{M}_{i}^{+}$is the pseudo inverse of $\boldsymbol{M}_{i, t}$ and $a_{i j}$ is dropped from the expression for brevity. Note that $\boldsymbol{x}_{j}$ is the states of a neighboring agent.

As illustrated in [136] for robots, excessive(redundant) LSS can be utilized to manage secondary tasks. Let $\boldsymbol{\epsilon}_{i, 1}$ and $\boldsymbol{S}_{i, 1}$ denotes first TS and LSS and $\boldsymbol{\epsilon}_{i, t}$ and $\boldsymbol{S}_{i, t}, t=2, \cdots, T$ denotes the remaining, respectively, then following task management methodology can be used [137],

$$
\begin{align*}
\dot{\boldsymbol{S}}_{i, 1} & =\boldsymbol{M}_{i, 1}^{+} \dot{\boldsymbol{\epsilon}}_{1} \\
\dot{\boldsymbol{S}}_{i, t} & =\dot{\boldsymbol{S}}_{i, t-1}+\left(\boldsymbol{M}_{i, t} \boldsymbol{\Phi}_{i, t-1}\right)^{+}\left(\dot{\boldsymbol{\epsilon}}_{i, t}-\boldsymbol{M}_{i, t} \dot{\boldsymbol{S}}_{i, t-1}\right) \tag{5.17}
\end{align*}
$$

where $\boldsymbol{\Phi}_{i, t}$ is the null space projection matrix and calculated as follows,

$$
\begin{array}{r}
\boldsymbol{\Phi}_{i, 1}=\boldsymbol{I}_{n_{s t}}-\boldsymbol{M}_{i, 1}^{+} \boldsymbol{M}_{i, 1}  \tag{5.18}\\
\boldsymbol{\Phi}_{i, t}=\boldsymbol{\Phi}_{i, t-1}-\left(\boldsymbol{M}_{i, t} \boldsymbol{\Phi}_{i, t-1}\right)^{+}\left(\boldsymbol{M}_{i, t} \boldsymbol{\Phi}_{i, t-1}\right)
\end{array}
$$

Formulation defined in (5.17) is collected in a minimal representation as in (5.19).

$$
\begin{equation*}
\dot{S}=\Psi \dot{\epsilon} \tag{5.19}
\end{equation*}
$$

where $\dot{\boldsymbol{S}}_{i}=\left[\begin{array}{cccc}\dot{\boldsymbol{S}}_{i, 1}^{T} & \dot{\boldsymbol{S}}_{i, t}^{T} & \cdots & \dot{\boldsymbol{S}}_{i, T}^{T}\end{array}\right]^{T}$ and $\dot{\boldsymbol{\epsilon}}_{i}=\left[\begin{array}{llll}\dot{\boldsymbol{\epsilon}}_{i, 1}^{T} & \dot{\boldsymbol{\epsilon}}_{i, t}^{T} & \cdots & \dot{\boldsymbol{\epsilon}}_{i, T}^{T}\end{array}\right]^{T}$. Thus, a quadratic function can be written as in (5.20) based on (5.19).

$$
\begin{equation*}
L\left(\dot{\boldsymbol{\epsilon}}_{i}\right):=\dot{\boldsymbol{S}}^{T} \dot{\boldsymbol{S}}=\dot{\boldsymbol{\epsilon}}_{i}^{T} \boldsymbol{\Psi}^{T} \boldsymbol{\Psi} \dot{\boldsymbol{\epsilon}}_{i} \tag{5.20}
\end{equation*}
$$

Finally, based on (5.20), $\mathcal{L}_{i, t p}\left(\boldsymbol{x}_{i, \text { ref }}, \boldsymbol{x}_{i, k}\right)$ and $\overline{\mathcal{L}}_{i, t p}\left(\boldsymbol{x}_{i, \text { ref }}, \boldsymbol{x}_{i, K}\right)$ are calculated as given in (5.21) and (5.25), respectively, where $\boldsymbol{Q}_{s}^{T}=\boldsymbol{Q}_{s} \geq \mathbf{0} \in \mathbb{R}^{n_{\epsilon t} \times n_{\epsilon t}}$.

$$
\begin{align*}
\mathcal{L}_{i, t p}\left(\boldsymbol{x}_{i, r e f}, \boldsymbol{x}_{i, k}\right) & =\dot{\boldsymbol{\epsilon}}_{i}^{T} \boldsymbol{\Psi}^{T}\left[\begin{array}{c|c}
\boldsymbol{Q}_{s} & \mathbf{0} \\
\hline \mathbf{0} & \boldsymbol{Q}_{s}
\end{array}\right] \boldsymbol{\Psi} \dot{\boldsymbol{\epsilon}}_{i}  \tag{5.21}\\
& =\dot{\boldsymbol{\epsilon}}_{i}^{T} \boldsymbol{Q}_{\epsilon} \dot{\boldsymbol{\epsilon}}_{i}
\end{align*}
$$

Remark 5.2.1 If states of the agents $i$ and $j$ are linearly related, then $\hat{\boldsymbol{x}}_{i}$ and $\hat{\boldsymbol{x}}_{j}$ are linearly related, therefore $M_{i, 1}$ is constant. As a result,

- $L\left(\dot{\boldsymbol{\epsilon}}_{i}\right)$ outputs a quadratic function of $\dot{\boldsymbol{\epsilon}}_{i, t}$ with scalars $\gamma_{t}$ such that $L\left(\dot{\boldsymbol{\epsilon}}_{i}\right)=\sum_{t=1}^{T} \gamma_{t} \dot{\boldsymbol{\epsilon}}_{i, t}^{2}$, where $\gamma_{1} \geq \cdots \geq \gamma_{t} \geq \cdots \geq \gamma_{T}$.
- Relationship given for derivatives of state space and task space in (5.20) is also valid for state space and task space as follows

$$
\begin{equation*}
L\left(\boldsymbol{\epsilon}_{i}\right):=\boldsymbol{S}^{T} \boldsymbol{S}=\boldsymbol{\epsilon}_{i}^{T} \boldsymbol{\Psi}^{T} \boldsymbol{\Psi} \boldsymbol{\epsilon}_{i} \tag{5.22}
\end{equation*}
$$

which results in

$$
\begin{align*}
\mathcal{L}_{i, t p}\left(\boldsymbol{x}_{i, r e f}, \boldsymbol{x}_{i, k}\right) & =\boldsymbol{\epsilon}_{i}^{T} \boldsymbol{\Psi}^{T}\left[\begin{array}{c|c}
\boldsymbol{Q}_{s} & \mathbf{0} \\
\hline \mathbf{0} & \boldsymbol{Q}_{s}
\end{array}\right] \boldsymbol{\Psi} \boldsymbol{\epsilon}_{i}  \tag{5.23}\\
& =\boldsymbol{\epsilon}_{i}^{T} \boldsymbol{Q}_{\epsilon} \boldsymbol{\epsilon}_{i}
\end{align*}
$$

Let $\boldsymbol{Q}_{\epsilon}$ partitioned as in (5.24), and let $\boldsymbol{X}_{i, \text { ref }}:=\overline{\mathbf{1}} \otimes \boldsymbol{x}_{i, \text { ref }}$, where $\overline{\mathbf{1}}=\left[\begin{array}{lll}1 & \cdots & 1\end{array}\right]^{T} \in$ $\mathbb{R}^{M}$. Then overall task matrix $\overline{\boldsymbol{\epsilon}}_{i}$ can be written as an affine function of $\boldsymbol{X}_{i, \text { ref }}$ and $\boldsymbol{x}_{i, K}$ ) and $\overline{\mathcal{L}}_{i, t p}\left(\boldsymbol{x}_{i, \text { ref }}, \boldsymbol{x}_{i, K}\right)$ is calculated as provided in (5.25).

$$
\begin{gather*}
\boldsymbol{Q}_{\epsilon}=\left[\begin{array}{c|c}
\boldsymbol{Q}_{\epsilon, 11} & \boldsymbol{Q}_{\epsilon, 12} \\
\hline \boldsymbol{Q}_{\epsilon, 21} & \boldsymbol{Q}_{\epsilon, 22}
\end{array}\right]  \tag{5.24}\\
\overline{\mathcal{L}}_{i, t p}\left(\boldsymbol{x}_{i, \text { ref }}, \boldsymbol{x}_{i, K}\right)=\bar{\epsilon}_{i}^{T} \overline{\boldsymbol{Q}}_{\epsilon} \bar{\epsilon}_{i} \tag{5.25}
\end{gather*}
$$

,where $\overline{\boldsymbol{Q}}_{\epsilon, \star *}=\operatorname{diag}\left\{\boldsymbol{Q}_{\epsilon, * *}\right\}_{1}^{M}$ and $\star, *=\{1,2\}$.

$$
\overline{\boldsymbol{Q}}_{\epsilon}=\left[\begin{array}{c|c}
\overline{\boldsymbol{Q}}_{\epsilon, 11} & \overline{\boldsymbol{Q}}_{\epsilon, 12}  \tag{5.26}\\
\hline \overline{\boldsymbol{Q}}_{\epsilon, 21} & \overline{\boldsymbol{Q}}_{\epsilon, 22}
\end{array}\right]
$$

### 5.2.4 Implementation of the MPCs

The docking controller is designed to have several layers to decide how to perform the docking maneuver based on the distance between the agent $i$ and neighboring agents. The layers, as mentioned earlier, are namely, Selector NMPC and LMPC. Essentially, Selector works as a governor and decides the reference trajectory that the LMPC tracks. If the absolute distance between agent $i$ and neighboring agents is greater than a threshold, NMPC generates a trajectory towards the neighboring agents using neighboring state information. Note that NMPC is not aiming to achieve terminal state constraint, but it repeatedly minimizes the state error within the given prediction horizon. Then generated trajectory, which creeps towards the neighbors, is passed to LMPC. If the distance is smaller than the threshold, LMPC receives the neighboring state information to generate control inputs without needing NMPC. The distance and threshold are denoted as $\boldsymbol{e}=\left\|\left[\boldsymbol{p}_{j}\right]-\left[\boldsymbol{p}_{i}\right]\right\|_{2}^{2} \in \mathbb{R}$ and $e_{d} \in \mathbb{R}$. Currently available state and input information are denoted as $\boldsymbol{x}_{i}(t-1), \boldsymbol{x}_{j}(t-1)$ and $\boldsymbol{u}_{i}(t-1)$, where $t$ represents current sample and $(t-1)$ represents previous sample. The pipeline for the control strategy described above is given in Figure 5.1.

When triggered, NMPC generates a rough trajectory towards agent $j$ for given prediction horizon $M$ based on the formulation given in (5.6). Then a portion of this trajectory that is determined by the control horizon $M_{u}$ is extracted, and this is denoted as $\boldsymbol{x}_{n m p c}$.


Figure 5.1. Unified MPC framework for docking..

Optimization parameters for NMPC such as $M, t_{f}$, and $M_{u}$ are selected empirically to achieve a rough trajectory and allow a time interval to queue a new trajectory to guide the agent $i$ to the vicinity of other agents. Selection of the optimization parameters with the right-hand-side sparsity template described in [135] provides a longer time to queue a new trajectory. Before LMPC receives the output of the NMPC or the neighboring state information that are $\boldsymbol{x}_{n m p c}$ and $\boldsymbol{x}_{j}(t-1)$, respectively, a line or a set of line segments are populated based on the prediction horizon of the LMPC. Finally, the tracking based on the optimization provided in (5.8) is done by the LMPC.

| Property | Value |
| :---: | :---: |
| $M$ | 14 |
| $M_{u}$ | 1 |
| Q | $3 \boldsymbol{I}$ |
| R | $3 \boldsymbol{I}$ |
| $Q_{s}$ | Solution to <br> Discrete Algebraic <br> Riccati Equation* |

(a)

| Property | Value |
| :---: | :---: |
| $M$ | 10 |
| $M_{u}$ | 3 |
| $t_{f}$ | $1(\mathrm{~s})$ |
| Q | $5 \boldsymbol{I}$ |
| R | $1 \boldsymbol{I}$ |
| $Q_{s}$ | $40 \boldsymbol{I}$ |
| $E_{d}$ | $2(\mathrm{~m})$ |
|  |  |

(b)

Table 5.1. (a) LMPC parameters. (b) NMPC parameters. $t_{f}$ is the regarding time for prediction horizon. * for discrete algebraic Riccati solution, see [2].

### 5.3 Simulation and Results

This section presents the simulation results for the proposed strategy based on the simulation setup of a quadrotor and a rover, as illustrated in Fig. 5.5.

NMPC and LMPC parameters are provided in Table 5.1 and quadcopter properties are given in [133] in Table 1. Two scenarios are illustrated: 1) proximity docking on a moving agent and 2) large range docking on a moving agent, where LMPC and NMPC - LMPC strategies are tested, respectively. Let $\mathcal{P}_{s}=\{1,2,3,4\}$ represent the priority of states, where 1 is the highest priority and 4 is the lowest priority, and $s=p, v, e, w$ represent the subset of states that $\mathcal{P}$ is representing. Based on this, LMPC uses the priority map of $\left\{\mathcal{P}_{p}, \mathcal{P}_{v}, \mathcal{P}_{e}, \mathcal{P}_{w}\right\}=\{2,3,1,4\}$. Priority mapping is used to arrange tasks defined as $\boldsymbol{\epsilon}_{i, t}$, where $i \in\{1,2,3,4\}$. This mapping is valid for both LMPC and NMPC.

### 5.3.1 Case Study 1: Proximity docking on the rover

Initial condition for quadcopter and the rover are

$$
\begin{gather*}
\boldsymbol{x}_{q, 0}=\left[\begin{array}{c}
00.5-10000000000
\end{array}\right]^{T} \\
\boldsymbol{x}_{r, 0}=\left[\begin{array}{llll}
0 & 0 & 0 & 0.500000000
\end{array}\right]^{T} \tag{5.27}
\end{gather*}
$$

, respectively. Initial inputs for the quadcopter is $\boldsymbol{u}_{i, c}=\left[9.81 m_{q} 000\right]^{T}$ to temper the behavior of the $\boldsymbol{f}_{q}$. Given the initial values, the quadcopter is guided to the rover with -0.1 m offset in $z$-direction as illustrated in Fig. 5.2. Evaluating Fig. 5.2, the quadcopter makes a free fall $3 / 4^{\text {th }}$ of a second, then recovers. During this phase, it loses altitude and gains speed in the $w$ component up to $6 \mathrm{~m} / \mathrm{s}$. The duration of the free fall is correlated to $\boldsymbol{R}$ in the cost function and inequality constraints provided to the LMPC, which is $\overline{\mathcal{C}}_{\text {ineq }}\left(\boldsymbol{x}_{i, K}, \boldsymbol{u}_{i, K}\right)$. After the free fall approximately after $t=1(\mathrm{~s})$, controller makes a correction in $\boldsymbol{e}$ and starts approaching to the rover in x - and y -directions.


Figure 5.2. State trajectory of agent of the quadrotor..

Previously mentioned free fall can also be seen in Fig. 5.3 in the $f_{q}$ subplot, where $f_{q}$ stays at 0 N for that period. During the maneuver, $f_{q}$ is upper bounded by 12 N . The maximums for $\boldsymbol{t}_{q}$ are reached in the x-direction, where -0.52 and 0.05 Nm of toque are observed at extremes.


Figure 5.3. Inputs $f_{q}$ and $\boldsymbol{t}_{q}$ over the duration of the docking maneuver..

Fig. 5.4 provides an overview of the performed trajectory along with the heading direction of the quadcopter, which is aligned with the $\boldsymbol{u}_{1}$ axis of $\mathcal{F}_{B}$.
5.3.2 Case Study 2: Long range docking on the rover

Initial conditions for the quadcopter and the rover are

$$
\begin{align*}
& \boldsymbol{x}_{q, 0}=[00-10000000000]^{T}  \tag{5.28}\\
& \boldsymbol{x}_{r, 0}=[101000.500000000]^{T}
\end{align*}
$$



Figure 5.4. Trajectory and heading of the quadrotor.
, respectively. Initial inputs for the quadcopter is $\boldsymbol{u}_{i, c}=\left[9.81 m_{q} 000\right]^{T}$. This case illustrates the long-range capability of the proposed control strategy. The overview of the scenario is provided as a set snapshot in Fig. 5.5, and the video of the performed scenario can be found in the following link.

In this scenario, LMPC tracks the $\boldsymbol{x}_{n m p c}$ the NMPC generates until $\boldsymbol{e}$ is less than $\boldsymbol{e}_{d}$. At about $41^{t h} \mathrm{~s}$ a transition happens and LMPC starts tracking the $\boldsymbol{x}_{j}(t-1)$. Figures 5.6 and 5.8 reveal the difference in proximity and long-range docking maneuvers, to which LMPC is more sensitive to the magnitude of the tracking error $\boldsymbol{e}$. An important feature of this motion is that signal oscillates at velocity level both in linear and angular motion. The same oscillatory behavior is visible for inputs $f_{q}$ and $\boldsymbol{t}_{q}$ as provided in Fig. 5.7, which is because the quadcopter's current states are changing as the $\boldsymbol{x}_{n m p c}$ is generated on NMPC side, sent to the LMPC and populated as line segments.


Figure 5.5. Snaps of the realized trajectory during long range docking maneuver..

The positional errors between rover and quadrotor in Fig. 5.8 illustrates positional errors in $x$ - and $y$-directions approach to zero, while the error in $z$ - direction approach to -0.1 m .


Figure 5.6. State trajectory of agent of the quadrotor..


Figure 5.8. Position error between rover and quadrotor..


Figure 5.7. Inputs $f_{q}$ and $\boldsymbol{t}_{q}$ over the duration of the docking maneuver..

Figure 5.9 illustrates calculation time of each NMPC trigger. Initially, generation costs approximately 0.1 s and as the quadcopter settles on the trajectory trajectory generation times reduces to 0.05 s . For given elapsed time profile, overall calculation time is calculated to be 13.91 s . The upper bound line illustrates the control horizon $M_{u}$ for the NMPC.


Figure 5.9. Calculation time for NMPC problem at every instant. .

### 5.4 Conclusions

This work proposes a unified MPC control strategy capable of handling long-range to proximity docking maneuvers. A rough but fast NMPC method is run to propagate the agent to a closer vicinity then LMPC handles more sensitive proximity motion. The sensitivity of the LMPC is apparent in Figures 5.6 and 5.8, where a smooth approach suddenly becomes relatively violent. Based on the simulations, the selection of the matrices $\boldsymbol{Q}, \boldsymbol{R}$ and $\boldsymbol{Q}_{s}$ makes the transition from NMPC-LMPC to LMPC smoother. Note that the docking of the quadrotor is almost tangential to the $x-y$ plane, and during the final section of the maneuver, it penetrates the docking platform. The latter problem can be resolved with an approach constraint to the MPC controllers. Most importantly, the proposed method is readily applicable among dynamic systems, including non-linear systems, since the
controller's structure stays the same. Using local neighbor information instead of external sensors or observers makes this control strategy decentralized naturally.

Chapter 6

## Graph Theoretic Trajectory Optimization of ASLB Biped Robot

### 6.1 ASLB - A Bipedal Robot for Dynamics Locomotion

### 6.1.1 System Composition

ASLB is a floating bipedal platform that each leg is composed of hybrid three degrees of freedom (DoF) structure. Specifically, starting from the body, kinematic structure of legs are revolute joint (at shoulder) followed by a parallel 5R mechanism. This kinematics results in three actuated and two passive joint coordinates in each leg. A rendered 3D model and manufactured prototype of ASLB is provided in Fig. 6.1.


Figure 6.1. 3D model (left) and manufactured prototype of ASLB (right)..

### 6.1.2 Kinematics

Kinematic model of the floating platform starts with a set of unactuated joints that gives six DoF to the mobile platform. These joints are collected in column matrix $\boldsymbol{q}_{B} \in$ $\mathbb{R}^{3} \times S O(3)$. Starting from the inertial frame, joints are located in a sequence such that first translational joints $\boldsymbol{q}_{t, B}=\left[q_{1}, q_{2}, q_{3}\right]^{T} \in \mathbb{R}^{3}$ are located in respective $x, y$ and $z$ directions.

Assuming the euler sequence of $Y Z X$, rotational joints are $\boldsymbol{q}_{r, B}=\left[q_{4}, q_{5}, q_{6}\right]^{T} \in \mathbb{R}^{3}$. Body frame $\mathcal{F}_{B}$ is kinematically represented with respect to $\mathcal{F}_{I}$ by $\boldsymbol{q}_{B}=\left[\boldsymbol{q}_{t, B}^{T}, \boldsymbol{q}_{r, B}^{T}\right]^{T}$ such that $\boldsymbol{r}_{B}\left(\boldsymbol{q}_{t, B}\right)$ and $\boldsymbol{C}_{I B}\left(\boldsymbol{q}_{r, B}\right)$ are translation and rotation matrices from $\mathcal{F}_{I}$ to $\mathcal{F}_{B}$, respectively. Kinematic complexity starts after the origin of $\mathcal{F}_{B}$, where actuated legs are attached. There are two legs attached to the body and regarding joints are represented by $\boldsymbol{\theta}_{i} \in \mathbb{R}^{n_{i}}$, where $n_{i}=5$ and $i=R, L$. In total, combined DoF for legs are given as $n_{a}=10$. Composition of $\boldsymbol{\theta}_{i}$ for each leg is given as $\boldsymbol{\theta}_{i}=\left[\theta_{0, i} \theta_{1, i} \theta_{2, i} \theta_{3, i} \theta_{4, i}\right]^{T}$, where there are three active and two passive joints, respectively $\boldsymbol{\theta}_{a, i}=\left[\theta_{0, i} \theta_{1, i} \theta_{3, i}\right]^{T} \in \mathbb{R}^{3}$ and $\boldsymbol{\theta}_{p, i}\left(\boldsymbol{\theta}_{a, i}\right)=\left[\theta_{2, i}\left(\boldsymbol{\theta}_{a, i}\right) \theta_{4, i}\left(\boldsymbol{\theta}_{a, i}\right)\right]^{T}$. Passive joints can be written as a function of $\boldsymbol{\theta}_{a, i}$ based on a velocity contraint as described in § 6.1.2.1. As a result, total joint space of ASLB is given by $\boldsymbol{q}=\left[\boldsymbol{q}_{B}, \boldsymbol{\theta}_{a, R}, \boldsymbol{\theta}_{a, L}\right]^{T} \in \mathbb{R}^{12}$. The kinamtic structure of right leg is illustrated in Fig. 6.2


Figure 6.2. Kinematic structure of ASLB.

### 6.1.2.1 Passive - Active joint Relation

As described in [138] starting from the origin of the body frame $\mathcal{F}_{B}$, there are two chains to reach point $\boldsymbol{v}$ on both legs. Let $\boldsymbol{R}_{*}$ represent elementary rotation matrix, where $*=x, y, z$ are active axes. Then these two chains can be written as in Eq. (6.1).

$$
\begin{align*}
& \boldsymbol{r}_{v, 1}=\boldsymbol{a}_{12}+\boldsymbol{R}_{z}\left(\theta_{1, R}\right) \boldsymbol{a}_{2}+\boldsymbol{R}_{z}\left(\theta_{1, R}+\theta_{2, R}\right) \boldsymbol{a}_{2}  \tag{6.1}\\
& \boldsymbol{r}_{v, 2}=\boldsymbol{a}_{14}+\boldsymbol{R}_{z}\left(\theta_{3, R}\right) \boldsymbol{a}_{2}+\boldsymbol{R}_{z}\left(\theta_{3, R}+\theta_{4, R}\right) \boldsymbol{a}_{2}
\end{align*}
$$

Differentiating Eq. (6.1) results in velocity equations of $\boldsymbol{v}_{r, 1}$ and $\boldsymbol{v}_{r, 2}$, which are equal. Writing this relationship as below relates the passive joints to active joints as described in Eq. (6.2). Let $\overline{\boldsymbol{\theta}}_{a, i}=\left[\theta_{1, i} \theta_{3, i}\right]^{T}$ denote the set of active joints related to the closed loop, then $J_{a, i} \in \mathbb{R}^{2}$ becomes a square matrix.

$$
\begin{align*}
\boldsymbol{v}_{r, 1} & =\boldsymbol{J}_{r, 1}\left[\begin{array}{ll}
\overline{\boldsymbol{\theta}}_{a, i}^{T} & \boldsymbol{\theta}_{p, i}^{T}
\end{array}\right]^{T} \\
\boldsymbol{v}_{r, 2} & =\boldsymbol{J}_{r, 2}\left[\begin{array}{ll}
\overline{\boldsymbol{\theta}}_{a, i}^{T} & \boldsymbol{\theta}_{p, i}^{T}
\end{array}\right]^{T}  \tag{6.2}\\
\mathbf{0} & =\left(\boldsymbol{J}_{r, 1}-\boldsymbol{J}_{r, 2}\right)\left[\begin{array}{cc}
\overline{\boldsymbol{\theta}}_{a, i}^{T} & \boldsymbol{\theta}_{p, i}^{T}
\end{array}\right]^{T} \\
& =\left[\begin{array}{l|l}
\boldsymbol{J}_{a} & \boldsymbol{J}_{p}
\end{array}\right]\left[\begin{array}{ll}
\overline{\boldsymbol{\theta}}_{a, i}^{T} & \boldsymbol{\theta}_{p, i}^{T}
\end{array}\right]^{T}
\end{align*}
$$

Finally passive joints are related to active joints as given in Eq. (6.3).

$$
\begin{gather*}
\boldsymbol{\theta}_{p, i}=\boldsymbol{J}_{p a} \overline{\boldsymbol{\theta}}_{a, i}  \tag{6.3}\\
\boldsymbol{J}_{p a}=-\boldsymbol{J}_{p, i}^{-1} \boldsymbol{J}_{a, i}
\end{gather*}
$$

### 6.1.2.2 Forward Kinematics

Forward kinematics for each leg calculates the position of the contact point $c$ with respect to origin of $\mathcal{F}_{B}$, as illustrated in Fig. 6.2. The aforementioned position vector is denoted as $\boldsymbol{r}_{c}$. As mentioned in $\S$ 6.1.2.1 the active and passive joint angles are related to
each other and unless the passive joints are measured by sensors, they have to be calculated from this relationship. To do that position vectors $\boldsymbol{r}_{v, 1}$ and and $\boldsymbol{r}_{v, 2}$ are arranged as below.

$$
\begin{align*}
& {\left[\begin{array}{c}
\cos \left(\theta_{3, R}+\theta_{4, R}\right) \\
\sin \left(\theta_{3, R}+\theta_{4, R}\right) \\
0
\end{array}\right] a_{5, x}=} \\
& -\left[\begin{array}{c}
\cos \left(\theta_{1, R}+\theta_{2, R}\right) \\
\sin \left(\theta_{1, R}+\theta_{2, R}\right) \\
0
\end{array}\right] a_{3, x}+\left[\begin{array}{c}
a_{12, x}-a_{14, x} \\
a_{12, y}-a_{14, y} \\
a_{12, z}-a_{14, z}
\end{array}\right]  \tag{6.4}\\
& +\left[\begin{array}{c}
\cos \left(\theta_{1, R}\right) \\
\sin \left(\theta_{1, R}\right) \\
0
\end{array}\right] a_{2, x}-\left[\begin{array}{c}
\cos \left(\theta_{3, R}\right) \\
\sin \left(\theta_{3, R}\right) \\
0
\end{array}\right] a_{4, x}
\end{align*}
$$

First two rows of Eq. (6.4) can be written in a minimal form as provided in Eq. (6.5) such that terms including $\theta_{3, R}, \theta_{4, R}$ are left alone.

$$
\begin{align*}
& {\left[\begin{array}{c}
\cos \left(\theta_{3, R}+\theta_{4, R}\right) \\
\sin \left(\theta_{3, R}+\theta_{4, R}\right)
\end{array}\right]=\left[\begin{array}{l}
T_{x} \\
T_{y}
\end{array}\right]+\frac{a_{3, x}}{a_{5, x}}\left[\begin{array}{c}
\cos \left(\theta_{1, R}+\theta_{2, R}\right) \\
\sin \left(\theta_{1, R}+\theta_{2, R}\right)
\end{array}\right]} \\
& T_{x}=\frac{1}{a_{5, x}}\left(a_{12, x}-a_{14, x}+\cos \left(\theta_{1, R}\right)+\cos \left(\theta_{3, R}\right)\right)  \tag{6.5}\\
& T_{y}=\frac{1}{a_{5, x}}\left(a_{12, y}-a_{14, y}+\sin \left(\theta_{1, R}\right)+\sin \left(\theta_{3, R}\right)\right)
\end{align*}
$$

Elements of Eq. (6.5) are squared and summed to obtain Eq.(6.6). Then trigonometric expressions are written in terms of tangents of the half angles, which leads to the a solution to $\theta_{12, R}=\theta_{1, R}+\theta_{2, R}$ as provided in Eq. (6.7).

$$
\begin{equation*}
T_{x}^{2}+T_{y}^{2}+\frac{a_{3, x}^{2}}{a_{5, x}}+2 T_{x} \frac{a_{3, x}}{a_{5, x}} \cos \left(\theta_{12, R}\right)+2 B \sin \left(\theta_{12, R}\right)=1 \tag{6.6}
\end{equation*}
$$

$$
\begin{align*}
\theta_{12, R} & =2 \operatorname{atan}\left(T_{12}\right) \\
T_{12} & =\frac{-2 C_{3} \pm \sqrt{\left(2 C_{3}\right)^{2}-4\left(C_{1}-C_{2}\right)\left(C_{1}+C_{2}\right)}}{2\left(C_{1}-C_{2}\right)} \\
C_{1} & =T_{x}^{2}+T_{y}^{2}+\frac{a_{3, x}{ }^{2}}{a_{5, x}}-1  \tag{6.7}\\
C_{2} & =2 T_{x} \frac{a_{3, x}}{a_{5, x}} \\
C_{3} & =2 T_{y} \frac{a_{3, x}}{a_{5, x}}
\end{align*}
$$

Using $\theta_{12, R}$ one can write Eq. (6.8) and solve for $\theta_{34, R}=\theta_{3, R}+\theta_{4, R}$. Finally, tip point location $\boldsymbol{r}_{c}$ is calculated as provided in Eq. (6.9).

$$
\begin{gather*}
\theta_{34, R}=\operatorname{atan} 2\left(s_{34, R}, c_{34, R}\right) \\
{\left[\begin{array}{c}
c_{34, R} \\
s_{34, R}
\end{array}\right]=\left[\begin{array}{c}
T_{x}+\frac{a_{3, x}}{a_{5, x}} \cos \left(\theta_{12, R}\right) \\
T_{y}+\frac{a_{3, x}}{a_{5, x}} \sin \left(\theta_{12, R}\right)
\end{array}\right]}  \tag{6.8}\\
\boldsymbol{r}_{c}=\boldsymbol{a}_{0}+\boldsymbol{R}_{x}\left(\theta_{0, R}\right)\left(\boldsymbol{a}_{14}+\boldsymbol{R}_{z}\left(\theta_{3, R}\right) \boldsymbol{a}_{4}\right.  \tag{6.9}\\
\left.+\boldsymbol{R}_{z}\left(\theta_{34, R}\right)\left(\boldsymbol{a}_{5}+\boldsymbol{a}_{6}\right)\right)
\end{gather*}
$$

### 6.1.2.3 Inverse Kinematics

Inverse kinematics is illustrated on right leg and calculations provided here can be duplicated for left leg. Inverse kinematics solution in this work relies on geometric calculation of $\theta_{0, R}$ as provided in Eq. (6.10). The geometric entities are illustrated in Figure 6.3.


Figure 6.3. Geometric entities realted to calculation of $\theta_{0, R}$..

$$
\begin{align*}
\theta_{0} & =\operatorname{atan} 2\left(\sin \left(\theta_{0, R}\right), \cos \left(\theta_{0, R}\right)\right) \\
{\left[\begin{array}{c}
\cos \left(\theta_{0}\right) \\
\sin \left(\theta_{0}\right)
\end{array}\right] } & =\left[\begin{array}{cc}
a_{142, z} & -r_{a} \\
-r_{a} & -a_{142, z}
\end{array}\right]^{-1}\left[\begin{array}{l}
r_{z}-a_{0, z} \\
r_{y}-a_{0, y}
\end{array}\right]  \tag{6.10}\\
\boldsymbol{r}_{1} & =\boldsymbol{r}-\boldsymbol{a}_{0} \\
r_{a} & =\sqrt{r_{1, y}^{2}+r_{1, z}^{2}-a_{14, z}^{2}} \\
a_{142, z} & =a_{14, z}+a_{2, z}
\end{align*}
$$

To calculate active joints $\theta_{1, R}$ and $\theta_{3, R} \mathrm{x}$ - and $\mathbf{y}$-components of the position vector $\boldsymbol{r}_{p c}$ as given in Eq. (6.11) is exploited as in Eq. (6.12).

$$
\begin{gather*}
r_{p c, x}=a_{4, x} \cos \left(\theta_{3, R}\right)+a_{56, x} \cos \left(\theta_{3, R}+\theta_{4, R}\right)  \tag{6.11}\\
r_{p c, y}=a_{4, x} \sin \left(\theta_{3, R}\right)+a_{56, x} \sin \left(\theta_{3, R}+\theta_{4, R}\right) \\
r_{p c, x}=a_{4, x} \cos \left(\theta_{3, R}\right)+a_{56, x}\left(\cos \left(\theta_{3, R}\right) \cos \left(\theta_{4, R}\right)-\sin \left(\theta_{3, R}\right) \sin \left(\theta_{4, R}\right)\right)  \tag{6.12}\\
r_{p c, y}=a_{4, x} \sin \left(\theta_{3, R}\right)+a_{56, x}\left(\cos \left(\theta_{3, R}\right) \sin \left(\theta_{4, R}\right)+\sin \left(\theta_{3, R}\right) \cos \left(\theta_{4, R}\right)\right)
\end{gather*}
$$

Equation (6.12) is rewritten as in Eq. (6.13) and each scalar equation can be squared and summed as in Eq. (6.14).

$$
\begin{gather*}
\cos \left(\theta_{3, R}\right)=\left(r_{p c, x} / a_{4, x}\right)+\left(a_{56, x} / a_{4, x}\right) \cos \left(\theta_{3, R}+\theta_{4, R}\right) \\
=C_{4}+C_{5} \cos \left(\theta_{3, R}+\theta_{4, R}\right)  \tag{6.13}\\
\sin \left(\theta_{3, R}\right)=\left(r_{p c, y} / a_{4, x}\right)+\left(a_{56, x} / a_{4, x}\right)\left(\sin \left(\theta_{3, R}+\theta_{4, R}\right)\right. \\
=C_{6}+C_{5} \sin \left(\theta_{3, R}+\theta_{4, R}\right) \\
1=C_{4}^{2}+C_{6}^{2}+C_{5}^{2}+2 C_{4} C_{5} \cos \left(\theta_{3, R}+\theta_{4, R}\right)+2 C_{6} C_{5} \sin \left(\theta_{3, R}+\theta_{4, R}\right) \\
0=\left(C_{4}^{2}+C_{6}^{2}+C_{5}^{2}-1\right)+\left(2 C_{4} C_{5}\right) \cos \left(\theta_{3, R}+\theta_{4, R}\right)+\left(2 C_{6} C_{5}\right) \sin \left(\theta_{3, R}+\theta_{4, R}\right) \\
0=C_{7}+C_{8} \cos \left(\theta_{3, R}+\theta_{4, R}\right)+C_{9} \sin \left(\theta_{3, R}+\theta_{4, R}\right) \tag{6.14}
\end{gather*}
$$

Then using tangents of half angle, Eq. (6.14) can be further manipulated in Eq. (6.15). The solution to $\theta_{34, R}$ can be calculated by solving the quadratic problem for $T_{34}$ as illustrated in Eq. (6.7).

$$
\begin{equation*}
0=\left(C_{7}-C_{8}\right) T_{34}^{2}+2 C_{9} T_{34}+\left(C_{7}+C_{8}\right) \tag{6.15}
\end{equation*}
$$

After finding solution to $\theta_{34, R}$, these values are inserted into Eq. (6.11) to calculate $\theta_{3, R}$. This completes the solution to one chain of the leg mechanism.

Geometric definitions such as $\boldsymbol{r}_{p c l}, \boldsymbol{r}_{c l}$ are provided in Figure 6.4 to calculate the joint variables on the other chain that contains $\boldsymbol{a}_{2}$ and $\boldsymbol{a}_{3}$.

Using the known joint variables, point $v$ is represented from origin of the joint $\mathbf{3}$ with a vector denoted as $\boldsymbol{r}_{p c l}$. Alternatively, point $v$ can also be represented from origin of the joint $\mathbf{1}$ with a vector that is $\boldsymbol{r}_{c l}$. These vectors are defined on $(P, R)$ plane, where the 5 R mechanism lies on, and provided in Eq. (6.16) and Eq. (6.17), respectively.

$$
\begin{align*}
& r_{p c l, x}=r_{p c, x}-a_{6, x} \cos \left(\theta_{3, R}+\theta_{4, R}\right)  \tag{6.16}\\
& r_{p c l, y}=r_{p c, y}-a_{6, x} \sin \left(\theta_{3, R}+\theta_{4, R}\right)
\end{align*}
$$



Figure 6.4. Geometric entities realted to calculation of $\theta_{0, R}$.

$$
\begin{align*}
& r_{c l, x}=a_{2, x} \cos \left(\theta_{1, R}\right)+a_{3, x} \cos \left(\theta_{1, R}+\theta_{2, R}\right)  \tag{6.17}\\
& r_{c l, y}=a_{2, x} \sin \left(\theta_{1, R}\right)+a_{3, x} \sin \left(\theta_{1, R}+\theta_{2, R}\right)
\end{align*}
$$

Scalar equations $r_{c l, x}$ and $r_{c l, y}$ of Eq. (6.17) are squared, summed and reorganized as provided in Eq. (6.18) to calculate $\beta_{R}$, which leads to $\theta_{2, R}$.

$$
\begin{align*}
\cos \left(\beta_{R}\right) & =(-1) \frac{r_{c l, x}^{2}+r_{c l, y}^{2}-a_{2, x}^{2}-a_{3, x}^{2}}{2 a_{2, x} a_{3, x}} \\
\beta_{R} & =\operatorname{acos}\left((-1) \frac{r_{c l, x}^{2}+r_{c l, y}^{2}-a_{2, x}^{2}-a_{3, x}^{2}}{2 a_{2, x} a_{3, x}}\right)  \tag{6.18}\\
\theta_{2, R} & =\pi+\beta_{R}
\end{align*}
$$

To calculate $\theta_{1, R}, r_{c l, x}$ and $r_{c l, y}$ is represented as a function of $r_{p c l}$. This is given in Eq. (6.19) in matrix form, where terms with $\theta_{1, R}$ are the unknown variables. Solution to Eq. (6.19) for $\theta_{1, R}$ finishes the inverse kinematic solution of the right leg. Procedure for left leg is identital.

$$
\begin{array}{r}
{\left[\begin{array}{c}
r_{p c l, x}+\left(a_{14, x}-a_{12, x}\right) \\
r_{p c l, y}
\end{array}\right]=} \\
{\left[\begin{array}{cc}
a_{2, x}+a_{3, x} \cos \left(\theta_{2, R}\right) & -a_{3, x} \sin \left(\theta_{2, R}\right) \\
a_{3, x} \sin \left(\theta_{2, R}\right) & a_{2, x}+a_{3, x} \cos \left(\theta_{2, R}\right)
\end{array}\right]\left[\begin{array}{c}
\cos \left(\theta_{1}\right) \\
\sin \left(\theta_{1}\right)
\end{array}\right]}  \tag{6.19}\\
\theta_{1, R}=\operatorname{atan2} 2\left(\sin \left(\theta_{1}\right), \cos \left(\theta_{1}\right)\right)
\end{array}
$$

### 6.1.3 Dynamics

Based on the generalized coordinates, multi-body dynamics of ASLB is formulated as in (Eq. 6.20)

$$
\begin{equation*}
\boldsymbol{M}(\boldsymbol{q}) \ddot{\boldsymbol{q}}+\boldsymbol{C}(\boldsymbol{q}, \dot{\boldsymbol{q}})+\boldsymbol{G}(\boldsymbol{q})=\boldsymbol{S} \boldsymbol{\tau}+\boldsymbol{J}_{C, i}^{T} \boldsymbol{F}_{C, i} \tag{6.20}
\end{equation*}
$$

,where $\boldsymbol{M}(\boldsymbol{q}) \in \mathbb{R}^{12 \times 12}, \boldsymbol{C}(\boldsymbol{q}, \dot{\boldsymbol{q}}) \in \mathbb{R}^{12}, \boldsymbol{G}(\boldsymbol{q}) \in \mathbb{R}^{12}$ are generalized mass, Coriolis $\&$ centrifugal term and gravitational term matrices. $S \in \mathbb{R}^{12 \times 6}, \boldsymbol{\tau} \in \mathbb{R}^{6}, \boldsymbol{F}_{C, i} \in \mathbb{R}^{3}$ and $\boldsymbol{J}_{C, i} \in \mathbb{R}^{3 \times 12}$ are the selection matrix for the actuated joints of regarding legs, actuated joint torques, external force on the tip of $i^{\text {th }}$ leg and geometric Jacobian of the tip point of the $i^{\text {th }}$ leg.

Let $\boldsymbol{x}=[\boldsymbol{q}, \dot{\boldsymbol{q}}]^{T} \in \mathbb{R}^{24}, \boldsymbol{u}_{\tau}=\boldsymbol{\tau}$ and $\boldsymbol{u}_{c}=\boldsymbol{F}_{C, i} \forall i$ are the states, inputs to motors and external forces acting on tip point of the legs, respectively, then non-linear dynamics of the robot can be written as in Eq. 6.21.

$$
\begin{align*}
\dot{\boldsymbol{x}} & =\boldsymbol{f}\left(\boldsymbol{x}, \boldsymbol{u}_{\tau}, \boldsymbol{u}\right) \\
\boldsymbol{f}\left(\boldsymbol{x}, \boldsymbol{u}_{\tau}, \boldsymbol{u}\right) & =\left[\begin{array}{c}
\dot{\boldsymbol{q}} \\
\boldsymbol{M}(\boldsymbol{q})^{-1} \boldsymbol{\Theta}
\end{array}\right]  \tag{6.21}\\
\boldsymbol{\theta} & =-\boldsymbol{C}(\boldsymbol{q}, \dot{\boldsymbol{q}})-\boldsymbol{G}(\boldsymbol{q})+\boldsymbol{S} \boldsymbol{\tau}+\sum_{i} \boldsymbol{J}_{C, i}^{T} \boldsymbol{F}_{C, i}
\end{align*}
$$

### 6.2 Graph Theoretic Modeling of ASLB

Separating legs, which are defined as Agent 2 and Agent 3, from the floating base introduces simplifications to the overall complexity of the model and optimization. One of the simplifications appears in modeling as leg dynamics is not necessarily needs to be modeled with respect to the $\mathcal{F}_{I}$ using $\boldsymbol{q}_{B}$ but rather preferred to be defined with respect to the $\mathcal{F}_{B}$. This local representation of leg dynamics leads to following outcomes for the dynamics of the agents:

- Leg is only used to find adjacency and contact forces on the floating base and ground,
- State space representation of the leg dynamics can be kept at velocity level.
- Contact forces and geometric properties of contact point must be converted to $\mathcal{F}_{B}$

Following subsections explain underlying Graph structure, kinematics, and dynamics of the agents.

### 6.2.1 Underlying Graph Structure

The interaction among agents in the cooperative systems are described by Graph $\mathcal{G}=(\mathcal{N}, \mathcal{E})$, which consists of a node set $\mathcal{N}$ and an edge set $\mathcal{E}$ [109]. Edge set $\mathcal{E} \subset \mathcal{N} \times \mathcal{N}$ is given between nodes $m \in \mathcal{N}$ and $n \in \mathcal{N}$ such that $(n, m) \in \mathcal{E}$ denotes node $m$ receives information from $n$. Adjacency matrix is composed of edge weights such that $\mathbb{A}=\left[a_{m n}\right] \in$ $\mathbb{R}^{N \times N}$ of $\mathcal{G}$, where $a_{m n}$ is the strength of the connection between node $n$ and node $m . N$ is the number agents in the cooperative system (CS). $A_{m n}$ represents element in the $m^{\text {th }}$ row $n^{t h}$ column of matrix $\boldsymbol{A}$. Formal description of $\mathbb{A}_{m n}$ is given as follows.

$$
\mathbb{A}_{m n}=\left\{\begin{array}{l}
a_{m n}=1, \quad n \neq m, \quad(n, m) \in \mathcal{E}  \tag{6.22}\\
a_{m n}=0, \quad \text { otherwise }
\end{array}\right.
$$

Floating base of the robot is denoted as Agent 1, right leg is denoted as Agent 2 and left leg is denoted as Agent 3. Agent 1 is defined with two nodes that are node 1
and node 2, Agent 2 is defined with node 3 and Agent 3 is defined with node 4. The location of these nodes are illustrated in Fig. 6.5 and it should be noted that node 1 and node 2 are coincident. Without any interconnection constraint, agents are independent of each other, however, there are rigid joints connecting them. In this case there are two bi-directional edges and these are $($ node 3, node 1$) \in \mathcal{E}$ and (node 2 , node 4$) \in \mathcal{E}$. Connection between nodes are assumed to be rigid then adjacency matrix is composed of edge weights $a_{m n}=1$. This yields an adjacency matrix as in (6.23).

$$
\mathbb{A}=\left[\begin{array}{llll}
0 & 0 & 1 & 0  \tag{6.23}\\
0 & 0 & 0 & 1 \\
1 & 0 & 0 & 0 \\
0 & 1 & 0 & 0
\end{array}\right]
$$

Finally, relationship between cooperative agents are given in (6.24) by Laplacian matrix. $\boldsymbol{I}_{p}$ represents identity matrix with size $p$.

$$
\begin{equation*}
\mathbb{L}=\boldsymbol{I}_{4}-\mathbb{A} \tag{6.24}
\end{equation*}
$$

Let $\boldsymbol{W} \in \mathbb{R}^{p}$ be the signal that is being shared between agents then $\mathbb{L}$ can be expanded as in (6.25) to comply with the signal dimension. $\otimes$ is the Kronecker product operator.

$$
\begin{equation*}
\boldsymbol{L}=\mathbb{L} \otimes \boldsymbol{I}_{p} \tag{6.25}
\end{equation*}
$$

Recalling that node 1 and node 2 are coincident, one can define following adjacency constraints using the extended Laplacian definition given in (6.25)

$$
\begin{gather*}
\mathcal{L}_{x}=\boldsymbol{L}\left[\begin{array}{c}
\boldsymbol{x}_{1} \\
\boldsymbol{x}_{1} \\
\boldsymbol{x}_{2} \\
\boldsymbol{x}_{3}
\end{array}\right]=\mathbf{0} \\
\mathcal{L}_{w}=\boldsymbol{L}\left[\begin{array}{l}
\boldsymbol{W}_{A, 1} \\
\boldsymbol{W}_{A, 2} \\
\boldsymbol{W}_{A, 3} \\
\boldsymbol{W}_{A, 4}
\end{array}\right]=\mathbf{0} \tag{6.26}
\end{gather*}
$$

Another aspect of splitting a lumped multi-body model into distributed cooperating multi-body models is generalized coordinates. This operation necessarily duplicates the generalized coordinates of the floating base in lumped model to the distributed models. In addition to that Agent 2 and Agent 3 have actuated joints of $\boldsymbol{q}_{a, i}, i=2,3$. Due to this, generalized coordinates of the agents are defined as $\boldsymbol{q}_{1}=\left[\boldsymbol{q}_{t, 1}^{T} \boldsymbol{q}_{r, 1}^{T}\right]^{T} \in \mathbb{R}^{6}$, $\boldsymbol{q}_{2}=\left[\boldsymbol{q}_{t, 2}^{T} \boldsymbol{q}_{r, 2}^{T} \boldsymbol{q}_{a, 2}^{T}\right]^{T} \in \mathbb{R}^{9}$ and $\boldsymbol{q}_{3}=\left[\boldsymbol{q}_{t, 3}^{T} \boldsymbol{q}_{r, 3}^{T} \boldsymbol{q}_{a, 3}^{T}\right]^{T} \in \mathbb{R}^{9}$, respectively for Agent 1, Agent 2 and Agent 3. This is illustrated in Fig. 6.5.

### 6.2.2 Agent Kinematics

YZX Euler sequence is used in defining the composite rotations $C_{I i}\left(\boldsymbol{q}_{r, i}\right)$ from $\mathcal{F}_{I}$ to $\mathcal{F}_{i}$, where subscript $i$ is agent index and $\mathcal{F}_{i}$ is the local origin of the agent. Contact point position and velocity of Agent 2 and Agent 3 are calculated with respect to $\mathcal{F}_{B}$, which is denoted as in (6.27). $\mathcal{K}^{+}\left(\boldsymbol{q}_{i}\right)$ represents forward kinematics of the leg $i$ in Eq. (6.27), which is explained in § 6.1.2.


Figure 6.5. Cooperative interconnection between agents and generalized coordinates at every agent..

$$
\begin{array}{r}
\boldsymbol{r}_{c, i}\left(\boldsymbol{q}_{i}\right)=\mathcal{K}^{+}\left(\boldsymbol{q}_{i}\right)  \tag{6.27}\\
\dot{\boldsymbol{r}}_{c, i}\left(\boldsymbol{q}_{i}, \dot{\boldsymbol{q}}_{i}\right)=\boldsymbol{J}_{c, i} \dot{\boldsymbol{q}}_{i}
\end{array}
$$

### 6.2.3 Agent Dynamics

Dynamics of agents yield a similar equation as given in (6.21) and for brevity a representative Equation of Motion (EoM) is given in this section.

Generalized velocities are assigned to states of each agent as $\boldsymbol{x}_{i}=\dot{\boldsymbol{q}}_{i}$. External forces in distributed notation is divided into two, where first one is denoted as $\boldsymbol{F}_{C, i}$ and acting on the agents as a result of ground contact. The second external force is denoted as $\boldsymbol{F}_{A, m}$ and exerted on the agents from the adjacent nodes. Adjacent nodes also transmit moment, $\boldsymbol{M}_{A, m}$, therefore it is convenient to collect forces and moments at adjacent nodes as a wrench denoted as $\boldsymbol{W}_{A, m}=\left[\begin{array}{ll}\boldsymbol{F}_{A, m}^{T} & \boldsymbol{M}_{A, m}^{T}\end{array}\right]^{T}$. As a result, non-linear dynamics of each agent is written as given in (6.28). Let $\boldsymbol{x}_{i}=\dot{\boldsymbol{q}} \in \mathbb{R}^{n_{x i}}, \boldsymbol{u}_{\tau, i}=\boldsymbol{\tau} \in \mathbb{R}^{n_{t i}}$, $\boldsymbol{u}_{c, i}=\boldsymbol{F}_{C, i} \in \mathbb{R}^{n_{f i}}$, and $\boldsymbol{u}_{w, i}=\boldsymbol{W}_{A, i} \in \mathbb{R}^{n_{w i}}$ are the states, torques, contact forces,
and adjacency wrench, respectively, then non-linear dynamics of the robot can be written as in Eq. 6.21. Signal sizes for Agent 1 is $n_{x 1}=6, n_{t 1}=0, n_{f 1}=0, n_{w 1}=6$, while Agent 2 and Agent 3 has signal sizes of $n_{x i}=9, n_{t i}=3, n_{f i}=3, n_{w i}=6$ for $i=2,3$.

$$
\begin{align*}
\dot{\boldsymbol{x}}_{i}= & \boldsymbol{f}_{i}\left(\boldsymbol{q}_{i}, \boldsymbol{u}_{\tau, i}, \boldsymbol{u}_{c, i}\right) \\
\boldsymbol{f}_{i}= & \boldsymbol{M}_{i}\left(\boldsymbol{q}_{i}\right)^{-1} \boldsymbol{\Theta}_{i} \\
\boldsymbol{\Theta}_{i}= & -\boldsymbol{C}_{i}\left(\boldsymbol{q}_{i}, \dot{\boldsymbol{q}}_{i}\right)-\boldsymbol{G}_{i}\left(\boldsymbol{q}_{i}\right)  \tag{6.28}\\
& +\boldsymbol{S}_{i} \boldsymbol{\tau}_{i}+\boldsymbol{J}_{C, i}^{T} \boldsymbol{F}_{C, i}+\sum_{m} \boldsymbol{J}_{A, m}^{T} \boldsymbol{W}_{A, m}
\end{align*}
$$

### 6.3 Graph Theoretic Online Trajectory Generation

Graph theoretic online trajectory generation relies on cooperative modeling of the robot and composed of a series of optimizations. These optimizations are, contact phase, swing phase and force optimizations, where contact optimization finds optimal finite horizon for the current contact phase and a sequence of contact trajectories that will keep the robot states bounded for defined phase horizon. Due to this reason, resultant contact phase trajectories except for the one associated with the current contact leg are not passed to the next optimization. Another cardinal data set that is passed to the next optimization from contact phase is the initial point of the subsequent contact phase. This information is required to generate a rough swing trajectory for the leg that is in the air. It should be noted that, both contact and swing trajectories are calculated to provide an initial trajectory for the force optimization, where trajectories are refined using cooperative system framework. Regarding trajectories to previously defined optimizations are illustrated in Figure 6.6.


Figure 6.6. Cooperative interconnection between agents and generalized coordinates at every agent..

### 6.3.1 Contact Phase Optimization

Contact phase optimization calculates a set of trajectories using Linear Inverted Pendulum Model (LIPM) and contact constraints. LIPM dynamics we used in this work is widely used in vast majority of the literature. As denoted in $\S 6.2$, dynamics are written with respect to body frame $\mathcal{F}_{B}$. Besides that, dynamics are also kept at velocity level. Under these circumstances the contact conditions for the leg in contact need to be defined accordingly.

Contact Condition Under contact conditions with no slip assumption, $\boldsymbol{r}_{c, i}$ has no relative motion with respect to the ground if this condition is observed from the inertial frame
$\mathcal{F}_{I}$. This condition is observed from $\mathcal{F}_{B}$ as if $\dot{\boldsymbol{r}}_{c, i}=-\boldsymbol{u}_{B}$, which is illustrated in Eq. (6.29) for agents $i=2,3$. Recall that states of agents $i=2,3$ are denoted as $\boldsymbol{x}_{i}=\left[\boldsymbol{q}_{t, i}^{T} \boldsymbol{q}_{r, i}^{T} \boldsymbol{q}_{a, i}^{T}\right]^{T}, \quad i=2,3$ and $\dot{\boldsymbol{q}}_{t, i}, \quad i=2,3$ is duplicate of $\boldsymbol{u}_{B}$ assuming that connection between nodes are as defined in Eq. (6.22).

$$
\mathbf{0}=\left[\begin{array}{lll}
-\boldsymbol{I} & -\boldsymbol{J}_{r, i} & \boldsymbol{J}_{a, i}
\end{array}\right]\left[\begin{array}{c}
\dot{\boldsymbol{q}}_{t, i}  \tag{6.29}\\
\dot{\boldsymbol{q}}_{r, i} \\
\dot{\boldsymbol{q}}_{a, i}
\end{array}\right]=\left[\begin{array}{lll}
-\boldsymbol{I} & -\boldsymbol{J}_{r, i} & \boldsymbol{J}_{a, i}
\end{array}\right]\left[\begin{array}{c}
\boldsymbol{u}_{B} \\
\dot{\boldsymbol{q}}_{r, i} \\
\dot{\boldsymbol{q}}_{a, i}
\end{array}\right]
$$

Assuming body is slowly rotating, $\dot{\boldsymbol{q}}_{r, i} \approx \mathbf{0}, \quad i=2,3$, Eq. (6.29)

LIPM Model Implementation of the LIPM model in this work have some nuances compared to the the work where it is proposed $[139,140]$. Let $\boldsymbol{F}_{x z} \in \mathbb{R}^{2}$ be the virtual force created on $x-z$ plane due to the displacement between origin and contact locations ${ }_{x z} \boldsymbol{r}_{c, 2}$ and ${ }_{x z} \boldsymbol{r}_{c, 3}$. Note that origin represents the center of mass (CoM) and is not the origin of the $\mathcal{F}_{B}$. Although CoM moves with respect to the origin of $\mathcal{F}_{B}$, in practice it is assumed to be fixed with an offset from $\mathcal{F}_{B}$.

Under these assumptions the LIPM dynamics is provided as in Eq. (6.30) in state space form. States for this system is denoted as $\boldsymbol{x}_{c}$ and defined as the contact point and this point is denoted as $\Delta \boldsymbol{r}_{x z}$ as any of the two contact locations can be assigned to it, which are ${ }_{x z} \boldsymbol{r}_{c, 2}$ and ${ }_{x z} \boldsymbol{r}_{c, 3}$, respectively. Explicitly states are defined as $\overline{\boldsymbol{x}}_{c, 1}=\boldsymbol{\Delta} \boldsymbol{r}_{x z} \in \mathbb{R}^{2}$, $\overline{\boldsymbol{x}}_{c, 2}=\dot{\boldsymbol{\Delta}} \boldsymbol{r}_{x z} \in \mathbb{R}^{2}$, which are combined as $\overline{\boldsymbol{x}}_{c}=\left[\overline{\boldsymbol{x}}_{c, 1}^{T} \overline{\boldsymbol{x}}_{c, 2}^{T}\right]^{T}$.

$$
\dot{\overline{\boldsymbol{x}}}_{c}=\left[\begin{array}{c}
\dot{\overline{\boldsymbol{x}}}_{c, 1}  \tag{6.30}\\
\dot{\overline{\boldsymbol{x}}}_{c, 2}
\end{array}\right]=\left[\begin{array}{c|c}
\mathbf{0} & \boldsymbol{I} \\
\hline \boldsymbol{I} \omega_{0}^{2} & \mathbf{0}
\end{array}\right]\left[\begin{array}{l}
\overline{\boldsymbol{x}}_{c, 1} \\
\overline{\boldsymbol{x}}_{c, 2}
\end{array}\right]=\boldsymbol{A}_{\text {lipm }} \overline{\boldsymbol{x}}_{c}
$$

This system is an inherently unstable system therefore what is being pursued with this system is to find a set of initial conditions denoted as ${ }^{0} \overline{\boldsymbol{x}}_{c}$, that will propel the CoM of the robot towards the desired velocity vector. While doing that, a set of state bounds


Figure 6.7. LIPM dynamics projected on $x-z$ plane.
are also satisfied. Equation (6.30) is dicretized using Euler propogation as provided below, where $\Delta t$ is the sampling time.

$$
\begin{equation*}
\overline{\boldsymbol{x}}_{c, k+1}=\left(\boldsymbol{I}+\Delta t \boldsymbol{A}_{l i p m}\right) \overline{\boldsymbol{x}}_{c, k} \tag{6.31}
\end{equation*}
$$

Contact Phase Optimization This method relies on finding set of trajectories that will keep proceeding steps within bounds, therefore a phase horizon is defined as $N_{p} \in \mathbb{N}$, which represents the number of phases to be calculated during the optimization inlcuding the current phase. A finite horizon for each phase is defined as $N_{n} \in \mathbb{N}$, which will be minimized for $N_{p}=1$ and kept at its nominal for $N_{p}>1$. States of the LIPM dynamics in each phase are denoted as ${ }^{p} \overline{\boldsymbol{x}}_{c, k}$, where $p=\left[1, \cdots, N_{p}\right]$ and $k=\left[1, \cdots, N_{n}\right]$. Combined states for each phase are denoted as ${ }^{p} \boldsymbol{x}_{c, K}$ as provided below.

$$
{ }^{p} \overline{\boldsymbol{x}}_{c, K}=\left[\begin{array}{c}
{ }^{p} \overline{\boldsymbol{x}}_{c, 1}  \tag{6.32}\\
\vdots \\
{ }^{p} \overline{\boldsymbol{x}}_{c, N_{n}}
\end{array}\right], \forall p
$$

Equation (6.33) represents the quadratic problem that runs in contact optimization phase, where $\mathcal{L}_{c}\left({ }^{p} \overline{\boldsymbol{x}}_{c, 1}, \boldsymbol{u}_{B, \text { ref }}\right)$ is the objective function, and $\mathcal{C}_{\text {cont }}\left({ }^{p} \overline{\boldsymbol{x}}_{c, 1}\right)$ and $\mathcal{C}_{\text {bounds }}\left({ }^{p} \overline{\boldsymbol{x}}_{c, 1}\right)$ are equality and inequality contstraints to ensure continuity of the states between phases and to keep states within predefined bounds.

$$
\begin{array}{ll}
\underset{p}{\operatorname{minimize}} & \sum_{k=1}^{M} \mathcal{L}_{c}\left({ }^{p} \overline{\boldsymbol{x}}_{c, 1}, \boldsymbol{u}_{B, r e f}\right) \\
\text { s.t. } & \mathcal{C}_{\text {cont }}\left({ }^{p} \overline{\boldsymbol{x}}_{c, 1}\right)=\mathbf{0}  \tag{6.33}\\
& \mathcal{C}_{\text {bounds }}\left({ }^{p} \overline{\boldsymbol{x}}_{c, 1}\right) \leq \mathbf{0}
\end{array}
$$

Continuity Constraint As explained earlier, contact optimization seeks to find several contact phase trajectories and these trajectories should be continuous ideally. This is achieved by an equaltiy constraint defined as in Eq. (6.34) for $p=1, \cdots, N_{p}-1$.

$$
\begin{align*}
{ }^{p} \overline{\boldsymbol{x}}_{c, N_{n}} & ={ }^{p+1} \overline{\boldsymbol{x}}_{c, 1} \\
{\left[\begin{array}{ll}
\mathbf{0} & \boldsymbol{I}
\end{array}\right]^{p} \overline{\boldsymbol{x}}_{c, N_{n}} } & =\left[\begin{array}{ll}
\mathbf{0} & \boldsymbol{I}
\end{array}\right]^{p+1} \overline{\boldsymbol{x}}_{c, 1} \tag{6.34}
\end{align*}
$$

Constraint for State Bounds State bounds are defined based on the leg in contact, therefore state bounds are switching between the bounds of Agent 2 and Agent 3. Let $c_{2}=[0,1]$ and $c_{3}=[0,1]$ be the contact indicators of Agent 2 and Agent 3, respectively. Under contact $c_{i}=1$ otherwise $c_{i}=0$ for $i=2,3$ at phase $p$. Bounds for Agent 2 and Agent 3 are defined as $\boldsymbol{S}_{i}=\left[\boldsymbol{S}_{i, U B}^{T}, \boldsymbol{S}_{i, L B}^{T}\right]^{T}$ and assigned to $\boldsymbol{S}_{p}$ such that $\boldsymbol{S}_{p}=\boldsymbol{S}_{i}$ if $c_{i}=1$. Note that we are assuming single point contact. Using the bounds state boundary constraints are defined as in Eq. (6.35).

$$
\left[\begin{array}{c}
\boldsymbol{I}  \tag{6.35}\\
-\boldsymbol{I}
\end{array}\right]\left[\begin{array}{ll}
\boldsymbol{I} & \mathbf{0}
\end{array}\right]^{p} \overline{\boldsymbol{x}}_{c, k} \leq\left[\begin{array}{c}
\boldsymbol{S}_{p, U B} \\
\boldsymbol{S}_{p, L B}
\end{array}\right]
$$

Cost Function Contact phase optimization desires to reach the $x-z$ projection of reference velocity that is provided by the user $\boldsymbol{u}_{B, r e f}$, which is $\boldsymbol{u}_{B, x z}$. Recall that $\dot{\boldsymbol{r}}_{c, i}=-\boldsymbol{u}_{B}$, therefore, cost function is written as in Eq. (6.36).

$$
\left.\begin{array}{rl}
J_{\text {contact }}= & {\left[\boldsymbol{u}_{B, x z}+\left[\begin{array}{ll}
\mathbf{0} & \boldsymbol{I}
\end{array}\right]^{p} \overline{\boldsymbol{x}}_{c, K}\right]^{T} \boldsymbol{Q}_{s}\left[\boldsymbol{u}_{B, x z}+\left[\begin{array}{ll}
\mathbf{0} & \boldsymbol{I}
\end{array}\right]^{p} \overline{\boldsymbol{x}}_{c, K}\right]^{T}+}  \tag{6.36}\\
& {\left[\left[\begin{array}{ll}
\mathbf{0} & \boldsymbol{I}
\end{array}\right]^{p} \overline{\boldsymbol{x}}_{c, K}\right.}
\end{array}\right]^{T} \boldsymbol{Q}_{p}\left[\left[\begin{array}{ll}
\mathbf{0} & \boldsymbol{I}
\end{array}\right]^{p} \overline{\boldsymbol{x}}_{c, K}\right]^{T} \text {, }
$$

### 6.3.2 Swing Phase Optimization

Swing pahse optimization calculates a rough trajectory for the swinging leg by connecting current position of the tip of the swinging leg to the initial point of the proceeding contact phase trajectory with a bezier curve. Instances of the swing trajectory is denoted as ${ }^{p} \boldsymbol{x}_{s, k}$, current and final positions of the swing trajectory are denoted as ${ }^{p} \boldsymbol{x}_{s, 1}$ and ${ }^{p} \boldsymbol{x}_{s, N_{n}}$, respectively. ${ }^{p} \overline{\boldsymbol{x}}_{s, 1}$ and ${ }^{p} \overline{\boldsymbol{x}}_{s, N_{n}}$ are the projections of the vectors on $x-z$ plane, and initial point of the proceeding contact phase trajectory is ${ }^{p+1} \overline{\boldsymbol{x}}_{c, 1}$. Note that, contact phase optimization generates a planar trajectory. Therefore, implementation to swing phase trajectory optimization requires a modification of these vectors by adding height of the CoM to $y$ axis of any projected vector if it needs to be passed to swing trajectory. Figure 6.8 illustrates previously mentioned vectors. Dashed lines represent projection of the swing trajectory, while solid lines show contact trajectory. $\boldsymbol{n}_{0}, \boldsymbol{n}_{f}$ and $\boldsymbol{L}$ represents unit vector to CoM, unit vector from CoM, and straight line on $x-z$ plane between initial and final positions of the swing trajectory. Formal definitions for $\boldsymbol{n}_{0}, \boldsymbol{n}_{f}$ and $\boldsymbol{L}$ are provided in Eq. (6.37).


Figure 6.8. Swing phase trajectory generation.

$$
\begin{align*}
\boldsymbol{n}_{0} & \left.=-\frac{{ }^{p=1} \boldsymbol{x}_{s, 1}}{\mid p=1} \boldsymbol{x}_{s, 1} \right\rvert\, \\
\boldsymbol{n}_{f} & =\frac{{ }^{p=1} \boldsymbol{x}_{s, N_{n}}}{\left|{ }^{p=1} \boldsymbol{x}_{s, N_{n}}\right|}  \tag{6.37}\\
\boldsymbol{L} & ={ }^{p=1} \boldsymbol{x}_{s, N_{n}}-{ }^{p=1} \boldsymbol{x}_{s, 1}
\end{align*}
$$

Swing Phase Optimization Swing phase optimization is run for the current phase, therefore unlike the contact phase optimization $p=1$. Finite horizon for this phase is the $N_{n}$ at $p=1$. Note that at $p=1, N_{n}$ is being optimized at contact phase optimization.

Let $b_{x, j}, b_{y, j}$, and $b_{z, j}$ be the coefficients of the bezier curve, where $j=1, \cdots, n b$. Define $\boldsymbol{c}_{b}$ and $\boldsymbol{v}_{b}$, which are sorted collections of $b_{x, j}, b_{y, j}$, and $b_{z, j}$. This classification collects coefficients related to initial and final positions of the curve under $c_{b}$ and coefficients thatare being optimized under $\boldsymbol{v}_{b}$. Specifically $\boldsymbol{c}_{b}$ is defined as,

$$
\boldsymbol{c}_{b}=\left[\begin{array}{ll}
{ }^{p=1} \boldsymbol{x}_{s, 1}^{T} & { }^{p=1} \boldsymbol{x}_{s, N_{n}} \tag{6.38}
\end{array}\right]^{T}
$$

. Based on previously described notation, Bezier curves for swing trajectory are defined as in Eq.(6.40), where $\boldsymbol{J}_{b, c}$ and $\boldsymbol{J}_{b, v}$ are matrix valued functions of $k$, which can be populated for $k=1<\cdots, N_{n}$ and maps $\boldsymbol{c}_{b}$ and $\boldsymbol{v}_{b}$ to ${ }^{p=1} \boldsymbol{x}_{s, k} \in \mathbb{R}^{3}$. Similarly, $\boldsymbol{c}_{b}$ and $\boldsymbol{v}_{b}$ are mapped to ${ }^{p=1} \dot{\boldsymbol{x}}_{s, k} \in \mathbb{R}^{3}$ using $_{d} \boldsymbol{J}_{b, c}$ and ${ }_{d} \boldsymbol{J}_{b, v}$.

Equation (6.39) represents the quadratic problem that runs in swing optimization phase, where $\mathcal{L}_{s}\left(\boldsymbol{v}_{b}\right)$ is the objective function, and $\mathcal{S}_{\text {bounds }}\left(\boldsymbol{v}_{b}\right)$ is the set of inequality contstraints to keep states within predefined bounds.

$$
\begin{array}{cl}
\underset{\boldsymbol{v}_{b}}{\operatorname{minimize}} & \sum_{k=1}^{M} \mathcal{L}_{s}\left(\boldsymbol{v}_{b}\right) \\
\text { s. t. } & \mathcal{C}_{\text {bounds }}\left(\boldsymbol{v}_{b}\right) \leq \mathbf{0} \\
{ }^{p=1} \boldsymbol{x}_{s, k}=\left[\begin{array}{ll}
\boldsymbol{J}_{b, c}(k) & \boldsymbol{J}_{b, v}(k)
\end{array}\right]\left[\begin{array}{c}
\boldsymbol{c}_{b} \\
\boldsymbol{v}_{b}
\end{array}\right] \\
{ }^{p=1} \dot{\boldsymbol{x}}_{s, k}=\left[\begin{array}{ll}
{ }_{d} \boldsymbol{J}_{b, c}(k) & { }_{d} \boldsymbol{J}_{b, v}(k)
\end{array}\right]\left[\begin{array}{c}
\boldsymbol{c}_{b} \\
\boldsymbol{v}_{b}
\end{array}\right] \tag{6.40}
\end{array}
$$

Implementation of swing phase optimization requires calculation of ${ }_{d}^{0} \boldsymbol{J}_{b, c},{ }_{d}^{f} \boldsymbol{J}_{b, c}$, ${ }_{d}^{0} \boldsymbol{J}_{b, v},{ }_{d}^{f} \boldsymbol{J}_{b, v}$ using Eq. (6.40) at $k=1$ and $k=N_{n}$.

Constraint for State Bounds State bounds are defined based on the leg in swing, therefore state bounds are switching between the bounds of Agent 2 and Agent 3. Bounds for Agent 2 and Agent 3 are defined as $\boldsymbol{S}_{i}=\left[\boldsymbol{S}_{i, U B}^{T}, \boldsymbol{S}_{i, L B}^{T}\right]^{T}$ and assigned to $\boldsymbol{S}_{p}$ such that $\boldsymbol{S}_{p}=\boldsymbol{S}_{i}$ if $c_{i}=0$. Using the bounds state boundary constraints are defined as in Eq. (6.41).

$$
\left[\begin{array}{rl}
{\left[\begin{array}{c}
\boldsymbol{J}_{b, c}(k) \boldsymbol{c}_{b}+\boldsymbol{J}_{b, v}(k) \boldsymbol{v}_{b} \\
-\boldsymbol{J}_{b, c}(k) \boldsymbol{c}_{b}-\boldsymbol{J}_{b, v}(k) \boldsymbol{v}_{b}
\end{array}\right]} & \leq \boldsymbol{S}_{p} \\
\qquad\left[\begin{array}{c}
\boldsymbol{J}_{b, v}(k) \\
-\boldsymbol{J}_{b, v}(k)
\end{array}\right] \boldsymbol{v}_{b} & \leq \boldsymbol{S}_{p}-\left[\begin{array}{c}
\boldsymbol{J}_{b, c}(k) \\
-\boldsymbol{J}_{b, c}(k)
\end{array}\right] \boldsymbol{c}_{b} \tag{6.41}
\end{array}\right.
$$

Cost Function Swing phase optimization desires to pull swinging leg to the CoM in the beginning of the swing motion and then pushes it towards the final position. Along with these, it also tries to approach the straight line $\boldsymbol{L}$. Therefore, cost function of swing phase optimization is written as in Eq. (6.42).

$$
\begin{align*}
J_{\text {swing }}= & \left(\boldsymbol{n}_{0}-\left[\begin{array}{ll}
{ }_{d}^{0} \boldsymbol{J}_{b, c} & { }_{d}^{0} \boldsymbol{J}_{b, v}
\end{array}\right]\left[\begin{array}{l}
\boldsymbol{c}_{b} \\
\boldsymbol{v}_{b}
\end{array}\right]\right)^{T} \boldsymbol{Q}_{0}\left(\boldsymbol{n}_{0}-\left[\begin{array}{ll}
{ }_{d}^{0} \boldsymbol{J}_{b, c} & { }_{d}^{0} \boldsymbol{J}_{b, v}
\end{array}\right]\left[\begin{array}{l}
\boldsymbol{c}_{b} \\
\boldsymbol{v}_{b}
\end{array}\right]\right)+ \\
& \left(\boldsymbol{n}_{f}-\left[\begin{array}{ll}
{ }_{d}^{f} \boldsymbol{J}_{b, c} & { }_{d}^{f} \boldsymbol{J}_{b, v}
\end{array}\right]\left[\begin{array}{l}
\boldsymbol{c}_{b} \\
\boldsymbol{v}_{b}
\end{array}\right]\right)^{T} \boldsymbol{Q}_{f}\left(\boldsymbol{n}_{f}-\left[\begin{array}{ll}
{ }_{d}^{f} \boldsymbol{J}_{b, c} & { }_{d}^{f} \boldsymbol{J}_{b, v}
\end{array}\right]\left[\begin{array}{l}
\boldsymbol{c}_{b} \\
\boldsymbol{v}_{b}
\end{array}\right]\right)+ \\
& \left(\boldsymbol{L}-\left[\begin{array}{ll}
\boldsymbol{J}_{b, c} & \boldsymbol{J}_{b, v}
\end{array}\right]\left[\begin{array}{l}
\boldsymbol{c}_{b} \\
\boldsymbol{v}_{b}
\end{array}\right]\right) \boldsymbol{Q}_{t}\left(\boldsymbol{L}-\left[\begin{array}{ll}
\boldsymbol{J}_{b, c} & \boldsymbol{J}_{b, v}
\end{array}\right]\left[\begin{array}{l}
\boldsymbol{c}_{b} \\
\boldsymbol{v}_{b}
\end{array}\right]\right) \tag{6.42}
\end{align*}
$$

### 6.3.3 Cooperative Force Optimization

Approximate trajectories are obained in contact and swing phase optimizations and these trajectories are used in cooperative force optimization as initial trajectory. In order to follow the method easily agent dynamics are rewritten in Eq. (6.44), where $\boldsymbol{M}_{h}$ and $\boldsymbol{C}_{h}$ are partitioned as given in Eq. (6.43). In addition to that $\boldsymbol{M}_{i}, \boldsymbol{C}_{i}$, and $\boldsymbol{G}_{i}$ for $i=2,3$ are assigned to $\boldsymbol{M}_{h}, \boldsymbol{C}_{h}$ and $\boldsymbol{G}_{h}$, where $h=S$ represents swing, $h=C$ represents contact and $h=B$ represents floating base matrices. Minimal representation of the dynamics are provided in Eq. (6.45). Floating base dynamics do not switch, however, Agent 2 and Agent 3 dynamics are assigned to $h=C$ or $h=S$ depending on $c_{i}$ for $i=2,3$. Similarly, wrenches $\boldsymbol{W}_{A, m}$ are assigned to $\boldsymbol{W}_{A, h}$ based on $c_{i}$ such that if $c_{2}=1$, then $\boldsymbol{W}_{A, C}=\boldsymbol{W}_{A, 2}$
and if $c_{3}=1$ then $\boldsymbol{W}_{A, C}=\boldsymbol{W}_{A, 3}$ for $i=2,3$. Finally, $\tilde{\boldsymbol{r}}_{C}$ is the tip point position $\boldsymbol{r}_{c, i}$ of the leg with $c_{i}=1 . \boldsymbol{F}_{C}$ is the interaction between contact leg and ground.

$$
\begin{align*}
& \boldsymbol{M}_{h}=\left[\begin{array}{c|c}
{ }_{b b} \boldsymbol{M}_{h} & { }_{b q} \boldsymbol{M}_{h} \\
\hline{ }_{q b} \boldsymbol{M}_{h} & { }_{q q} \boldsymbol{M}_{h}
\end{array}\right]  \tag{6.43}\\
& \boldsymbol{C}_{h}=\left[\begin{array}{c|c}
{ }_{b b} \boldsymbol{C}_{h} & { }_{b q} \boldsymbol{C}_{h} \\
\hline{ }_{{ }_{\mathrm{q}}} \boldsymbol{C}_{h} & { }_{q q} \boldsymbol{C}_{h}
\end{array}\right] \\
& { }_{b b} \boldsymbol{M}_{B} \dot{\boldsymbol{x}}_{B}+{ }_{b b} \boldsymbol{C}_{B} \boldsymbol{x}_{B}+{ }_{b b} \boldsymbol{G}_{B}=\overline{\boldsymbol{W}}_{A, C}+\overline{\boldsymbol{W}}_{A, S} \\
& {\left[{ }_{b b} \boldsymbol{M}_{S} \mid{ }_{b q} \boldsymbol{M}_{S}\right] \dot{\boldsymbol{x}}_{S}+\left[{ }_{b b} \boldsymbol{C}_{S} \mid{ }_{b q} \boldsymbol{C}_{S}\right] \boldsymbol{x}_{S}+{ }_{b b} \boldsymbol{G}_{S}=\boldsymbol{W}_{A, S}}  \tag{6.44}\\
& {\left[{ }_{{ }_{b b}} \boldsymbol{M}_{C} \mid{ }_{b q} \boldsymbol{M}_{C}\right] \dot{\boldsymbol{x}}_{C}+\left[{ }_{b b} \boldsymbol{C}_{C} \mid{ }_{{ }^{2} q} \boldsymbol{C}_{C}\right] \boldsymbol{x}_{S}+{ }_{b b} \boldsymbol{G}_{C}=\boldsymbol{W}_{A, C}+\left[\begin{array}{c}
\boldsymbol{I} \\
\tilde{\boldsymbol{r}}_{C}
\end{array}\right] \boldsymbol{F}_{C}} \\
& \hat{\boldsymbol{M}}_{B} \dot{\boldsymbol{x}}_{B}+\hat{\boldsymbol{C}}_{B} \boldsymbol{x}_{B}+\hat{\boldsymbol{G}}_{B}=\overline{\boldsymbol{W}}_{A, C}+\overline{\boldsymbol{W}}_{A, S} \\
& \hat{\boldsymbol{M}}_{S} \dot{\boldsymbol{x}}_{S}+\hat{\boldsymbol{C}}_{S} \boldsymbol{x}_{S}+\hat{\boldsymbol{G}}_{S}=\boldsymbol{W}_{A, S} \\
& \hat{\boldsymbol{M}}_{C} \dot{\boldsymbol{x}}_{C}+\hat{\boldsymbol{C}}_{C} \boldsymbol{x}_{S}+\hat{\boldsymbol{G}}_{C}=\boldsymbol{W}_{A, C}+\left[\begin{array}{c}
\boldsymbol{I} \\
\tilde{\boldsymbol{r}}_{C}
\end{array}\right] \boldsymbol{F}_{C} \tag{6.45}
\end{align*}
$$

Then continuous models in Eq. (6.44) are converted to discrete models using Euler discretization and Eq. (6.46) provides the discrete system model that is used in cooperative force optimization. Current states are denoted as $\boldsymbol{x}_{h, k}$, where $h$ and $k$ represent model identifier and prediction step, respectively.

$$
\begin{array}{r}
{\left[\begin{array}{rl}
\Delta t \hat{\boldsymbol{C}}_{B, k}-\hat{\boldsymbol{M}}_{B, k} & \hat{\boldsymbol{M}}_{B, k}
\end{array}\right]\left[\begin{array}{c}
\boldsymbol{x}_{B, k} \\
\boldsymbol{x}_{B, k+1}
\end{array}\right]-\Delta t \overline{\boldsymbol{W}}_{S, k}-\Delta t \overline{\boldsymbol{W}}_{C, k}=\Delta t \hat{\boldsymbol{G}}_{B}} \\
{\left[\begin{array}{ll}
\Delta t \hat{\boldsymbol{C}}_{S, k}-\hat{\boldsymbol{M}}_{S, k} & \hat{\boldsymbol{M}}_{S, k}
\end{array}\right]\left[\begin{array}{c}
\boldsymbol{x}_{S, k} \\
\boldsymbol{x}_{S, k+1}
\end{array}\right]-\Delta t \boldsymbol{W}_{S, k}=\Delta t \hat{\boldsymbol{G}}_{S, k}}  \tag{6.46}\\
{\left[\begin{array}{ll}
\Delta t \hat{\boldsymbol{C}}_{C, k}-\hat{\boldsymbol{M}}_{C, k} & \hat{\boldsymbol{M}}_{C, k}
\end{array}\right]\left[\begin{array}{c}
\boldsymbol{x}_{C, k} \\
\boldsymbol{x}_{C, k+1}
\end{array}\right]-\Delta t \boldsymbol{W}_{C, k}-\Delta t \hat{\boldsymbol{J}}_{C, k} \boldsymbol{F}_{C, k}=\Delta t \hat{\boldsymbol{G}}_{C, k}}
\end{array}
$$

For brevity Eq. (6.46) are represented with a minimal representation as follows.

$$
\begin{align*}
\tilde{\boldsymbol{M}}_{h, k} & =\left[\begin{array}{ll}
\tilde{\boldsymbol{M}}_{h_{1}, k} & \tilde{\boldsymbol{M}}_{h_{2}, k}
\end{array}\right]=\left[\begin{array}{ll}
\Delta t \hat{\boldsymbol{C}}_{B, k}-\hat{\boldsymbol{M}}_{B, k} & \hat{\boldsymbol{M}}_{B, k}
\end{array}\right] \\
\tilde{\boldsymbol{J}}_{C, k} & =-\Delta t \hat{\boldsymbol{J}}_{C, k}  \tag{6.47}\\
\tilde{\boldsymbol{G}}_{h, k} & =\Delta t \hat{\boldsymbol{G}}_{h, k} \\
\tilde{\boldsymbol{P}}_{h, k} & =-\Delta t \hat{\boldsymbol{I}}
\end{align*}
$$

Cooperative Force Optimization Problem This method relies on initially provided trajectories that is provided by contact and swing phase. In this phase, decision variables are defined as corrections to the nominal trajectories and a complete trajectory is defined such that. Nominal trajectories for states are denoted with ${ }_{0} \boldsymbol{x}_{h, k}$ and corrections to the nominal trajectories at every intant is denoted as $\Delta \boldsymbol{x}_{h, k}$. Similarly, force trajectorries are defined in the same fashion such that ${ }_{0} \boldsymbol{F}_{C, k}$ and ${ }_{0} \boldsymbol{W}_{A, m}$ are the nominal force trajectories, while $\Delta \boldsymbol{F}_{C, k}$ and $\Delta \boldsymbol{W}_{A, m}$ are the corrections to regarding trajectories.

$$
\begin{array}{r}
\boldsymbol{x}_{h, k}^{T}={ }_{0} \boldsymbol{x}_{h, k}+\Delta \boldsymbol{x}_{h, k} \\
\boldsymbol{F}_{C, k}^{T}={ }_{0} \boldsymbol{F}_{C, k}+\Delta \boldsymbol{F}_{C, k}  \tag{6.48}\\
\boldsymbol{W}_{h, k}^{T}={ }_{0} \boldsymbol{W}_{h, k}+\Delta \boldsymbol{W}_{h, k}
\end{array}
$$

States, contact forces and wrenches for the entire trajectory are combined as follows.

$$
\begin{align*}
\boldsymbol{x}_{h, K}^{T} & =\left[\begin{array}{lll}
\boldsymbol{x}_{h, 1}^{T} & \cdots & \boldsymbol{x}_{h, N_{n}}^{T}
\end{array}\right]^{T} \\
\boldsymbol{F}_{C, K}^{T} & =\left[\begin{array}{lll}
\boldsymbol{F}_{C, 1}^{T} & \cdots & \boldsymbol{F}_{C, N_{n}}^{T}
\end{array}\right]^{T}  \tag{6.49}\\
\boldsymbol{W}_{h, K}^{T} & =\left[\begin{array}{lll}
\boldsymbol{W}_{h, 1}^{T} & \cdots & \boldsymbol{W}_{h, N_{n}}^{T}
\end{array}\right]^{T}
\end{align*}
$$

Relationship between $\boldsymbol{x}_{h, K}, \boldsymbol{F}_{C, K}$ and $\boldsymbol{W}_{h, K}$ can be written for the entire trajectory using combined matrices as provided in Eq. (6.50).

$$
\begin{align*}
& \tilde{\boldsymbol{M}}_{h, K}=\left[\begin{array}{cccc}
\tilde{\boldsymbol{M}}_{h_{1}, 1} & \tilde{\boldsymbol{M}}_{h_{2}, 2} & \mathbf{0} & \ldots \\
\mathbf{0} & \tilde{\boldsymbol{M}}_{h_{1}, 2} & \tilde{\boldsymbol{M}}_{h_{2}, 3} & \\
\vdots & & \ddots & \ddots
\end{array}\right] \\
& \tilde{\boldsymbol{J}}_{C, K}=\left[\begin{array}{cccc}
-\Delta t \hat{\boldsymbol{J}}_{C, 1} & \mathbf{0} & \ldots \\
\mathbf{0} & -\Delta t \hat{\boldsymbol{J}}_{C, 2} & \\
\vdots & & \ddots
\end{array}\right]  \tag{6.50}\\
& \tilde{\boldsymbol{G}}_{h, K}=\left[\begin{array}{cc}
\tilde{\boldsymbol{G}}_{h, 1} \\
\tilde{\boldsymbol{G}}_{h, 2} \\
\vdots
\end{array}\right] \\
& \tilde{\boldsymbol{P}}_{h, K}=\left[\begin{array}{ccc}
\tilde{\boldsymbol{P}}_{h, 1} & \mathbf{0} & \ldots \\
\mathbf{0} & \tilde{\boldsymbol{P}}_{h, 2} & \\
\vdots & & \ddots
\end{array}\right]
\end{align*}
$$

Dynamics for the floating base, contacting and swinging bodies are written as provided in Eq. (6.51).

$$
\begin{align*}
& {\left[\begin{array}{lll}
\tilde{\boldsymbol{M}}_{B, K} & \tilde{\boldsymbol{P}}_{S, K} & \tilde{\boldsymbol{P}}_{C, K}
\end{array}\right]\left[\begin{array}{c}
\boldsymbol{x}_{B, K} \\
\overline{\boldsymbol{W}}_{S, K} \\
\overline{\boldsymbol{W}}_{C, K}
\end{array}\right] }=\boldsymbol{G}_{B, K} \\
& {\left[\begin{array}{ll}
\tilde{\boldsymbol{M}}_{S, K} & \tilde{\boldsymbol{P}}_{S, K}
\end{array}\right]\left[\begin{array}{c}
\boldsymbol{x}_{S, K} \\
\boldsymbol{W}_{S, K}
\end{array}\right]=\boldsymbol{G}_{S, K} }  \tag{6.51}\\
& {\left[\begin{array}{lll}
\tilde{\boldsymbol{M}}_{C, K} & \tilde{\boldsymbol{P}}_{C, K} & \tilde{\boldsymbol{J}}_{C, K}
\end{array}\right]\left[\begin{array}{c}
\boldsymbol{x}_{C, K} \\
\boldsymbol{W}_{C, K} \\
\boldsymbol{F}_{C, K}
\end{array}\right]=\boldsymbol{G}_{C, K} }
\end{align*}
$$

Optimization for the three agents are represented in a single objective Eq. (6.52) and a set of constraints in this work, however, problem is readily available for distributed optimization.

$$
\begin{array}{lll}
\underset{\Delta \boldsymbol{x}_{h, k}, \Delta \boldsymbol{F}_{C, k}, \Delta \boldsymbol{W}_{h, k}}{\operatorname{minimize}} & \sum_{k=1}^{M} \mathcal{L}_{c}\left(\boldsymbol{x}_{h, k}, \boldsymbol{F}_{C, k}, \boldsymbol{W}_{h, k}\right) & \\
\text { s. t. } & \mathcal{C}_{d y n}\left(\Delta \boldsymbol{x}_{h, k}, \Delta \boldsymbol{F}_{C, k}, \Delta \boldsymbol{W}_{h, k}\right) & =\mathbf{0} \\
& \mathcal{C}_{\text {coop }}\left(\Delta \boldsymbol{x}_{h, k}, \Delta \boldsymbol{F}_{C, k}, \Delta \boldsymbol{W}_{h, k}\right) & =\mathbf{0} \\
& \mathcal{C}_{\text {cntcct }}\left(\Delta \boldsymbol{x}_{h, k}\right) & =\mathbf{0}  \tag{6.52}\\
& \mathcal{C}_{f c}\left(\Delta \boldsymbol{F}_{C, k}\right) & \leq \mathbf{0}
\end{array}
$$

Dynamics Based on the dynamics given in Eq. (6.50) and representation of the trajectories as provided in Eq. (6.48), matrices for equality constraints are denoted as $\boldsymbol{A}_{h, d y n}$ and $\boldsymbol{B}_{h, d y n}$. The equality constraint is provided for only floating base for brevity.

$$
\left[\begin{array}{ccc}
\tilde{\boldsymbol{M}}_{B, K} & \tilde{\boldsymbol{P}}_{S, K} & \tilde{\boldsymbol{P}}_{C, K}
\end{array}\right]\left[\begin{array}{c}
\Delta \boldsymbol{x}_{B, K}  \tag{6.53}\\
\Delta \overline{\boldsymbol{W}}_{S, K} \\
\Delta \overline{\boldsymbol{W}}_{C, K}
\end{array}\right]=\boldsymbol{G}_{B, K}-\left[\begin{array}{ccc}
\tilde{\boldsymbol{M}}_{B, K} & \tilde{\boldsymbol{P}}_{S, K} & \tilde{\boldsymbol{P}}_{C, K}
\end{array}\right]\left[\begin{array}{c}
\boldsymbol{x}_{B, K} \\
{ }_{0} \overline{\boldsymbol{W}}_{S, K} \\
\overline{0}_{0} \overline{\boldsymbol{W}}_{C, K}
\end{array}\right]
$$

Contact Constraint Contact constraint is provided previously in Eq. (6.29). This condition is modified for the definition of the trajectory that is provided in Eq. (6.48). Simpliy contact point velocity has to be equal to the body velocity in ooposite direction in no slip condition and Eq. (6.54) projects the relationship on the decision variables for the quaratic optimization.

$$
\begin{align*}
\mathbf{0} & =\left[\begin{array}{ll}
-\boldsymbol{I} & \boldsymbol{J}_{a, i}
\end{array}\right] \boldsymbol{x}_{B, K} \\
\mathbf{0} & =\left[\begin{array}{ll}
-\boldsymbol{I} & \boldsymbol{J}_{a, i}
\end{array}\right] \Delta \boldsymbol{x}_{B, K}+\left[\begin{array}{ll}
-\boldsymbol{I} & \boldsymbol{J}_{a, i}
\end{array}\right]{ }_{0} \boldsymbol{x}_{B, K}  \tag{6.54}\\
-\left[\begin{array}{ll}
-\boldsymbol{I} & \boldsymbol{J}_{a, i}
\end{array}\right] \Delta \boldsymbol{x}_{B, K} & =\left[\begin{array}{ll}
-\boldsymbol{I} & \boldsymbol{J}_{a, i}
\end{array}\right]{ }_{0} \boldsymbol{x}_{B, K}
\end{align*}
$$

Force Cone Constraint Cooperative force optimization phase is designed as a quadratic problem therefore constraints have to be set accordingly. Contact constraints are dedicated to keep tangential forces small so that no sliping occurs. To do that a friction pyramid is created inside a friction cone. The friction cone is geometric interpretation of the magnitude of the allowable tangential force that can be applied on the ground. The allowable limit is calculated simply multiplying the normal component of the applied force by the contact point with the friction coefficient. Normal component of the force is denoted as ${ }_{B} f_{c, n}$ and the tangential components of the applied force are denoted as ${ }_{B} f_{c, t},{ }_{B} f_{c, s}$, respectively. It should be noted that applied force is defined with respect to $\mathcal{F}_{B}$. The friction coefficient is denoted as $\mu$. Radius of the friction cone is define as $\boldsymbol{r}_{f c}=\mu_{B} f_{c, n}$. The friction pyramid
is defined such that it is always upper bounded by the $\boldsymbol{r}_{f c}$ and this is achieved by setting linear bounds that are denoted as $r_{f c, s}$ and $r_{f c, t}$. These bounds are calculated such that $\left|r_{f c, s}\right| \approx 0.707 \boldsymbol{r}_{f c}$ and $\left|r_{f c, s}\right| \approx 0.707 \boldsymbol{r}_{f c}$. It should be noted that bounding $\boldsymbol{r}_{f c}$ creates a non-linear relationship and make optimizationa no-linear problem, however, bounds that are defined for tangetial components can be implemented in linear fashion. The geometric interpretation of the friction cone (red solid line) and pyramid (blue solid line) is provided in Figure 6.9.


Figure 6.9. Geometric interpretation of the friction pyramid.

Based on the linear and conservative bounds following linear constraints are defined for the tangential forces.

$$
\begin{array}{r}
-0.707 \mu_{B} f_{c, n} \leq{ }_{B} f_{c, t} \leq 0.707 \mu_{B} f_{c, n} \\
-0.707 \mu_{B} f_{c, n} \leq{ }_{B} f_{c, s} \leq 0.707 \mu_{B} f_{c, n}  \tag{6.55}\\
-2 \times 0.707 \mu_{B} f_{c, n} \leq{ }_{B} f_{c, t}+{ }_{B} f_{c, s} \leq 2 \times 0.707 \mu_{B} f_{c, n}
\end{array}
$$

The relationship given in Eq. (6.55) is written compactly as provided in Eq.. (??), where ${ }_{B} \boldsymbol{F}_{C, k}$ is the vector containing the decision variables. ${ }_{B} \boldsymbol{n},{ }_{B} \boldsymbol{t}$ and ${ }_{B} \boldsymbol{s}$ are the unit vectors attached on the contact points and defined in $\mathcal{F}_{B}$. As a practical note, calculating these unit vectors with respect to $\mathcal{F}_{B}$ is straight forward calculation when there are passive joints at the ankle of the contact legs. Depending on the kinamatic structure of the leg certain unit vectors can be assumed to be in the same direction with the axes of the body frame.

$$
\begin{align*}
\left(-2 \times 0.707 \mu_{B} \boldsymbol{n}^{T}-{ }_{B} \boldsymbol{t}^{T}-{ }_{B} \boldsymbol{s}^{T}\right){ }_{B} \boldsymbol{F}_{C, k} & \leq \mathbf{0}  \tag{6.56}\\
\left(2 \times 0.707 \mu_{B} \boldsymbol{n}^{T}+{ }_{B} \boldsymbol{t}^{T}+{ }_{B} \boldsymbol{s}^{T}\right)_{B} \boldsymbol{F}_{C, k} & \leq \mathbf{0}
\end{align*}
$$

Within current work ${ }_{B} \boldsymbol{n},{ }_{B} \boldsymbol{t}$ and ${ }_{B} \boldsymbol{s}$ are assumed to be constant and defined as ${ }_{B} \boldsymbol{n}^{T}=\left[\begin{array}{lll}0 & 1 & 0\end{array}\right]^{T},{ }_{B} \boldsymbol{t}=\left[\begin{array}{lll}1 & 0 & 0\end{array}\right]^{T}$ and ${ }_{B} \boldsymbol{s}=\left[\begin{array}{lll}0 & 0 & 1\end{array}\right]^{T}$.

Cost Function Force phase optimization tries to keep the commanded motion intact while minimizing the disturbance injected on the system due to the joint accelerations. The joint accelerations are affecting each agent due to the $\mathcal{C}_{\text {coop }}$, which is provided in Eq. (6.26). The constraints that are introduced in this chapter previously maintain contact, force cone constraints satisfied. Cost function for this optimization is defined as in Eq. (6.57).

$$
\begin{align*}
& \mathcal{L}_{c}\left(\boldsymbol{x}_{h, k}, \boldsymbol{F}_{C, k}, \boldsymbol{W}_{h, k}\right)= \\
& \left(-\boldsymbol{u}_{B, x z}+\left[\begin{array}{lll|l|l}
1 & 0 & 0 & \mathbf{0} & \mathbf{0} \\
0 & 0 & 1 & \mathbf{0} & \mathbf{0}
\end{array}\right] \boldsymbol{x}_{B, k}\right)^{T} \boldsymbol{Q}_{T}\left(-\boldsymbol{u}_{B, x z}+\left[\begin{array}{lll|l|l}
1 & 0 & 0 & \mathbf{0} & \mathbf{0} \\
0 & 0 & 1 & \mathbf{0} & \mathbf{0}
\end{array}\right] \boldsymbol{x}_{B, k}\right)+ \\
& \boldsymbol{x}_{B, k}^{T} \boldsymbol{I} I_{Q}^{T} \boldsymbol{Q}_{W} \boldsymbol{I} I_{Q} \boldsymbol{x}_{B, k} \tag{6.57}
\end{align*}
$$

where $I I_{Q}$ is a matrix that selects the states that are joint velocities of contact and swing legs and give an approximation of acceleration of these selected states. Joint velocities
within states $\boldsymbol{x}_{h, k}$ are denoted as $\boldsymbol{q}_{h, k}$ for $h=C, S$ and the selection of these states is defined as in Eq. (6.58).

$$
\begin{align*}
& \dot{\boldsymbol{q}}_{h, k}=\left[\begin{array}{l|l|lll}
\mathbf{0} & \mathbf{0} & 1 & 0 & 0 \\
\mathbf{0} & \mathbf{0} & 0 & 1 & 0 \\
\mathbf{0} & \mathbf{0} & 0 & 0 & 1
\end{array}\right] \boldsymbol{x}_{h, k}  \tag{6.58}\\
& \dot{\boldsymbol{q}}_{h, k}=\boldsymbol{I} I_{q} \boldsymbol{x}_{h, k}
\end{align*}
$$

The approximation for acceleration is given as below, where states are assumed to propogate with first order Euler method.

$$
\begin{equation*}
\ddot{\boldsymbol{q}}_{h, k}=\boldsymbol{I} I_{q} \frac{\left(\boldsymbol{x}_{h, k+1}-\boldsymbol{x}_{h, k}\right)}{\Delta t} \tag{6.59}
\end{equation*}
$$

Finally, accelerations $\ddot{\boldsymbol{q}}_{h, k}$ for $h=C, S$ for $k=1, \cdots, N_{n}$ is given as provided in Eq. (6.60)

$$
\begin{aligned}
& \ddot{\boldsymbol{q}}_{h, k}=\left[\begin{array}{cccc}
-\Delta t \boldsymbol{I} I_{q} & \Delta t \boldsymbol{I} I_{q} & & \\
& -\Delta t \boldsymbol{I} I_{q} & \Delta t \boldsymbol{I} I_{q} & \\
& & & \ddots
\end{array}\right]\left[\begin{array}{c}
\boldsymbol{x}_{h, 1} \\
\boldsymbol{x}_{h, 2} \\
\vdots \\
\boldsymbol{x}_{h, N_{n}}
\end{array}\right] \\
& \ddot{\boldsymbol{q}}_{h, k}=\boldsymbol{I} I_{Q} \boldsymbol{x}_{h, K}
\end{aligned}
$$

### 6.4 Results

This section presents the simulation of the algorithm for the proposed method. The simulation is not executed in a physics environment and trajectories illustrated in the section are extimated trajectories only. Solutions are obtained on Intel $(R)$ Core $\mathbf{i 7 - 4 7 2 0 H Q ~ C P U ~}$ @ 2.60 GHz 16GB RAM PC with Matlab 2019b software.

The sampling time $\Delta t$ for the discrete model is selected to be $\Delta t=0.05 \mathrm{~s}$. Nominal values for $N_{n}$ and $N_{p}$ are selected as $N_{n}=20$ and $N_{p}=4$, respectively. $\boldsymbol{Q}_{s}$ and $\boldsymbol{Q}_{p}$ for contact phase optimization is selected to be $\boldsymbol{Q}_{s}=5$ and $\boldsymbol{Q}_{p}=2 . \boldsymbol{Q}_{0}, \boldsymbol{Q}_{f}$ and $\boldsymbol{Q}_{t}$ for swing phase optimization is selected to be $\boldsymbol{Q}_{0}=12.5, \boldsymbol{Q}_{f}=12.5$ and $\boldsymbol{Q}_{t}=30$. Finally, $\boldsymbol{Q}_{u}$ and $\boldsymbol{Q}_{w}$ for cooperativev force optimization is selected to be $\boldsymbol{Q}_{u}=100$ and $\boldsymbol{Q}_{w}=5$.

Based on these settings and from initial conditions of $\boldsymbol{u}_{B}(t=0)=\left[\begin{array}{lll}0 & 0 & 0\end{array}\right]^{T}$, $\boldsymbol{r}_{2}(t=0)=\left[\begin{array}{lll}0.01 & -0.344 & 0.063\end{array}\right]^{T}$ and $\boldsymbol{r}_{3}(t=0)=\left[\begin{array}{lll}0.045 & -0.344 & -0.239\end{array}\right]^{T}$, ASLB is asked to move forward by $\boldsymbol{u}_{B, \text { ref }}=\left[\begin{array}{lll}0.1 & 0 & 0\end{array}\right]^{T}$. The results are provided in the following figures.

Figure 6.10 illustrates calculated swing and contact trajectories. $N_{n}$ for the first optimization is minimized to $N_{n}=6$ from nominal 20 as contact initial position for ${ }^{p=1} \boldsymbol{r}_{c, 1}$ is already provided by the sensor information. For a feasible finite horizon $N_{n}=6$, contact leg, which is the right leg or Agent 2, calculates an approximate trajectory for $\boldsymbol{r}_{c}$ starting from $\boldsymbol{r}_{2}(t=0)$ and diverge from the CoM towards $(+) \mathrm{x}$ and $(+) \mathrm{z}$ directions. Note that this trajectory is calculated with resect to $\mathcal{F}_{B}$. Swing phase optimization connects $\boldsymbol{r}_{3}(t=0)$ to the ${ }^{p=2} \boldsymbol{r}_{c, 1}$ without violating the kinematic bounds.

Figure 6.11 illustrates nominal force trajectory for contact leg as it interacts with the ground. ${ }_{0} \boldsymbol{F}_{C}$ is the initial trajectory that is calculated by substituting $\boldsymbol{q}_{a, i}$ and $\boldsymbol{x}_{i}$ into the agent dynamics. opt $\boldsymbol{F}_{C}$ is the resultant contact force trajectory. It is visible from the figure that, there is not a significant change in y-axis. However, ${ }_{\text {opt }} \boldsymbol{F}_{C}$ is shifted in (+)x direction approximately 0.4 N .

Figure 6.12 shows the contact and swing trajectories for the second step, where $N_{n}$ is minimized to $N_{n}=16$. Similar to the first step, ${ }^{p=1} \boldsymbol{r}_{c, 1}$ for contact phase optimization is


Figure 6.10. Calculated swing and contact leg trajectories for first step.
the initial position of the current contact leg, which is Agent 3. $\boldsymbol{r}_{c}$ in Figure 6.12 converges to the CoM in the beginning of this phase then pushes away towards $(-) \mathrm{x}$ and $(-) \mathrm{z}$ directions.

A smaller correction occurs in contact force as ${ }_{0} \boldsymbol{F}_{C}$ and ${ }_{\text {opt }} \boldsymbol{F}_{C}$ have slight differences in all three directions.

Figure 6.14 provides $\boldsymbol{u}_{B}$ trajectory throughout the walking simulation along with the $\boldsymbol{r}_{c, i}$ for $i=2,3$. This figure illustrates the characteristic difference of the method, which is calculating contact positions and forces to track a reference velocity $\boldsymbol{u}_{B, r e f}$. Black circle in Figure 6.14 indicates the CoM and decision variables are defined with respect to that. Trajectory of $\boldsymbol{u}_{B}$, which is given with blue line, settles in a cyclic pattern. The mean of the magnitude in x direction is approximately $0.28 \mathrm{~m} / \mathrm{s}$, while it is almost zero for z direction.


Figure 6.11. Calculated force trajectory for first step.

Figure 6.15 provides a more intuitive illustration of the motion of the robot as ${ }_{I} \boldsymbol{r}_{B}$ is calculated from $\boldsymbol{u}_{B} \cdot{ }_{I} \boldsymbol{r}_{B}$ gives the position of the origin of the $\mathcal{F}_{B}$ with respect to the $\mathcal{F}_{I}$. Trajectory of ${ }_{I} \boldsymbol{r}_{B}$ reveals that body drifts away from the line $z=0$, while achieving forward motion as desired. The drift is due to the first contact leg, which is the Agent 2, and cannot be corrected.


Figure 6.12. Calculated swing and contact leg trajectories for second step.


Figure 6.13. Calculated force trajectory for second step.


Figure 6.14. $\boldsymbol{u}_{B}$ trajectory plot along with leg motion with respect to CoM.


Figure 6.15. $\boldsymbol{r}_{B}$ plot along with leg motion with respect to $\mathcal{F}_{I}$.

### 6.5 Conclusions

This work proposes a cooperative online trajectory generation algorithm. The proposed algorithm utilizes distributed modeling of ASLB robot to generate contact and swing trajectories. This is done by a series of optimization that generates approximate trajectoiries and passes them to a final optimization that refines the motion with cooperative system framework. With the proposed method given velocity command was able to be tracked with some offset. During simulation of the algorithm, it is observed that relaxation of the state bounds decreases the offsets between velocity command and mean of the actual velocity. In addition to that, since this method is designed for velocity level dynamics, a drift in walking line occurs. However, extracting dynamics from kinematics and developing a controller for this simpler set equations allows faster calculation of the future steps.

### 6.6 Future Work

This method is not simulated on a physics environment or on the real robot. Therefore, in this we can only illustrate the concept of making optimization lightweight such that we do not include kinematics into an optimization that needs to be calculated several times a second or define dynamics with respect to the inertial frame, which creates complexity due to additional Euler angles. Therefore, proposed method has to be implemeted on a physics simulation.

## Chapter 7

## Summary and Closing Remarks

Contributions listed in § 1.3 led to computationally efficient robust synthesis methods for cooperative system that suffers uncertainty in the Dissertation. Besides that, this Dissertation studies possible applications for cooperative synthesis methods for practical state of the art applications such as docking on a cooperating target and online trajectory generation for ASLB, a biped robot.

Outcomes of this dissertation was that recasting of the dynamics of the single and mutli-agent systems, in a form such that uncertainties and controllers are connected to the system in the same manner makes method applicable as a nested controller. The nested implementation of single and coopeartive controller allows distribution of the uncertainties, which leads to faster computation for a lumped model. The performance of the method shows dramatic increase with the distributed adaptation of the same nested method.

Second outcome of this dissertation is that cooperative systems' robust performance can be increased by finding locally optimal edge weights. By this way complexity in synthesis of a cooperative controller can be eliminated. This dissertation shows that there is an LPV edge weight mapping that increases $H_{\infty}$ performance of an LPV cooperative system. The method used to obtain this result includes implementation of IQC analysis with valid time domain IQCs into LPV robust $H_{\infty}$ synthesis.

Third outcome is that a distributed method for $H_{\infty}$ edge weight systhesis is introduced based on neurality of the interconnections and dissipativity. Neutrality condition in interconnections are implemented by introducing a synthetic agent into the system, which secures the communication
topology and edge weight information within. With the proposed method calculation time for edge weight are reduced compared to the lumped counterpart.

Fourth outcome of this dissertation illustrates practical implementations of cooperative control framework on a cooperative system that executes docking. A unified framework for cooperative docking is proposed as an MPC, which prioritize certain set of states. The prioritization allows designer of the controller to dedicate each docking party to handle certain sub-task of the docking allowing a greater DoF to handle docking.

Finally, cooperative control framework is used in calculation of a walking trajectory for a biped robot. The proposed method models ASLB as cooperative agents and executes a series of optimizations to calculate contact, swing and force trajectories. The force optimization phase uses cooperative control framework to refine contact and swing trajectories. By this way, a nonlinear problem is converted into smaller quadratic problems that is efficiently solved in a pace that is suitable for online implementations.
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[^0]:    ${ }^{1}$ Shared signal sizes denoted as $n_{w i}$ and $n_{z i}$ for all $i$ are assumed to be equal.

[^1]:    ${ }^{1}$ Shared signal sizes among agents are assumed to be identical and equal to $n_{w}$.

