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Abstract

The electricity is generated in bulk power plants and transported to the end-user through the transmission and distribution networks. The process incurs heavy losses adding to the operational costs. Secondly, fossil fuels dominate energy generation and are a major source of greenhouse gases. Thirdly, the power grid is vulnerable to natural disasters. The smart grid addresses these challenges by integrating distributed energy resources (DERs) in the distribution system closer to the load and with greater penetration of renewable energy. Renewable energy is key to cutting carbon emissions due to fossil fuel-based electricity generation and reducing operating costs. It can also effectively help speedier localized service restoration before the main supply becomes available after a disaster. However, renewable energy sources, such as solar and wind, bring in a new challenge of intermittent generation which can destabilize the power grid. As a result, to incentivize the user to do demand-side management, the power grid employs dynamic electricity pricing.

In this context, this dissertation focuses on optimizing the demand and distribution of power in a smart grid. In the first case, we investigate profit maximization in geo-distributed data centers by optimizing power consumption through request routing and optimal resource allocation. Next, we extend this work by proposing a cooperative strategy where data centers incorporate grid stability into the optimization process. It enables the data centers to utilize lower power tariffs while minimizing geographic load balancing overheads. It also facilitates the grid to increase renewable penetration without catering to additional reserves. In the second case, this dissertation investigates the use of DERs to mitigate disaster effects through energy donation. Our approach simultaneously prioritizes
critical load and provides relief to those in dire need while complying with resources and network constraints. Finally, this dissertation includes a blockchain approach to enable energy sharing for restoration in the aftermath of a disaster. The technique utilizes a consortium formulation mechanism and a light-weight consensus protocol for optimizing the blockchain operations' energy cost. The winner block selected through the proposed consensus mechanism intrinsically preserves network stability while conforming to resource and stability constraints.

We adopted evolutionary optimization techniques as a solution approach to address multi-objective problems and provide system managers with trade-off solutions to meet requirements posed by various operational scenarios.
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Chapter 1

Introduction

1.1 Problem Description

Traditionally, electricity is generated centrally in bulk power plants and delivered through transmission and distribution networks. The delivery process incurs heavy losses resulting in increased operating costs. Most importantly, the power grid failed to keep pace with modern technological developments leaving the whole system inefficient, vulnerable to interruptions, and lacking reliability [1]. Power demand depicts inherent variability [2,3] with the peak demand be orders of magnitude higher than the off-peak load. Therefore, the grid maintains fossil fuel-based costly generation reserves to provide uninterrupted supply, increasing operating costs. Apart from the higher operating cost, the power losses and reliance on fossil fuels for electricity generation have critical environmental implications. For example, in the United States, electricity generation is the second largest contributor to greenhouse gases with a share of 28% [4]. The smart grid addresses these challenges by integrating distributed energy resources (DERs) in the distribution system closer to the load and with greater penetration of renewable energy. Renewable energy is key to cutting carbon emissions due to fossil fuel-based electricity generation and reducing operating costs. It can also be effectively used for speedier localized service restoration after a disaster before the main supply becomes available.

However, the assimilation of renewable energy sources, e.g., solar and wind, because of their dependence on environmental factors brings in a new challenge of intermittent generation. Therefore, to incentivize the user to do demand-side management, the power grid employs dynamic pricing of electricity where prices vary depending on real time demand, generation, and network conditions. The energy prices change from one region to another, across grid nodes, and time intervals. For example, if the grid is overloaded in a region, it may increase the prices to promote demand-side management [5]. Similarly, it can lower tariffs if excess power is available to incentivize users to consume more, thus helping it avoid stability issues.
In the new power grid paradigm, users actively participate in demand management by curtailing their power consumption during the peak demand period when the energy prices are high. Thus, it benefits both the user and the grid. For example, geo distributed data centers can utilize lower power tariffs by routing computing traffic to areas with minimum electricity costs [6–8]. Similarly, the grid can benefit by using them as dispatchable loads, i.e., data centers reduce demand by deferring or shifting computing tasks to regions with lower prices allowing their use as an alternative to fossil fuel-based reserves. However, changes in the data center load can destabilize the power grid and stimulate major voltage collapses. In such circumstances, the power grid raises energy prices to incentivize users to do demand-side management. As a result, the data center may have to reroute traffic, thus stimulating a chain reaction or counteracting the objective of availing lower power prices. This mutual interaction of demand, cost, and price paradoxically continues to create a vicious cycle [9]. Therefore, a cooperative approach is imperative to look after the interests of all actors. For example, by embedding power stability in the optimization process, the data center can utilize lower power tariffs, minimize geographic load balancing overheads, and fulfill social responsibilities towards a greener future.

Over the years, the research community has contributed remarkably towards optimizing power grid processes, including generation, transmission, distribution, and demand. The researchers have utilized different computational optimization techniques. The solution approaches include game-theoretic approaches, convex optimization, heuristics, evolutionary, and genetic algorithms. However, the impact of geo-distributed data centers on the power grid is not a very well explored area of research. Though some studies have focused on the interaction of a data center with a power grid [9–14] yet the impact of dynamic changes in data center load on power system stability has received little attention. At best, some of these researches have tried to curtail power grid load imbalances and consequent instability through indirect performance measures [11,12]. Similarly, the use of DERs for distribution system service restoration despite its tremendous potential is another area requiring increased focus. Restoration during major power disruptions presents additional challenges because of limited supply, unstable network, the requirement of prioritizing critical load while providing relief to those in dire need. In this context, many contemporary works have overlooked critical aspects. For example, [15,16] ignored distribution systems’ operational constraints so their solution may destabilize distribution system. Furthermore, neither works used a pricing mechanism, so all transactions carry the same value irrespective of supply-demand conditions. It adversely affects the fairness and thus lowers the incentive for the participants. DER-based restoration manifests exchanges from distributed sources to the loads either directly or through aggregators. In both cases, efficient accounting and integrity of transactions are essential. Despite a widely sought research area, few approaches currently exist that utilize blockchain for DER-based energy sharing for restoration [17–21].
In this context, this dissertation focuses on optimizing the demand and distribution of power in a smart grid. The first problem addressed falls in the category of demand optimization. More specifically, we investigated profit maximization in geo-distributed data centers by optimizing power consumption through request routing and optimal resource allocation. Next, we extended this work by proposing a cooperative strategy where data centers incorporate grid stability into the optimization process. This is an emerging approach where data centers instead of selfish profit maximization cooperate with the grid by embedding power system stability in the optimization process. The approach benefits both the data centers as they can utilize lower power tariffs, minimize geographic load balancing overheads, and fulfill social responsibilities towards a greener future. Whereas the grid can increase renewable penetration without catering to additional reserves and still provide a stable power supply to its users.

The second problem which we explored falls in the domain of power distribution system optimization. We propose an alternate energy supply strategy for service restoration in the aftermath of a disaster. The proposed approached uses energy crowdsourced through donation and trade to restore service. It simultaneously prioritizes critical load and provides relief to those in dire need while complying with resources and network constraints. Finally, this dissertation includes a blockchain-based energy sharing approach for service restoration. The scheme is designed for limited supply scenarios. The technique utilizes microgrids’ supply situation and reputation as consortium admission criteria for optimizing the blockchain operations’ energy cost. The winner block selected through proposed consensus mechanism intrinsically preserves network stability while conforming to resource and stability constraints.

We adopted evolutionary optimization techniques as a solution approach to address multi-objective problems and provide system managers with trade-off solutions to meet requirements posed by various operational scenarios.

1.2 Literature Review

In this section, we review the related research from data center profit maximization and the distribution system optimization domains.

1.2.1 Data Center Profit Optimization

The research for data center profit maximization has progressed into two main directions. The first category tries to reduce energy consumption for a data center by optimally dispatching service requests and allocating resources. Salient works in this category include [22–27]. In the second category, researchers consider spatio-temporal variations of electricity prices in deregulated energy market to minimize electric expenditure. These
works have additionally relied on optimization of request routing and resource allocation. Salient works from this category include [13, 28–34]. In summary, irrespective of the class of research, the key objective is always to reduce the power bill of the data center either by reducing the consumption or shifting load to areas where lesser cost electricity is available or using them in combination.

The contemporary works have sought to address the problem generally from the data centers’ perspective making the benefits flow unidirectional [9]. Most solutions seek to maximize data center revenues, reduce the cost of operation, and maintain a higher availability of data center [35]. However, analysis of the impact of dynamic changes in data center load on power grid stability is critical for reliability and sustainability of power grid. Only a handful of these studies have explored the interaction of a data center with a power grid [9–14]. In general, these works have not evaluated the impact of dynamic changes in data center load on power system stability. At best, some of these researches have tried to curtail power grid load imbalances and consequent instability through indirect performance measures. For example, [11, 12] use electric load imbalance index—the ratio of demand to system capacity. Therefore, research into an integrative strategy that balances interests of both data centers and the power is required. So far, to the best of our knowledge, no contemporary work has directly incorporated power networks’ operational constraints especially voltage stability into the data center optimization process.

1.2.2 Energy Donation

In a smart grid, energy sharing or trading takes place directly among peers—users, houses, MGs. For example, [15, 36–38] proposed direct energy sharing among multi-microgrids, [39] studied peer-to-peer energy trading among users within a microgrid, and [40–42] explored sharing of energy among neighbouring homes. In other cases, the sharing or trading are facilitated by a central entity, e.g., a DSO [15, 43]. Here, the controller manages energy allocation and transactions from DERs to loads thereby avoiding problem caused by uncoordinated energy exchanges [44]. However, many contemporary works have overlooked critical aspects of restoration in both scenarios, particularly when supply is limited. For example, [15] ignored distribution systems’ operational constraints so their solution may destabilize distribution system. Furthermore, neither works used a pricing mechanism, so all transactions carry the same value irrespective of supply-demand conditions. It adversely affects the fairness and thus lowers the incentive for the participants. In contrast, Kim et al. [36] handled power balance and network constraints but did not address prioritized allocation. Another issue across these schemes is their sole focus on the participants’ benefit rather than the collective interest of the community affected by a disaster. For example, in [40, 42] houses participate in trading as long as the payoff is significant; otherwise, they defect.

Similarly, traditional restoration approaches become ineffective when supply from the
central generation is not available \cite{45}. So, a body of research exists that have studied DER-based restoration after a high impact event \cite{45,50}. For example, Xu et al. \cite{46} utilized microgrids’ resources to restore critical loads when utility power is interrupted. They form a minimum length restoration tree rooted at the closest MG that can provide sufficient energy to restore a load group. Similarly, \cite{47} adopted a two-level restoration approach in that they establish restoration paths followed by restoration through solving a linear program. An identical approach in \cite{48} used a spanning tree to divide the distribution system into microgrids and restore the critical loads utilizing locally available combined heat and power units.

1.3 Dissertation organization

The dissertation comprises four main chapter after the introduction. This section includes brief summary of each chapter.

1.3.1 Chapter 2 — Dual Optimization of Data Center Revenue and Expense in a Smart Grid using an Evolutionary Approach

Energy expenses can overwhelm data center operating costs and cripple its profits. In a smart grid environment, electricity prices change dynamically across geo-regions, time-of-use, and in relation to real-time demand. A data center, if equipped with the capability to shift load to other data centers and flexible resource allocation, can benefit from the variable prices and grow its profit by curtailing expenditures. In this chapter, we provide an overview of research approaches for modeling the profit maximization problem. Next, we present an evolutionary approach for the simultaneous optimization of data center revenue and expense objectives. The proposed approach utilizes the Strength Pareto Evolutionary Algorithm (SPEA-II) as the base framework and adapts it to devise an algorithm. The algorithm considers real-time electric price variations while taking request routing decisions. The proposed scheme is suitable for data centers with heterogeneous and homogeneous servers, is temperature aware, and considers both cooling and computing power consumption. The scheme provides trade-off solutions for system managers for use in varied operational scenarios.
1.3.2 Chapter 3 - QoS and Power Network Stability Aware Simultaneous Optimization of Data Center Revenue and Expenses

Data center profit maximization research have sought to address the problem generally from the data centers’ perspective making the benefits flow unidirectional [9]. Most solutions seek to maximize data center revenues, reduce the cost of operation, and maintain a higher availability of data center [35]. However, analysis of the impact of dynamic changes in data center load on power grid stability is critical for reliability and sustainability of power grid. Only a handful of these studies have explored the interaction of a data center with a power grid [9–14]. In general, these works have not evaluated the impact of dynamic changes in data center load on power system stability. At best, some of these researches have tried to curtail power grid load imbalances and consequent instability through indirect performance measures. For example, [11, 12] uses electric load imbalance index —the ratio of demand to system capacity.

In this chapter, we propose an integrative strategy that balances the interests of both data centers and the power is required. So far, to the best of our knowledge, no contemporary work has directly incorporated power networks’ operational constraints, especially voltage stability, into the data center optimization process. Thus, this research is most suited to futuristic integrated power systems and data centers.

1.3.3 Chapter 4 - Optimizing Energy Donation in a Smart Grid during Crisis

Energy donation is an attractive mechanism to mitigate the effects of the power crisis resulting from weather or human-made interruptions. Tapping enhanced philanthropic sentiment during the crisis and encouraging the trade of user-owned surplus capacity, the grid can restore critical loads and provide a degree of relief to the affected users.

In this chapter, we propose a novel framework to mitigate the effects of crisis through energy donation. The approach envisages a microgrid (MG) based distribution network where MGs with surplus supply provide energy to those in need. The energy is allocated to MGs based on the criticality of the load they serve and their historical contribution. This research employs an evolutionary optimization technique to maximize social welfare that is to achieve maximum coverage while keeping losses minimum so as to distribute limited energy resource optimally.
1.3.4 Chapter 5 - Energy Sharing for Service Restoration using a Consortium Blockchain Approach in a Smart Grid

Power network disruptions triggered by weather events or otherwise leave devastating effects on communities. Microgrids with distributed energy resources can help swift localized restoration following the interruption of utility power. However, because of microgrids’ limited generation and storage capacity, service restoration would require prioritizing critical load and optimality of operations for rendering relief to those in dire need. Moreover, fair energy allocation, trust-free energy exchanges, and the integrity of transactions are crucial.

This chapter proposes a blockchain-based energy sharing approach for service restoration using energy crowdsourced through donation or trade. The proposed framework utilizes microgrids’ supply situation and reputation as consortium admission criteria for optimizing the blockchain operations’ energy cost. In addition, the proposed approach uses a measure called proof of welfare (PoWel) which solves the rationing problem to produce an energy allocation block accordingly by utilizing weighted rationing for prioritizing critical load restoration and an evolutionary optimization algorithm for maximizing social welfare and minimizing power losses. The winner block selected through consensus intrinsically preserves network stability while conforming to resource and stability constraints.
Chapter 2

Dual Optimization of Revenue and Expense in Geo-Distributed Data Centers using the Smart Grid

Exorbitant energy expenses can supersede data center profits. Electricity prices often vary across the geographic regions, caused by gaps in the supply-demand, time of use, and production cost factors. Geo-distributed cloud data centers facilitated by a smart grid and enabled by cloud computing can potentially utilize the spatiotemporal diversity of energy prices to reduce operational expenditure and maximize profit. In this chapter, we solve the data center profit by formulating it as a constrained multi-objective optimization problem. The proposed solution utilizes an evolutionary algorithm-based higher-level heuristic that optimizes data center revenue and expense objectives simultaneously. The proposed technique provides system managers with trade-off solutions suited to varied operational scenarios. Ours is a multi-step approach, utilizing the optimization scheme to obtain Pareto optimal solutions for the request dispatch and resource allocation problem. When broadly evaluated against a comparative resource optimization scheme, our technique increases revenue while lowering expense and collectively yields a higher profit. It exhibits such performance over a broad range of price changes regardless of the data center’s size and utilization level. The extensive simulation results ascertain the effectiveness of the proposed approach across a myriad of system parameters.

2.1 Introduction

Data centers incur massive power consumption, devouring billions of kilowatts each year. Their power consumption, despite improvements in server technologies, has exhibited steady growth in the past decade [51]. In 2014 alone, US data centers consumed 70 billion kilowatt-hours, equivalent to an estimated 1.8% of the total energy demand of the entire...
United States. Apart from its economic pitfalls, power consumption has severe repercussions for global warming. The fossil fuel required to power the world’s data centers releases an amount of carbon dioxide equal to that of the entire airline traffic. As our communities and industries move forward to embrace massive data storage and communication, data centers will continue to expand with steady growth in their power demand. Cloud data traffic exhibits a large amount of temporal variability, with peak volume orders of magnitude higher than the nominal value. As a result, the data centers build excess capacity to meet quality-of-service (QoS) requirements specified in the user service level agreement (SLA), even for the busiest period. This overprovisioning of data centers leads to excessive power-related operational expenditure (OPEX). In this backdrop, carefully designed algorithms are required for optimizing data center resource allocation to reduce OPEX while still meeting the SLA provisions. In addition, the smart grid with its information infrastructure and deregulated energy market offers additional avenues for OPEX reduction.

Power grid revitalization through the assimilation of renewable energy sources brings in a new challenge of intermittent generation. Therefore, to provide an uninterrupted and stable supply, the grid maintains fossil fuel-based dispatchable generation reserves. In addition, it takes measures, e.g., dynamic energy pricing, to incentivize the users to do demand-side management. Under this paradigm, the electricity prices vary across geographic regions and the time of the day depending on the availability of renewable power, realtime demand, and state of the power grid. For example, if the grid is overloaded in a region, it may increase the prices to promote demand-side management. Similarly, it can lower prices if excess power is available to incentivize users to consume more, thus helping it avoid stability issues. Data centers under the realm of cloud computing can effectively utilize this spatiotemporal diversity at energy prices.

Research in data center profit maximization has progressed into two primary directions. In first case, researchers strive to improve data center energy efficiency by optimizing request routing and resource allocation. The goal here is to maximize resource utilization by consolidating tasks to fewer servers and putting remaining into low power modes or switching them off altogether. These works also utilize advanced CPU features like low power modes, dynamic voltage frequency scaling (DVFS), and temperature control for further reducing power consumption. While these measures effectively minimize consumption on computing, they also have related pitfalls. For example, switching off servers create QoS issues, while consolidation may lead to the creation of hotspots within the data center, adversely affecting equipment safety and increasing expenses on environmental control. Therefore, to address the issue, some researchers have investigated the optimization of both computing and cooling-related power consumption simultaneously.

In second case, researchers additionally tap the spatiotemporal price diversity offered
by bulk power systems [13, 28-34, 59, 60]. The key idea is to route service requests to data centers in geographic regions with cheaper electricity to minimize power expense. However, this leads to sudden changes in the data center load which may destabilize the power grid, forcing it to increase power prices to stabilize the situation [5, 61]. These spot prices may be orders of magnitude higher and can cripple data center profit. Therefore, the data center needs to consider real-time energy price variations caused by changes in demand in the optimization process. However, despite its importance, only a handful of existing works have investigated this critical aspect [5, 13, 61, 62].

Furthermore, the data center profit depends on two factors, the revenue and expense. Although both originate from the same financial domain, their simultaneous optimization provides a better control to cloud managers. It does so by facilitating each component’s analysis separately and providing multiple Pareto optimal configurations, thereby allowing system managers to choose from what is commensurate with their resources. For example, a data center may operate to achieve a revenue target, given an expense budget. Alternatively, a data center may operate to achieve the optimal value of the expense, given a revenue target. However, to the best of our knowledge, no known scheme provides simultaneous trade-off solutions for revenue and expense objectives, while considering computing and cooling-related expenses, and utilizing diversity at power prices available to data centers operating in a cloud setting under a smart grid.

In this context, this chapter formulates the data center profit maximization involving geo-distributed cloud data centers as a multi-objective constrained optimization problem. It then proposes a higher-level heuristic that uses evolutionary technique to solve it. Our proposed technique utilizes the Strength Pareto Evolutionary Algorithm (SPEA-II) [63] as the base framework and adapt it to devise an algorithm. As opposed to using a straight SPEA-II based algorithm, the proposed technique is "hyper-evolutionary" in the sense that it formulates a high-level algorithm in which the evolutionary component is invoked multiple times. The technique finds Pareto optimal solutions for data center request dispatch and resource allocation in a bulk power system operation.

The proposed technique considers spatiotemporal diversity and real-time electricity price variations with net demand and simultaneously minimizes OPEX on computing and cooling. Specifically, the contributions are as follows: First, we propose an effective algorithm that uses the evolutionary technique as a basic component to obtain Pareto-optimal solutions. Second, the proposed technique considers real-time electric price variations due to load and renewable power availability while assigning requests to data centers. Third, our scheme is suitable for data centers with heterogeneous and homogeneous architectures. Fourth, the scheme is temperature aware, considers the cost of electricity consumed in computing as well as cooling, and to the best of our knowledge, is the first scheme to utilize multi-objective constrained evolutionary optimization technique for simultaneous optimization of data center revenue and expense. The algorithm achieves higher revenue
and lower expense than the comparative resource optimization approach. Our technique maintains its higher profit over a broad range of price changes regardless of the data center’s size and utilization levels. The chapter includes extensive simulation results that ascertain the effectiveness of the proposed approach.

The rest of the chapter is organized as follows: Section II presents the related work, summarizing and highlighting the differences with our work. Section III elaborates the problem formulation. Section IV explains the design of the proposed optimization scheme and its operation. Section V presents the performance evaluation and analysis of results. Section VI concludes the chapter by providing some highlights of the future work directions.

2.2 Related work

A broad range of work has been done in achieving data center energy efficiency by optimizing service requests assignment, resource utilization, and environmental control [22, 24, 26, 27, 54, 64]. For example, Ardagna et al. [22, 23], in order to reduce consumption, studied adaptive control of data centers’ computing resources using short and long term resource management measures. They considered DVFS, server power state tuning, load balancing, VM allocation, and adjusting active servers with varying user demand as short-term measures. Approaches using switching servers and moving VMs for the next control slot aimed for long-term optimization. The work reported in [24] explored optimal cloud configuration and proposed a double renting-based resource provisioning approach. Song et al. [27] proposed a two-tiered on-demand resource allocation framework considering demand and QoS needs of the applications. They reduced consumption by optimizing resource allocation at the server and data center levels.

As opposed to the proposed approach, contemporary works have notable limitations effecting their efficacy. For example, many of them [22, 24, 27] have focused on computing-related power optimization only leaving out environment control that may account unto 50% of data center consumption [65]. The others are only applicable to homogeneous data center architecture [24]. In comparison, the proposed approach optimizes both cooling and computing-related power and is equally applicable to homogeneous and heterogeneous DC architectures.

In the second category, researchers have explored smart grid and data interactions, specifically diversity of electricity prices with time and across geographic regions and its impact on the profit of geo-distributed data centers [12, 28, 30, 66, 67]. For instance, Wang et al. formulated the electricity network and data center interactions as a two-stage problem. In stage-1, the smart grid tries load balancing by providing incentives to users (data centers) to shift computing load to areas with cheaper electricity, and in stage-2, a data center optimizes its profit by using its load-shifting capabilities. Besides, [30] investigated the effects of the choice of energy options, i.e., retail market, day-ahead, local renewable
generation, or using spatiotemporal variations of prices on data center profit.

There has been a body of research that has used spatiotemporal diversity of energy prices in a deregulated market for data center profit maximization [13, 31, 34, 60]. For example, Ghamkhari et al. [31], modeled data center profit maximization problem when green energy was available behind the meter and otherwise. Similarly, [32] used an SLA-based approach for the profit maximization problem considering deregulated power prices. The authors divided the data center workload into green and brown categories for servicing on servers powered with green and brown energy, respectively. Besides, [33] focused on data center resizing and DVFS to conserve energy. It schedules service tasks considering spatiotemporal price diversity to reduce electricity expenses. Similarly, [68, 69] investigated the workload placement methodologies to reduce the energy cost of geo-distributed data centers. In another work, Wang et al. [13] modeled the interaction system of the bulk power system and cloud as a Stackelberg game with two players. They used convex optimization and simulated annealing techniques for solving the problem.

While all fore mentioned works are related and comparable, the proposed approach differs in several ways. For example, [31] tried to maximize profit just by optimizing resource allocation that too within a lone data center setting, whereas we consider both resource and request routing optimization in a cloud environment. Secondly, both [31, 32] optimized profit as a composite objective; in contrast, our work optimizes revenue and expense objectives simultaneously, which is more flexible from the application point of view. It facilitates each component’s analysis separately and provides multiple Pareto optimal configurations for system managers to choose from what commensurate with their resources. Similarly, [33] did not cover the demand-driven dynamic pricing scenario. Therefore, a derived solution may overload the smart grid in a particular data center area, stimulate a price hike and thwart the cost reduction goal. Finally, in contrast to our approach, [13] did not consider cooling-related energy, thereby ignoring a major component of data center power expenses.

2.3 Problem Formulation

2.3.1 Preliminaries

We consider a cloud consisting of \( N \) geo-distributed data centers powered by a smart grid that has distributed generation. A representative network setup is shown in Fig. 2.1. The data centers comprise heterogeneous servers with varying computational capacities. Cloud service requests arrive at front-end portals and are assigned to servers in the data centers considering the price of electricity in a given region.
2.3.2 Electricity Pricing

Electricity prices vary across the geographic regions depending upon the production cost factors, the gap in the supply-demand, network congestion, and losses. The prices may also change with time of use, day-to-day, and in real-time. Typically, the deregulated electricity market considers two dynamic pricing scenarios. In first, Day-Ahead pricing, the price of electricity is settled the day before the operating day. The clearing of prices ahead of time allows the users to adjust their consumption by postponing the loads to the time when the cost of electricity is less. The second case is the Real-Time pricing, where the real-time energy demand and the actual generation determine the price. So, if the demand is more prices rise to balance the supply-demand gap; otherwise, the rates drop. The prices in the spot market can vary significantly, thus affecting users’ power expenses. In this chapter, we investigate data center profit under Real-Time pricing. The key objective of dynamic pricing is to promote demand-side management and mitigate the requirement of building costly generation reserves. For this, to enable demand response, the grid controller generates a price signal for users to indicate a tariff change. Based on real-time power grid load conditions, assumed to be known to cloud controller, the controller runs power price forecasting algorithms and migrates its computing workload to the data centers with the lowest cost of energy. We further assume that the other load lack computational intelligence and thus knowledge about price signal beforehand, so they
are not able to alter their demand. Therefore, during the one-time slot, the load from the
other consumers remain constant.

For this work, we set the price of electricity proportional to the gap in supply and
demand. So, the unit price on $i$th power node (bus) is as follow:

$$C^i = \begin{cases} C_{b,i} - m P_{m,i} & \forall \ P_{m,i} < 0 \\ C_{b,i} & \text{Otherwise} \end{cases} \quad (2.1)$$

where $P_{m,i} = P_{g,i} - L_i$ is the gap in the supply and load on a power node. In addition, $m$
is price gradient — rate of change of price by grid, $P_{g,i}$ is available supply, and $L_i$ is load
on $i$th node (bus) as given below.

$$P_{g,i} = P_{r,i} + P_{nr,i} \quad (2.2)$$

$$L_i = P_{dc,i} + P_{o,i} \quad (2.3)$$

where $P_{r,i}$ and $P_{nr,i}$ are the power generation from renewable and non-renewable sources
respectively. $P_{dc,i}$ is the power consumed by data center connected to $i$th bus and is specified
later in Section 2.3.3 whereas $P_{o,i}$ is the load from devices other than the data center. The
pricing scheme (2.1) enables demand response and embeds the location-dependent price
variations. The scheme is similar to [70, 71], with a base price $C_{b,i}$ that varies according
to a geographic location and the dynamic component that incorporates the demand and
supply factors. In (2.1), if $P_{m,i} \geq 0$ i.e., supply is abundant or demand is less, the energy
price is set to $C_{b,i}$ otherwise, the price rises above the base value. The factor $m$ controls
the rate of a price increase to incentivize users to do load management but is subject to
load-balancing requirements of the grid.

**2.3.3 Cloud Power Consumption**

Data center power consumption comprises two major components that are the energy used
to carry out computing tasks and environmental control. Most of the energy consumed
dissipates as heat that requires effective management for the safe and efficient operation
of the data center. Typically, data centers follow a hot-aisle and cold-aisle arrangement to
minimize the mixing of hot-air and cold-air, thereby minimizing the creation of hotspots.
The cooling cost may account for up to 50% of the net energy expenses [65]. In this section,
we specify the data center energy consumption on cooling, referred to as Cooling Power
and computing tasks referred to as Computing Power.
Cooling Power

The power consumption on cooling depends on three factors: First, the maximum temperature allowed inside a data center $T_{max}$. For safe operation, the temperature of a machine should not exceed $T_{max}$, which has an optimum range of $18 − 27$ degrees Celsius \[72\]. Second, a server inlet temperature $T_{in}$ that is the temperature of the air supplied by computer room air conditioner (CRAC). Third, the coefficient of performance (CoP) of the CRAC units. The CoP is the ratio of the amount of heat removed to the power required by CRAC for that work. Moore et al. \[58\] used CoP to model efficiency of the CRAC unit as a function of the temperature of the supplied air $T_{in}$ as given in (2.4). The CoP is a super-linear function, and CRAC efficiency increases with a rise in the temperature of the air supplied. So, a unit with higher CoP consumes less power to remove a specific amount of heat.

$$CoP_{dc}(T_{in}) = 0.0068T_{in}^2 + 0.0008T_{in} + 0.458$$ \hspace{1cm} (2.4)

Most of the power consumed by servers in a data center dissipates as heat that needs removal to control the temperature inside the data center. The CoP establishes the relationship between computing and cooling power $P_{ac}^{dc}$ which is given as:

$$P_{ac}^{dc}(T_{max},T_{in}) = P_{dc}/CoP_{dc}(T_{in})$$ \hspace{1cm} (2.5)

where $P_{dc}$ is the computing power and $CoP_{dc}$ is the CoP of the CRAC unit. To cut down the cooling cost, a data center requires to maximize the temperature of the air supplied by CRAC units by scheduling computing tasks in a manner that machine temperatures $T_i$ do not rise beyond the safe threshold $T_{max}$. The machine temperature, using abstract heat model of a data center \[73\], in terms of consumed power, and the supply temperature can be written as:

$$T_{i} = T_{in} + max(D\overrightarrow{P_f})$$ \hspace{1cm} (2.6)

where $T_{in}$ is the inlet temperature, $\overrightarrow{P_f} = \{p_{1}, p_{2}, \ldots, p_{n}\}$ is the power consumption vector of machines. The consumed power in a machine dissipates as heat and affects itself as well as other machines since a part of the exhaust hot-air may recirculate within a cabinet or a data center. The effect is called cross-interference and is represented in matrix $D$— the heat distribution matrix. Each element of the matrix $d_{ij} \in D$ shows an increase in the temperature of machine $i$ due to the consumption of machine $j$. The matrix $D$ is used to transform the server power consumption into the temperature domain. Moreover, for a data center, the elements of $D$ depends on the pattern of air movement, which is usually fixed for a given data center configuration and physical layout \[74\].

Cross-interference profiling to create a thermal map of the data center is widely researched. The techniques fall in three main categories, the analytical approaches based on
basic heat transfer models, predictive approaches based on machine learning and neural networks, and computation fluid dynamics (CFD) based approaches. These techniques have varying degrees of complexity and accuracy. For an algorithm that makes scheduling decisions based on the thermal map of a data center, the complexity of the profiling approach is very critical. Though the CFD approaches are most accurate yet their complexity makes them unsuitable for thermal-aware task scheduling scenarios [73].

For the data centers, where cold-air is supplied through raised floors, the machines located away from floor tend to have higher temperatures compared to the counterparts lower in the racks. This is because the heat produced by machines located at lower levels affects temperatures of the upper level but not the other way around [73]. For thermal profiling, we consider the model as in [57]. The model has two assumptions: First, it considers the interference from the servers located in the same rack. Second, the heat from the servers that are below a machine in the same cabinet affects its temperature. The second assumption builds on the fact that hot air always flows upwards, and the heat energy falls off exponentially with distance. The elements of heat distribution matrix are expressed as $d_{ij} = \{k^{i-j-1}\}$, where $k$ is a constant $> 1$.

### Computing Power

A server power consumption has two components: the dynamic part that is proportional to the server utilization and the static component that depends on its hardware configuration and the idling time. The static consumption accounts for 60% of server power demand [75], beyond that, the dynamic part changes linearly with the load. As the data centers have low utilization in the range of 20 - 30% [75] and are over-provisioned, the static consumption is a major source of energy wastage. To optimize energy usage, many researchers propose to consolidate servers to maximum capacity and shutting down the unused ones [54]. However, this leads to QoS issues and increased algorithmic complexity.

We assume that the request generation in a cloud follows a Poisson distribution with the average arrival rate of $\lambda$ [76]. The requests gather in a central queue, and the cloud controller then assigns them to servers in different data centers. The probability of assignment of a request to a server is $x$. We consider the data centers comprising heterogeneous servers with varying request processing capabilities given by $\mu$. The controller allocates adequate computing resources $r$ to service requests in line with user SLA requirements. Now, using queuing theoretic approach [13,29,77] to model server power consumption, the dynamic and static consumption components can be written as (2.7) and (2.8) respectively.

\[
P^d = \frac{x\lambda}{\mu} \bar{P}^d \quad (2.7)
\]

\[
P^s = h + r(\bar{P}^s - h) \quad (2.8)
\]
where $h$ is a constant and $\bar{P}_d$ & $\bar{P}_s$ are the maximum dynamic and static power consumption respectively. Based on these computing power consumption $P_{dc}^c$ of a data center with $K$ number of servers is given as

$$P_{dc}^c = \sum_{j \in K} (P_{d}^j + P_{s}^j) \tag{2.9}$$

where $P_d^j$ is dynamic and $P_s^j$ static power consumption of $j$th server.

Given a cloud with $\mathcal{N}$ data centers the net power consumption in terms of computing # and cooling power consumption is given as

$$P_{cloud} = \sum_{i \in \mathcal{N}} \left( 1 + \frac{1}{CoP_i(T_m)} \right) P_{dc,i}^c \tag{2.10}$$

### 2.3.4 Objective Function

In a cloud, the request arrival in central pool follows a Poisson process with an average arrival rate of $\lambda$ \cite{76}. As the requests are assigned to individual servers the system can still be modeled as M/M/1 queuing system. The response time $R$ of the system with the request processing rate $u_{ij}$ is given as

$$R = \begin{cases} (r_{ij}\mu_{ij} - x_{ij}\lambda)^{-1} \quad & \text{if } x_{ij} > 0 \\ 0 \quad & \text{Otherwise} \end{cases} \tag{2.11}$$

A cloud earns revenue by servicing requests according to SLA and gets penalized if a request misses a response time deadline. Typically cloud computing systems’ income is represented as a utility function \cite{13, 22, 34}. In this work, we use a linear non-increasing utility function, $U = \zeta - \delta R$ to model cloud revenue. Also, we assume that the system allocates sufficient resources, as in (2.15), to meet response time requirements specified in SLA and thus it effectively avoids penalties. The system profit depends on the number of requests serviced according to SLA, and the cost of power consumed. The income and expense functions for the cloud computing system are as per (2.12) and (2.13) respectively.

$$f = \lambda (\zeta - \delta \sum_{i \in \mathcal{N}} \sum_{j \in K} x_{ij} r_{ij}\mu_{ij} - x_{ij}\lambda) \tag{2.12}$$

$$E = \sum_{i \in \mathcal{N}} C^i P_{dc,i} \tag{2.13}$$

Given the income and expense functions, the objective, i.e., profit is as follows

$$\max_{x, r} f - E \tag{2.14}$$
Subject to:

\[ 0 \leq r_{ij} \leq 1 \quad \forall i \in \mathcal{N}, j \in K \]
\[ 0 \leq x_{ij} \leq 1 \quad \forall i \in \mathcal{N}, j \in K \]
\[ \sum_{i \in \mathcal{N}} \sum_{j \in K} x_{ij} = 1 \]  \hspace{1cm} (2.15)
\[ x_{ij} \lambda < r_{ij} \mu_{ij} \quad \forall i \in \mathcal{N}, j \in K \]
\[ \max\{D_{dc,i} \times P^c_{dc,i}\} + T_m < T_{max} \]

The cloud controller tries to maximize the objective (2.14) which is a non-linear function and is neither convex nor concave on decision variables \( r := \{r_{ij}\} \) and \( x := \{x_{ij}\} \) \( \forall i \in \mathcal{N}, j \in K \). Equation (2.15) describes the constraints on the optimization problem. The first two specify the domains of the decision variables, whereas the third ensures that all requests received in the cloud are serviced. The fourth constraint caters for the allocation of sufficient resources to meet response time requirements specified in SLA. The last one is the temperature constraint. It ensures that while optimizing request dispatch and resources, the system does not overload a machine so that its temperature rises beyond the safe threshold. This constraint helps to achieve maximum equipment efficiency and minimize cooling costs.

### 2.4 Proposed Solution

The optimization problem (2.14) with conflicting objectives forms a case of multi-objective-constrained optimization, which in its generic form is given as follows

\[
\min f_i(x) = f_i(x_1, x_2, ..., x_n) \quad \forall i = 1, 2, ..., p
\]

subject to:

\[
g_j(x) = g_j(x_1, x_2, ..., x_n) \leq 0 \quad \forall j = 1, 2, ..., q
\]
\[
h_j(x) = h_j(x_1, x_2, ..., x_n) = 0 \quad \forall j = q + 1, 2, ..., m
\]
\[
x_{k}^{\min} \leq x_k \leq x_{k}^{\max} \quad k = 1, ..., n
\]  \hspace{1cm} (2.16)

The formulation involves \( p \) objective functions, \( f_i(x) \), defined over an \( n \) dimensional search space \( \mathbb{R}^n \) with upper and lower bounds given by \( x_k^{\min} \) and \( x_k^{\max} \). The objectives are simultaneously optimized subject to \( q \) inequality and \( m - q \) equality constraints. When we have multiple conflicting objectives, the optimization transforms into Pareto optimality defined based on the dominance relationship between feasible solutions. For solutions \( x_i \) and \( x_j \) in
a feasible design space $S$, the dominance relationship is as follow:

\[
x_i \preceq x_j \text{ iff } \begin{align*}
f_i(x_i) & \leq f_i(x_j) \quad \text{for } i \in 1, 2, \ldots, p \\
f_i(x_i) & < f_i(x_j) \quad \text{for at least one } i \in 1, 2, \ldots, p
\end{align*}
\] (2.17)

So, solution $x_i$ is said to dominate solution $x_j$ if $x_i$ is no worst than $x_j$ in all objectives and solution $x_i$ is better than $x_j$ in at least one objective. Such non-dominated solutions in a feasible space are called Pareto optimal. In other words, for $x_i$ to be Pareto optimal point, no other point exists in the feasible design space $S$ that improves at least one objective function while keeping others unchanged. The non-dominated solutions evolve in the form of Pareto fronts (PF).

We propose an evolutionary algorithm based upon a higher-level heuristic, as shown in Fig. 2.2 to solve data center profit maximization problem. The algorithm alternatively optimizes the request dispatch and resource allocation until the incremental increase in the profit stays above a given threshold ($\epsilon$). The basis of the proposed algorithm is built on the principles of a multi-objective evolutionary optimization algorithm called SPEA-II [63]. It operates on a set of initial candidate solutions iteratively applying natural selection based on fitness, removing weak members, and introducing randomness through mutation, thus resulting in gradual evolution. The selection operation is guided by fitness assignment function, and the genetic operations are used to produce new offspring. The base framework of SPEA-II, including initial population selection, the fitness assignment, and the genetic operations, are required to be adapted according to the nature of the problem. More importantly, the framework does not have a constraint handling mechanism in place, but for most practical problems, constraint handling is fundamental. Proposed algorithm is not a direct SPEA-based technique. Instead, it is a higher-level algorithm that systematically employs SPEA-II to determine optimized solutions. Besides, the SPEA-II component, its parameters and evolution process, is designed with several problem-specific steps including constraints handling, techniques for determining the initial population, and genetic operators specific to this problem. We describe main algorithmic components in the following sections.

### 2.4.1 Constraints Handling

This work uses a problem specific hybrid constraint handling that comprises constraint dominance [78] and self-adaptive penalty function approaches [79]. The resource allocation phase of the algorithm just has the inequality constraints whereas the request dispatch additionally involve an equality constraint. The equality constraints are relatively hard to satisfy requiring a robust constraint handling method. Therefore, based on the nature of the constraints, the Algorithm in Fig. 2.2 invokes constraint dominance [78] in resource allocation phase to achieve a performance boost and self-adaptive penalty function approach
Algorithm: Optimization Approach

Require: Initial guess: \( x := \{x_{ij}\}, \ r := \{r_{ij}\} \) and the system parameters
Ensure: Pareto optimal request routing schedule (\( x \)) and resource allocation configuration (\( r \))

1: while Profit increase > \( \epsilon \) do
2: \hspace{1em} Phase 1: Request dispatch: Optimize \( x | r \)
3: \hspace{2em} Execute CORE BLOCK ▷ Steps \( \{9 - 20\} \)
4: \hspace{2em} \( x := \) PF member with maximum net profit
5: \hspace{1em} Phase 2: Resource allocation: Optimize \( r | x \)
6: \hspace{2em} Execute CORE BLOCK ▷ Steps \( \{9 - 20\} \)
7: \hspace{2em} \( r := \) PF member with maximum net profit
8: end while

9: procedure Core Block
10: \hspace{1em} Generate initial population — \( x^1 \) or \( r^2 \)
11: \hspace{2em} for all \( i \in \) generations do
12: \hspace{3em} Apply hybrid constraint handling method
13: \hspace{3em} Assign fitness values
14: \hspace{3em} \( \hat{P} := |\hat{P}| \) (Non-dominated solutions)\(^3\)
15: \hspace{3em} Binary tournament selection
16: \hspace{3em} Apply hybrid recombination operation
17: \hspace{3em} Apply mutation
18: \hspace{2em} end for
19: \hspace{1em} Return Pareto front
20: end procedure

\(^1\) Decision variable in request dispatch. \(^2\) Decision variable for resource allocation. \(^3\) If non-dominated solutions are less than the size of the elite set (\(|\hat{P}|\)), the best dominated solutions are used to fill remaining members.

**Figure 2.2:** Evolutionary algorithm based optimization approach

for the request dispatch optimization \(^{[79]}\). We describe this technique as hybrid constraint handling approach. The approach is suitable for problems that have disjoint or very small feasible regions as is the case here with both equality and inequality constraints. The two approaches are described next.
Constrained Dominance

The technique uses a constrained binary tournament to select a solution based on its dominance status, i.e., a solution $s_i$ is said to constraint dominate solution $s_j$ if any of the following conditions are true: first, $s_i$ is feasible and $s_j$ is not, second, both solutions are infeasible, but $s_i$ has smaller constraints violation. Third, both are feasible, but $s_i$ dominates $s_j$.

Self-Adaptive Penalty Function Approach

In the request routing phase, we use the adaptive penalty function technique [79]. The technique is suitable for problems with hard constraints and disjoint feasible regions. It allows infeasible solutions with better objective values to evolve along with the feasible solutions during its operation. Thus, the algorithm searches for optimal solutions from both sides of the constraint boundary, converges quickly, and avoids being stuck in a local optimum. The technique uses a modified objective function to rank solutions across the population. The objective is modified based on the constraint violation and objective performance. The modified objective has two components, i.e., distance measure and adaptive penalty. The algorithm operates in the following steps:

- **Step 1:** For each member $x$ of the population, normalize the values of the objectives and constraints.

\[
\hat{f}_i(x) = \frac{f_i(x) - \hat{f}_i(x)}{\overline{f}_i(x) - \hat{f}_i(x)} \quad \forall i \in p
\]  

(2.18)

where $\overline{f}_i(x)$, $\hat{f}_i(x)$ are the maximum and the minimum values of the $i$th objective. The mean normalized constraint violation $\hat{v}(x)$ is as follow

\[
\hat{v}(x) = \frac{1}{m} \sum_{j} \frac{c_j(x)}{\overline{c}_j(x)}
\]  

(2.19)

where

\[
c_j(x) = \begin{cases} 
\max(0, g_j(x)) & \forall j = 1, 2, \ldots, q \\
\max(0, |h_j(x)| - \eta) & \forall j = q + 1, \ldots, m
\end{cases}
\]

and $\overline{c}_j(x) = \max_x c_j(x)$, $\eta$ is the tolerance value used for relaxing equality constraint.

- **Step 2:** Next, compute the distance (2.20) for each solution. The parameter $\alpha$ is a ratio of available feasible solutions to the population size. During the evolution, when no feasible solution exists, i.e., $\alpha = 0$, the distance depends on the constraint violation only. Later, with $\alpha > 0$, the distance comprise both the violation and the objective magnitudes. The dependence of the distance on feasible solutions first
drives the search to the feasible region and later, by considering the violation and the objective, forces the algorithm to look for better solutions.

\[ d(x) = \begin{cases} \hat{v}(x) & \text{if } \alpha = 0 \\ \sqrt{f_i(x)^2 + \hat{v}(x)^2} & \text{if } \alpha > 0 \end{cases} \]  \hspace{1cm} (2.20)

- Step 3: In this step, the algorithm applies two additional penalties basing on the constraint violation and objective value while \( \alpha \) balances the degree of penalty.

\[ p_i(x) = (1 - \alpha)X_i(x) + \alpha Y_i(x) \]  \hspace{1cm} (2.21)

\[ X_i(x) = \begin{cases} 0 & \text{No feasible solution} \\ \hat{v}(x) & \text{Otherwise} \end{cases} \]  \hspace{1cm} (2.22)

\[ Y_i(x) = \begin{cases} 0 & \text{if } x \text{ is feasible} \\ \hat{f}_i(x) & \text{otherwise} \end{cases} \]  \hspace{1cm} (2.23)

- Step 4: Finally, modified objective function is given as

\[ \omega(x) = d(x) + (1 - \alpha)X_i(x) + \alpha Y_i(x) \]  \hspace{1cm} (2.24)

Overall, the penalty varies with the availability of feasible solutions. First, when no feasible solution exists, the algorithm penalizes infeasible solutions. Otherwise, when their number is small, more penalty is applied to solutions with a higher violation. Finally, as the feasible population grows, the algorithm exerts more pressure on solutions with poor objective value.

**Initial Population Selection**

The initial population impacts the convergence of an algorithm and the quality of evolved solutions. Initialization with the feasible population is often essential for constrained optimization problems with hard constraints and broken or smaller feasible regions. However, initializing with all feasible can affect the quality of solutions from the diversity point of view \cite{80}. The size of the initial population is another important factor; it is a user-defined parameter and depends upon the required number of solutions in the Pareto front.

For this work, the initial population includes 10% infeasible solutions. The remaining population comprises two equal-size groups of feasible individuals. The solutions in the first group produce better revenue, i.e., their bias is toward the first objective. The second group is biased towards the second objective, i.e., they provide higher expenses. The initialization scheme aims at building diversity and thus evolving to better solutions. A snapshot of chromosome composition is shown in Fig. 2.4.

To investigate the efficacy of the initialization methodology, we tested six scenarios. All samples contain \( N/10 \) random individuals, whereas, for the remaining feasible population,
we vary the size and biasing across subsets. Fig. 2.3 illustrates the composition of test sets, whereas the results of the study are in Fig. 2.5. The test set 2, containing the same number of solutions biased toward the two objectives, produces the highest profit across the full spectrum of price gradient.

**Fitness Assignment**

At the start of each iteration, the algorithm evaluates the members of the initial and elite populations assigning objective values. The values determine the fitness of a solution that drives the evolution process. The fitness has two components: domination strength or frailty and solution density. The frailty is defined to be the number of individuals dominated by the members that dominate the solution under consideration. The other component, solution density, is the distance of a solution in objective space from its $k$th nearest neighbor. This fitness assignment approach is particularly effective for higher-dimensional problems [63]. The fitness of $i$th solution in population is given as

$$fitness_i = (frailty_i + density_i)^{-1}$$ (2.25)

<table>
<thead>
<tr>
<th>Test Set</th>
<th>Feasible Population size</th>
<th>Infeasible Population size</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Biased towards</td>
<td></td>
</tr>
<tr>
<td></td>
<td>objective 1</td>
<td></td>
</tr>
<tr>
<td>1 (30_30_30)</td>
<td>0.3 N</td>
<td>0.3 N</td>
</tr>
<tr>
<td>2 (45_45)</td>
<td>0.45 N</td>
<td>0.45 N</td>
</tr>
<tr>
<td>3 (60_30)</td>
<td>0.60 N</td>
<td>0.30 N</td>
</tr>
<tr>
<td>4 (70_10)</td>
<td>0.7 N</td>
<td>0.20 N</td>
</tr>
<tr>
<td>5 (80_10)</td>
<td>0.80 N</td>
<td>0.10 N</td>
</tr>
<tr>
<td>6 (90_10)</td>
<td>0.90 N</td>
<td>0</td>
</tr>
</tbody>
</table>

**Figure 2.3:** Test scenarios: initial population.

<table>
<thead>
<tr>
<th>Type</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>n-2</th>
<th>n-1</th>
<th>n</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>n-2</th>
<th>n-1</th>
<th>n</th>
</tr>
</thead>
<tbody>
<tr>
<td>Inffeasible 0.1 N</td>
<td>0.6716</td>
<td>0.9872</td>
<td>0.1201</td>
<td>...</td>
<td>0.9578</td>
<td>0.9873</td>
<td>0.4529</td>
<td>0.9281</td>
<td>0.2719</td>
<td>0.8439</td>
<td>0.7270</td>
<td>0.4619</td>
</tr>
<tr>
<td>Feasible Obj 1 0.45 N</td>
<td>0.609</td>
<td>0.2983</td>
<td>0.7143</td>
<td>...</td>
<td>0.7639</td>
<td>0.8685</td>
<td>0.7733</td>
<td>0.0137</td>
<td>0.0232</td>
<td>0.0385</td>
<td>...</td>
<td>0.0182</td>
</tr>
<tr>
<td>Feasible Obj 2 0.45 N</td>
<td>0.9141</td>
<td>0.7628</td>
<td>0.6561</td>
<td>...</td>
<td>0.6696</td>
<td>0.4674</td>
<td>0.5173</td>
<td>0.0139</td>
<td>0.0235</td>
<td>0.0389</td>
<td>...</td>
<td>0.0185</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Phase</th>
<th>Resource Allocation</th>
<th>Request Dispatch</th>
</tr>
</thead>
</table>

**Figure 2.4:** Chromosome formulation and composition of initial population.
Environmental and Mating Selection

The algorithm maintains two sets of population, current $P$, and elite $\hat{P}$, which has no members in the beginning. After assigning fitness, the algorithm copies $|\hat{P}|$ non-dominated members of $P$, with the highest fitness, to the elite set. If the non-dominated members fall short, the best dominated solutions fill the remaining space. As the evolution advances, $\hat{P}$ is updated with the best non-dominated solutions from the set $P \cup \hat{P}$. During this update, if the size of $\hat{P}$ exceeds $|\hat{P}|$, the truncation operator removes excess weak individuals based on the density of the region where they are located. The solutions from denser regions are removed first to enhance diversity in the Pareto front.

The selection of mating pairs for next-generation happens using the binary tournament. The tournament involves a pair of solutions randomly drawn from the elite pool. A competitor with the best fitness wins the match. An elite pool member participates in a tournament with a probability of $1/\omega$ where $\omega := |\hat{P}|$ is the cardinality of the elite set. After $\omega$ matches, we get as many best solutions, which undergo three genetic operations to create offspring. Figure 2.6 illustrates the evolution process showing the chromosomes for the current and elite populations, values for both objective functions, i.e., $f$ and $E$, and the fitness. The highlighted solutions show an update across two generations, where one at the top of the updated elite pool is newly moved from the current population.

Genetic Operations

Based on the crossover and mutation probabilities, a selected set of solutions under three genetic operations in each iteration. The operations include two recombinations, single point crossover \cite{81} and simulated binary crossover \cite{82}, applied sequentially one after the other and a mutation operation. We use multiple recombination operations to ensure a better evolution \cite{83}. Next, we describe the genetic operations and the selection of
In single point crossover, a random starting index is selected from where each pair swaps its decision variable values to the end of the chromosome. The process creates two child solutions. The operation of single point crossover on a mating pair $p_1$ and $p_2$ each with $n$ features is as follows:

\[
p_1 = x_1(1), \ldots, x_1(m), x_1(m+1), \ldots, x_1(n) \\
p_2 = x_2(1), \ldots, x_2(m), x_2(m+1), \ldots, x_2(n)
\]

where $x_1(m)$ and $x_2(m)$ are the $m$th features of the $p_1$ and $p_2$ respectively. The crossover produces the child solutions given as follow by swapping parents features starting from $m+1$

\[
c_1 = x_1(1), \ldots, x_1(m), x_2(m+1), \ldots, x_2(n) \\
c_2 = x_2(1), \ldots, x_2(m), x_1(m+1), \ldots, x_1(n)
\]

Next, we apply the simulated binary crossover (SBX) \[82\] to newly created children. SBX performs best for problems with non-binary decision variables as is our case. The creation of $m$th features of two child solutions $c_1$ and $c_2$ as a result of crossover of the parents $p_1$ and $p_2$ is as follows:

\[
c_1(m) = \frac{(1 - \beta_m)x_1(m) + (1 + \beta_m)x_2(m)}{2} \\
c_2(m) = \frac{(1 + \beta_m)x_1(m) + (1 - \beta_m)x_2(m)}{2}
\]
where $\beta$ is a random number generated from following probability density function.

$$PDF(\beta) = \begin{cases} 
\frac{(1 + \eta)^{\beta^2}}{2} & \text{if } 0 \leq \beta \leq 1 \\
\frac{(1 + \eta)^{\beta^{-(\eta+2)}}}{2} & \text{if } \beta > 1
\end{cases} \quad (2.29)$$

In (2.29) $\eta$ is a non-negative number generally in the range of 0 and 5 \cite{78}.

The last operation, mutation, helps the evolutionary algorithms explore search space rigorously and avoid being stuck in a local optimum. The mutation generates a new solution from Uniform or Gaussian distribution whose mean is either at the center of the search domain or at the non-mutated value of the individual itself \cite{84}. In this work, we chose to generate mutated solutions from a normal distribution with mean at the individual itself. For a solution $x_i$, Gaussian mutation can be written as follows:

$$x_i(k) = \begin{cases} 
x_i(k) & \text{if } r_m > p_m \\
\max\{\min(x_{max}(k), N(x_i(k)), \text{ if } r_m < p_m \\
\sigma^2(k)), x_{min}(k)\}
\end{cases} \quad (2.30)$$

where $p_m$ is the mutation probability and $r_m \in U[0, 1]$ is a random number generated from the uniform distribution and $x_i(k)$ is the $k$th feature of $i$th member of the population.

Finally, the two important parameters related to the genetic operations are the crossover $p_c$ and mutation $p_m$ probabilities. Their values determine the fraction of the elite population that would participate in a crossover or undergo a mutation. A low value of $p_c$ means a longer convergence time, whereas a very high value would force an algorithm to converge prematurely. On the other hand, a higher $p_m$ may turn the optimization into a random search, and with a lower value of $p_m$, the algorithm may not explore the search domain rigorously and may produce a lower quality solution.

To assess the effectiveness of hybrid recombination and the impact of crossover and mutation probabilities, we used the simulation setup given in Section 2.5.1 and compared the resultant net system profit. In the first experiment, Fig. 2.7, the single crossover plot shows results from SBX only case, whereas multiple crossovers plot demonstrates the system profit when it is used in combination with single point crossover. The evaluation ascertains a significant improvement in profit by combining two types of crossovers. In the second evaluation, Fig. 2.8, we assessed the impact of the selection of crossover and mutation probabilities on system profit. The results show that when the $p_c$ is 0.75 with $p_m$ 0.25, the algorithm achieves the maximum profit and maintains it for a broader range of price gradients.

**Solution Selection**

On completion of each phase, Fig. 2.2, multiple solutions emerge as Pareto front. We select the solution with the highest profit. The selected solution, either resource allocation or
Figure 2.7: Impact of combining recombination operation.

Figure 2.8: Impact of crossover and mutation probabilities. The highest net profit is when crossover probability \( p_c \) and mutation probability \( p_m \) are set at 0.75, 0.25 respectively.

request dispatch probabilities, serves as an algorithm parameter for the subsequent phase of optimization. The process continues as per Fig. 2.2 updating the selected solutions alongside if the increase in profit, from the previous run, is more than \( \epsilon \). Finally, multiple Pareto optimal solutions, Pareto front, are available to the cloud system operator for a request assignment schedule and resource allocation configuration. A snapshot of Pareto fronts showing scatter plots of normalized revenue (first objective) and the expense (second objective) under different load and price conditions are in Fig. 2.9. In the request assignment phase, the fronts are sparse, indicating hard constraints, whereas, in the re-
source allocation phase, they are relatively dense, showing the availability of more feasible solutions.

2.5 Performance Evaluation

In this section, we evaluate the algorithm performance and the impact of the selection of system parameters on data center profit.

2.5.1 Simulation Setup

To evaluate the proposed scheme, we consider three clouds computing systems designated as small, medium and large with 4, 5, and 7 data centers respectively. Table 2.1 summarizes

![Pareto fronts generated in two phases: Request dispatch (RD) and Resource allocation (RA) under different load and price scenarios.](image)

(a) RD: Low price and load  
(b) RA: Low price and load  
(c) RD: high price and load  
(d) RA: high price and load

**Figure 2.9:** Pareto fronts generated in two phases: Request dispatch (RD) and Resource allocation (RA) under different load and price scenarios.
the values used for the system and the evolutionary algorithm parameters during the simulation. In the table, the quantities, e.g., $p_r := U[0, 5]$ show a uniformly distributed parameter in the range of 0 to 5. For the simulation, we kept the base electricity price $C_b$ as same i.e. 0.3, for all data centers to evaluate algorithm performance under real-time demand dependent pricing specifically.

We evaluate the algorithm at three different levels of computing load, i.e., low, medium, and high. The system utilization $\rho$ for these levels is set at 0.4, 0.6, and 0.8 inline with the practical workload of the large data centers [85]. The rate of request arrival $\lambda$ in the cloud system is calculated from $\rho$ as $\lambda = \rho \sum u_{ij}$. We compare the performance of the proposed algorithm with a resource allocation technique that follows a fixed request assignment schedule irrespective of electricity prices and only optimizes resources. We refer to this technique as the Baseline approach during analysis. The simulator itself is implemented in Matlab.

**Table 2.1: System Parameters**

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cloud data centers</td>
<td>4 (Small), 5 (Medium), 7 (large)</td>
</tr>
<tr>
<td>Number of servers</td>
<td>500 (Small), 2000 (Medium), 5000 (large)</td>
</tr>
<tr>
<td>$P_{nr}$</td>
<td>175 (small), 700 (medium), 980 (large)</td>
</tr>
<tr>
<td>$P_r$</td>
<td>$U[0, 5]$</td>
</tr>
<tr>
<td>$P_o$</td>
<td>$U[5, 10]$ if data center connected and $U[20, 40]$ otherwise</td>
</tr>
<tr>
<td>$\bar{P}_s$, $\bar{P}_d$</td>
<td>$U[0.5, 1]$, $U[0.5, 1.5]$</td>
</tr>
<tr>
<td>$\mu$</td>
<td>$U[1, 3]$</td>
</tr>
<tr>
<td>$\zeta$</td>
<td>215 (small), 800 (medium) and 1100(large)</td>
</tr>
<tr>
<td>$h$</td>
<td>0.003</td>
</tr>
</tbody>
</table>

**Evolutionary Algorithm Parameters**

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Population size</td>
<td>50</td>
</tr>
<tr>
<td>Max generations</td>
<td>120</td>
</tr>
<tr>
<td>$p_c$</td>
<td>0.75</td>
</tr>
<tr>
<td>$p_m$</td>
<td>0.25</td>
</tr>
<tr>
<td>$\epsilon$</td>
<td>0.05%</td>
</tr>
</tbody>
</table>
2.5.2 Performance Measures

Impact of system utilization

System utilization $\rho$ is the ratio of the number of requests arriving in the system to the processing power of the cloud computing system—an aggregate of server processing capacities. Fig. 2.10 shows the profit compared to the system utilization for three cloud sizes. The results indicate that an increase in the value of $\rho$ results in the system profit increase. However, as $\rho$ reaches 0.7, the profit shows a downward trend.

Impact of dynamic pricing on cloud revenue and expense

In this experiment, we examine the effect of the real-time price changes on the revenue and expenditure of a cloud computing system. Since the system revenue depends on the number of requests serviced (2.12) and is independent of the cost of the energy, the results remain nearly the same across the price gradients; therefore the plots are not included here. In contrast, as we can deduce from Fig. 2.11, the expense increases with the increase in the price of electricity. The plot shows the expense function for a small, medium, and large cloud in low, medium, and high computing load scenarios. The proposed algorithm minimizes the expense much better than the Baseline approach over a broad range of price gradients regardless of the data center size and load conditions.

Impact of dynamic pricing on cloud Profit

In this case, we analyze the effectiveness of the proposed algorithm under dynamic pricing scenario in a bulk power network. Fig. 2.14 shows the cloud system profit versus price changes in three cloud systems and under low, medium, and high load conditions. The

![Figure 2.10: Impact of system utilization.](image-url)
Figure 2.11: Impact of dynamic pricing on data center expense under low, medium, and high load conditions in small cloud (Fig. a,b,c), medium cloud (Fig. d,e,f), and large cloud (Fig. g,h,i). Results show a decrease in profit as the price of electricity increases. The proposed scheme achieves higher profit compared to the Baseline algorithm regardless of the cloud size and load conditions. The higher profit stems from the price-aware routing decisions due to which the proposed approach reroutes the computing tasks with the increase in power.
prices. In contrast, the Baseline approach follows a fixed request dispatch schedule regardless of the energy prices, and just to optimizes resources suffers from lower profit.

Figure 2.12: Comparison of normalized profit of proposed and baseline approaches in the small cloud.

Figure 2.13: Comparison of normalized profit of proposed and baseline approaches in the medium cloud.

Figure 2.14: Comparison of normalized profit of proposed and baseline approaches in the large cloud.
Impact of a revenue target or a fund constraint

In this experiment, we analyze an operational scenario where the cloud service provider operates under a revenue target or an expense limit. The operator tries to meet the target objective by varying the other one. The results are generated in the small cloud with a price gradient $m$ and system utilization $\rho$ set as 0.6. Fig. 2.15(a) shows the normalized expense when normalized revenue is equal or greater than the amount shown along the x-axis. We see that when the revenue target is greater than 1, no feasible solution is possible. Fig. 2.15(b) shows the value of the revenue when the expense limit is less than the values shown along the x-axis. In this case, as the maximum allowed expense decreases, the algorithm tries to maintain the revenues till expense is 0.6; afterward, the expense constraint becomes so inflexible that the revenue starts to decrease. When the expense decreases to a value of 0.2, the algorithm is unable to find any feasible solution thereafter that meets the set objective.

2.6 Conclusion

The chapter showed that the geo-distributed data centers maximize their profit by optimizing resource allocation and request routing considering diversity at power prices available in the smart. The proposed evolutionary algorithm based upon a higher-level heuristic achieves dual objective optimization by finding Pareto optimal decisions for a cloud controller. Simulation results prove that our scheme is effective and outperforms the Baseline approach with higher profit over a broad range of energy prices, cloud sizes, and utilization levels. The proposed scheme provides trade-off solutions, and hence various choices to the system manager. In the future, we intend to enhance the system model by incorporating
the deactivation of the underutilized servers while providing QoS grantees.
Chapter 3

QoS and Power Network Stability Aware Simultaneous Optimization of Data Center Revenue and expenses

Data center profits are directly impacted by electric power consumption, which in turn has critical environmental implications. Geo distributed data centers maximize profits by optimizing resource allocation and leveraging diverse power tariffs available in a deregulated market. However, a power network state apathetic profit maximization can destabilize the grid and hamper a data center’s sustainability goals. In this chapter, we formulate the data center profit maximization as a constrained optimization problem. We then propose a multi-level algorithm where the lower level scheme is based on evolutionary optimization. The algorithm simultaneously optimizes revenue and expenses while preserving QoS and power network stability. The proposed approach considers real-time demand-based energy price variations to orchestrate request routing and resource allocation. The approach is suitable for heterogeneous and homogeneous data center architectures. The proposed scheme is also thermal-aware and considers both computing and cooling consumption. Simulation results show that the proposed technique is effective; it achieves a higher profit over a broad range of price variations and data center utilization levels. Data center; Resource allocation; Quality of Service; Evolutionary optimization; Smart grid; Voltage stability

3.1 Introduction

Global data centers consume 5 – 9% of the world’s electricity [86]. The enormous power consumption is a financial burden for providers and has severe implications for the environment. Data center (DC) design caters to the quality of service requirements (QoS) according to users’ service level agreement (SLA) even during the peak load periods. This
results in overprovisioning and is a major contributor to excessive consumption. Data center consumption growth is likely to continue due to the ever-increasing demand for digital services. At present, the fossil fuel used to power world data centers produces carbon dioxide equal to the whole of the airline industry [53]. The excessive consumption and reliance on the power grid on brown energy sources would hamper the achievement of sustainable and carbon-neutral data centers. Therefore, a well-coordinated approach involving regulators, the data centers, and smart grid operators is vital to reverse the course. For this, the data centers need to be energy efficient and contribute to integrating renewable energy sources and the power grid’s smooth functioning [87].

A smart grid with renewable energy resources like solar and wind faces the challenge of intermittent generation. Therefore, the network maintains brown energy-based costly generation reserves to stabilize supply. Data centers with massive consumption and capabilities to adaptively change demand pose huge challenges to grid stability and offer tremendous opportunities. Greedy profit maximization by data center can destabilize the power grid. On the other hand, it can also act as a dispatchable load that the power network can utilize to cater to generation and user demand uncertainties. Thus, the data centers can help the power grid assimilate renewable energy sources without maintaining costly reserves.

The power grid employs dynamic pricing of electricity where prices vary depending on real time demand, generation, and network conditions. The energy prices change from one region to another, across grid nodes, and time intervals. Geo distributed data centers utilize lower power tariffs by routing computing traffic to areas with minimum electricity costs [6–8]. However, these dynamic changes in the data center load can destabilize the power grid and stimulate major voltage collapses. In such circumstances, the power grid raises energy prices to incentivize users to do demand-side management. As a result, the data center may have to reroute traffic, thus stimulating a chain reaction or counteracting the objective of availing lower power prices. This mutual interaction of demand, cost, and price paradoxically continues to create a vicious cycle [9]. By embedding power stability in the optimization process, the data center can utilize lower power tariffs, minimize geographic load balancing overheads, and fulfill social responsibilities towards a greener future.

Data center profit maximization research branch into two main directions: First, the approaches that focus on improving data center efficiency by optimizing request routing, resource allocation, and environmental control [23, 56–58]. Second, the group that has additionally strived to reduce power bill by harnessing diversity at power prices offered in a deregulated energy market [13,28,30,33].

The relevant research works have sought to address the problem only from the data centers’ perspective making the benefits flow unidirectional [9]. Most solutions seek to maximize revenues, reduce the cost of operation, and maintain a higher availability of data center [35]. Only a handful of these studies have explored the interaction of a data center
with a power grid \cite{9,14}. In general, these works have not evaluated the impact of dynamic changes in data center load on power system stability. At best, some of these researches have tried to curtail power grid load imbalances and consequent instability through indirect performance measures. For example, \cite{11,12} uses electric load imbalance index—the ratio of demand to system capacity. Therefore, to the best of our knowledge, no contemporary work has directly incorporated power networks’ operational constraints into the data center optimization process.

This article proposes a data center profit maximization approach utilizing a higher-level algorithm that uses an evolutionary optimization technique. We formulate the profit maximization problem with multiple geo-distributed data centers. The proposed algorithm uses the Strength Pareto Evolutionary Algorithm (SPEA-II) \cite{63} as a base framework and adapts it to devise an algorithm. The algorithm simultaneously maximizes SLA revenues and minimizes expenses while providing guaranteed QoS and satisfying power network operational constraints.

This chapter’s key contributions are as follows: First, we formulate profit maximization as a multi-objective constrained optimization problem and propose an SPEA-II-based higher-level algorithm to solve it. Second, the proposed scheme harnesses spatiotemporal diversity and real time demand or renewable generation based price changes for assigning tasks to servers. Third, the algorithm finds Pareto optimal solutions for data center request routing and resource allocation for use in varied operational scenarios. The algorithm minimizes energy consumption on computing and considers machine temperature for task placement to avoid hot spots and reduce environment control expenses. Our approach achieves a higher profit over a broad range of prices and utilization levels of the cloud. Finally, to the best of our knowledge, this is the first scheme that incorporates power grid stability into the data center optimization process. Simulation results in the IEEE-33 bus system ascertain the effectiveness of the proposed approach.

The rest of the chapter is organized as follows: Section II presents the related work, summarizing and highlighting the differences with our work. Section III elaborates the problem formulation. Section IV explains the design of the proposed optimization scheme and its operation. Section V presents the performance evaluation and analysis of results. Section VI concludes the chapter by providing some highlights of the future work directions.

### 3.2 Related work

Data center profit maximization research has taken two main courses. The first category includes the approaches that try to make data center operation efficient by optimizing request routing, resource allocation, and environmental control \cite{23,56,58}. For instance, Ardagna et al. proposed a framework for increasing SLA revenues and reducing energy consumption by virtual machine allocation and using server hardware features. The schemes
in this category face many challenges that limit their practical use. For instance, some works have not considered environmental control that accounts for 40—50% of data center net power consumption. Others only cater to homogeneous data center architecture, and some have left out the QoS aspects. Most importantly, price apathetic nature inhibits their ability to use spatiotemporal price diversity in the smart grid. In comparison, the proposed approach optimizes both cooling and computing-related power and is equally applicable to homogeneous and heterogeneous DC architectures. The scheme also carries out price aware routing of request while providing QoS guarantees as per SLA.

The next group has additionally focused on reducing the power bill by harnessing diverse power prices offered in the smart grid [13, 28, 30–33]. For example, [31] addressed the trade-off between minimizing a data center’s energy cost versus maximizing the revenue. Kiani and Ansari [32] proposed a workload distribution strategy aimed at maximizing the profit of geo-distributed green data centers. However, these schemes have sought to broadly address the profit maximization from the data center’s perspective, and here, the benefits flow is unidirectional [9]. The research focus is contracted to maximize data center revenue, reduce the cost of operation, and maintain high data center availability [35]. This unidirectional optimization can potentially destabilize power grid operations and hamper the integration of renewable generation sources into the power grid. On the contrary, the proposed approach considers power network operational constraints in the optimization process to help the grid to provide a stable supply to users.

A small number of related studies, however, have also explored interactions of the data center and the power grid [9–14] but, in general, they have not evaluated the impact of dynamic changes in data center load on power system stability. The researchers have tried to curtail power grid load imbalances and consequent instability through indirect performance measures. For example, [11, 12] use electric load imbalance index —the ratio of load to system capacity. Such high-level measures have limitations compared to incorporating power network operational constraints into the data center optimization process. Motivated by this, the proposed algorithm considers the power network’s operational parameters in the optimization process instead of taking indirect measures to safeguard power network stability.

Achievement of the futuristic objective of sustainable power systems and carbon-neutral data centers require close coordination among power network, data centers, and the regulators. Future data center and power grid (microgrid) may be owned by the same entity so that an integrated optimization approach would become more plausible. Otherwise, the regulators can facilitate cooperative operational arrangements among the grid and data centers. The integrated data center and smart grid paradigm has recently gained the attention of many researchers. The new paradigm hinges on three salient features: First, integrating data center into the power system as dispatchable load, e.g., Koronen et al. [35, 87] investigated the data center integration into the European energy system via
DC demand response. The DC could provide more than 10 GW of demand response in the European Energy System by 2030, facilitate the transition to renewable sources, and render other societal benefits. Second, a socially conscious optimization of the data center operations, e.g., Liu et al. [88], explored the social impacts of the geographic load balancing specifically to increase renewable penetration and reduce the use of brown energy. Third, incorporating operational constraints of power network into the DC optimization process, e.g., Aksanli et al. [14] analyzed effects of changes in the data center consumption on power grid stability by incorporating bus voltage deviations. In comparison, our approach is more rigorous as it uses both voltage deviations and voltage stability index.

3.3 Problem Formulation

We consider a cloud computing system consisting of $N$ geographically distributed data centers. The data centers are connected to a smart power grid that comprises $W$ nodes (buses) and $E$ branches. The grid has distributed renewable alongside bulk generation. The service requests land at front end portals of the cloud and then are assigned to specific servers in the different data centers. The probability of assigning a request to a server depends upon the energy price in that region. Data centers form the major load on a power bus. However, other loads are also present that are assumed to be constant for the given operation slot. Data centers comprise heterogeneous servers of varying request processing capacity. The setup is shown in Fig. 3.1. In a deregulated energy market, electricity prices vary across the geographic regions primarily because of production cost factors, network congestion, and losses in an area. The prices are cleared in the day-ahead market, but due to real-time generation conditions, demand uncertainties, and network dynamics, the prices may escalate in real time. The variations may be the order of magnitude higher.

Data centers operating in the realm of cloud computing can benefit from the spatiotemporal price diversity by dynamically shifting their load to areas where cheaper electricity is available. Such flexibility enables the data center to act like a dispatchable load that the power grid can utilize to address network stability issues arising due to heightened user demand. The grid, to incentivize users, dynamically changes electricity prices based on real-time power consumption at a node. The system raises the prices to balance the supply and demand gap; otherwise, it lowers them at the base price level. The policy aims at achieving demand response and stable supply.

A representative pricing scheme that embeds the price diversity in the day-ahead market and a component that depends on the real-time load and the available power supply is available in [71]. Accordingly, the unit price of electricity on $ith$ power bus (node) is given
Figure 3.1: Geo distributed data centers and power grid infrastructure.

as

$$C^i = \begin{cases} 
C_b - mS_{in} & \forall \ S_{in} < 0 \\
C_b & \text{Otherwise}
\end{cases}$$  \hspace{1cm} (3.1)

where $S_{in} = S_g - L$, is the power injection, $S_g$ is the scheduled power from distributed renewable and non-renewable source, and $L$ the load on the node.

When $S_{in} \geq 0$, i.e., generation exceeds demand, the grid charges the energy at the base price $C_b$. Otherwise, the grid increase energy prices proportional to the difference in supply-demand to assert demand response. The base component $C_b$ encompasses the geographic factors and the day-ahead price clearing. The factor $m$ regulates the rate of change of the price. The grid controller tries to determine an optimal value for $m$, considering the requirement of load balancing and grid stability.

We assume that grid state information, including energy consumption data on a particular bus and other system parameters, are available to the cloud controller. In anticipation of price change due to load conditions, the cloud controller shifts the computing load to areas with cheaper electricity. The state information becomes available as a result of load flow analysis [89] by the grid or the cloud controller.
3.3.1 Data Center Power Consumption

Data center consumption comprises the power utilized in computing equipment and environmental control. The later accounts for up 40 – 50% of the net consumption with the computer room air-conditioner (CRAC) being the main contributor. The consumption on cooling depends on two factors. First, the maximum temperature $T_{max}$ allowed inside data center—higher temperature limit results in to lower consumption in CRAC, but it can impact equipment safety and efficiency. $T_{max}$ has an optimal range of 18 – 27 degrees Celsius $[72]$. Second is the units’ coefficient of performance (CoP). CoP depends on the temperature of the air supplied by a CRAC also called the server inlet temperature $T_{in}$. For water chilled unit $[58]$, the CoP is given as $CoP(T_{in}) = 0.0068T_{in}^2 + 0.0008T_{in} + 0.458$.

A common strategy to reduce power consumption consolidates load on to fewer servers. However, the consolidation increases machine temperatures, creates load imbalance among servers, and hot-spots inside a data center. As a result, the system controller has to lower the temperature of the cool air supplied to the data center, thus increasing consumption on cooling. One remedy for this is the thermal-aware task placement on servers. Under this scheme, the scheduler monitors machine temperature before assigning a computing task to a server.

The server temperature depends on its utilization and also on the cross-interference from other machines. For this work, we use the model $[57]$ that considers the interference from servers located in the same rack below the machine under consideration and ignores the effect from the others. The scheme includes a cross-interference coefficients matrix $D$ that is used to convert the server consumption to the temperature domain. Using $D$, server temperature can be modelled as $T_i = T_{in} + max(DP_j)$, where $P_j$ is a vector consumption of servers housed in the same cabinet. The cooling related power consumption of a data center in terms of CoP is given as

$$P_{cool} = P_{dc}/CoP_{dc}$$

where $P_{dc}$ is the data center consumption on computing.

For a data center, computing power consumption $P_{dc}$ is the net energy consumed by individual servers. A server consumption comprises two components; the dynamic component depends on its utilization level, and the static component is determined by hardware configuration. The static consumption always exists as long the server is powered on. A majority of studies for reducing the static consumption propose consolidating computing to the minimum servers and shutting down underutilized machines. However, the efforts in this direction increase the complexity of the algorithms and challenges to provide quality of service.

In a cloud computing system, the service requests arrive at front end portal servers. The requests are then assigned to servers in different data centers. The scheduling decision
is based on the price of electricity in that region. The controller schedules requests to data centers with minimum cost.

Let $x$ be the probability of assigning a request to a server in a data center that has request processing capacity $\mu$. By adopting a queuing theoretic approach [13,29], computing consumption of the data center is given as:

$$P_{dc}^{comp} = \sum_{j \in K} (P_j^d + P_j^s)$$  \hspace{1cm} (3.3)

where $P_j^d := \frac{x\lambda}{\mu} \bar{P}^d$ is dynamic and $P_j^s := h + r(\bar{P}^s - h)$ is the static power consumption of $j$th server in $i$th data center. $\bar{P}^d$ and $\bar{P}^s$ are the maximum dynamic and the static consumption of a server, $h$ is the consumption due to the server base hardware. The parameter $r$ represents the computing resources allocated to service requests. Combining (3.2) and (3.3), power consumption of $i$th data center is as following:

$$P_{dc,i} = \left(1 + \frac{1}{CO_{P_i}(T_{in})}\right) P_{dc,i}^{comp}$$ \hspace{1cm} (3.4)

Now, for a cloud with $N$ data centers, the net power consumption is $\sum_{i \in N} P_{dc,i}$.

### 3.3.2 Power Network Stability

Maintaining bus voltages at nominal levels is critical for power network stability. Sudden variations in load can destabilize the power network and stimulate a voltage collapse, especially if compensation for real and reactive power is not available. System operators employ voltage stability index to monitor and compensate real and reactive power if required. Geo distributed data centers offload computing to ones located in regions with lower power tariffs. Thus, data center load varies in real time, making the power system vulnerable to voltage collapses. In such circumstances, the power grid operator raises power prices to incentivize users to do demand-side management. As a result, the data center may have to shift the computing load again. This sets up a vicious cycle, and the operations may get highly destabilized. Otherwise, data center risks counteracting the objective of availing lower power tariffs. So grid stability aware optimization of data center operation is important.

By embedding power stability in the data centers’ optimization process, the data center can help the smart grid balance load and provide a stable supply. In addition, the data center can also benefit from lower power tariffs and reduced overheads due to geographic load balancing of its traffic. More importantly, power stability aware data center optimization can ultimately lead to greater integration of renewable energy sources into the power grid.

We consider a voltage stability index (SI) to evaluate the stability margin at a power bus to which a data center is connected. The voltage stability index has attracted vast
research in the past. Many indices for analysing instability along the nodes and lines are available in literature \[90–94\]. For this work, we adopt an approach proposed in \[94\]. The proposed power stability index is suitable for an active distribution network as it accounts for distributed generation and the voltage angle variations. The index is given as follows:

\[
SI = \frac{4\Omega_{ij}(P_L - P_G)}{|V_i|\cos(\theta - \delta^p)|^2} \leq 1
\]

(3.5)

where \(\Omega_{ij}\) is the effective line resistance from node \(i\) to \(j\) and \(V_i\) is the sending end node voltage. Next, \(P_L, P_G\) are load and power compensation on a node, \(\delta^p\) is angle variation between two nodes and \(\theta\) is the impedance angle.

During optimization, the cloud system controller evaluates a solution for voltage stability value (SI) for buses where data centers are located. If the index value is closer to unity, it shifts some load to other data centers and re-evaluates SI.

### 3.3.3 Objective Function

A cloud earns revenue by servicing requests according to user SLA. Typically, a cloud computing systems’ income is expressed as a utility function. We utilize linear non-increasing utility function \(U = \zeta - \delta R^t\) \[22,34\] to represent revenue; where \(R^t\) is the system response time, \(\zeta\), and \(\delta\) are utility function parameters.

Given a cloud, as the request are assigned to individual servers from the front end portal, the system forms a \(M/M/1\) queuing model with response time is given as

\[
R^t = \begin{cases} 
(r_{ij}\mu_{ij} - x_{ij}\lambda)^{-1} & \text{if } x_{ij} > 0 \\
0 & \text{Otherwise}
\end{cases}
\]

(3.6)

where \(\mu_{ij}\) shows processing capacity, \(x_{ij}\) the probability of assignment of request to a server, \(\lambda\) is mean arrival rate of request in cloud system, and \(r_{ij}\) is the fraction of server resources assigned for processing the assigned tasks. In order to provide QoS as per the SLA, a data center allocates sufficient resources such that \(R^t \leq D_{sla}\) where \(D_{sla}\) are the service delivery deadlines specified in SLA.

The system profit, a difference of revenue and expense, depends on the number of requests serviced according to SLA and the cost of power consumed while servicing these requests. The revenue and expense functions for cloud computing system are as per (3.7) and (3.8) respectively.

\[
Rev = \lambda(\zeta - \delta \sum_{i \in N} \sum_{j \in K} \frac{x_{ij}}{r_{ij}\mu_{ij} - x_{ij}\lambda})
\]

(3.7)

\[
Exp = \sum_{i \in N} C_i^t P_{dc,i}
\]

(3.8)
The cloud controller tries to simultaneously maximize revenue and minimize expenses in an effort to maximize profit. The optimization problem is given as following:

\[
\begin{align*}
    \text{max } & \text{Rev} \\
    \text{min } & \text{Exp} \\
\end{align*}
\]

Subject to:
\[
\begin{align*}
0 \leq x_{ij} \leq 1 & \forall i, j \\
0 \leq r_{ij} \leq 1 & \forall i, j \\
R_t \leq D_{sla} & \forall i, j \\
x_{ij} \lambda < r_{ij} \mu_{ij} & \forall i, j \\
T_{in} + \max\{D_{dc,i} P_{dc,i}\} < T_{max} \\
SI < 1 \\
V_{min} \leq V_i \leq V_{max}
\end{align*}
\]

The optimization objectives are conflicting and the functions are nonlinear. However, if one decision variable is fixed, the objective is modeled as a convex function. Therefore, we take an iterative approach and optimize the request dispatch and resource allocation in successive phases. The constraints on the optimization problem come from both the data center and the power grid domains. The first two specify bounds on the decision variables, whereas the third is QoS constraint to ensure the system meets response time requirements specified in SLA. Next is the resource constraint that allows for allocating adequate resources to provide services as per SLA. The fifth one is the thermal constraint; it safeguards against a rise in the server temperature beyond permissible limits due to consolidation. The last two are the operational constraints from the power grid. \(SI\) is the voltage stability index, and the last constraint deals with voltage levels on power buses. These constraints ensure that the data center optimization does not cause instability in the power network, and voltage levels stay in permissible bounds.

### 3.4 Proposed Solution

Given conflicting objectives, the optimization transforms into Pareto optimality. Thus, solutions are selected based on Pareto dominance. We propose a multi-level technique that uses a multi-objective evolutionary optimization algorithm called SPEA-II \[63\] at lower level for simultaneous optimization of both objectives. However, even the lower-level algorithm is not a direct variant of SPEA-II; rather, it involves multiple additional components like a custom diversity-oriented initialization and constraints handling and genetic operations. Figure 3.2 shows the salient steps of the proposed algorithm. Next, we describe various algorithmic components.
Algorithm: Optimization Approach

Require: System parameters, power network data, initial guess for $r_{ij}$ or $x_{ij}$
Ensure: Pareto optimal request routing schedule ($x_{ij}$) and resource allocation configuration ($r_{ij}$)

1: while $\Delta \text{Profit} > \epsilon$ do
2: \hspace{1em} \textbf{Step 1: Optimize request routing given $r_{ij}$}
3: \hspace{2em} Execute CORE BLOCK \hspace{2em} \triangleright \text{Steps 9 - 20}
4: \hspace{2em} $x_{ij} \leftarrow$ Pareto front member with maximum profit
5: \hspace{1em} \textbf{Step 2: Optimize resource allocation given $x_{ij}$}
6: \hspace{2em} Execute CORE BLOCK \hspace{2em} \triangleright \text{Steps 9 - 20}
7: \hspace{2em} $r_{ij} \leftarrow$ Pareto front member with maximum profit
8: end while

9: \textbf{procedure Core Block}
10: \hspace{1em} Generate initial population — $x_{ij}^1$ or $r_{ij}^2$
11: \hspace{2em} for all $i \in \text{generations}$ do
12: \hspace{3em} Run load flow\footnote{May be performed by power grid and state information shared with the data center.}
13: \hspace{3em} Determine voltage stability index $SI$
14: \hspace{3em} Invoke constraint handling procedure
15: \hspace{3em} Perform environmental selection
16: \hspace{3em} Run hybrid recombination operation
17: \hspace{3em} Apply mutation
18: \hspace{2em} end for
19: \hspace{1em} Return Pareto front
20: end procedure

\footnote{Decision variable in request routing optimization. \footnote{Decision variable during resource allocation optimization.}}

3.4.1 Constraints Handling

We employ a hybrid constraint handling approach that uses two approaches for two phases of the algorithm. We use self-adaptive penalty approach\footnote{Self-adaptive penalty approach} for the request dispatch and constrained dominance\footnote{Constrained dominance} for the resource allocation optimization.

The self-adaptive penalty function approach\footnote{Self-adaptive penalty function approach} adaptively varies penalty depending upon the number of feasible solutions during each generation of evolution. First, when no feasible member exists, the scheme uses the violation magnitude to penalize infeasible individuals. Next, if feasible solutions are less, it applies a higher penalty on the infeasible...
ble solutions with a greater violation. Subsequently, as the feasible solutions increase in number, it penalizes solutions with poor objective value more severely.

The constrained dominance approach [78] uses a binary tournament to select solutions based on the constrained dominance. A solution $s_i$ is said to constraint dominate another solution $s_j$, if any of the following conditions is true: first, solution $s_i$ is feasible and $s_j$ is not, second, solution $s_i$ and $s_j$ are both infeasible, but solution $s_i$ has smaller constraint violation, and third, both solutions are feasible, but solution $s_i$ dominates solution $s_j$.

### 3.4.2 Initial Population

The initial population impacts the convergence of an algorithm, and its size determines the size of the Pareto front. Diversity in initialization helps an algorithm to explore search space rigorously and evolve to the best solutions. For this work, we generate the initial population from a uniform distribution. The population includes 10% infeasible solutions. The remaining feasible solutions constitute two equal-sized groups. The first group, biased toward the first objective, comprise solutions with better revenue. In contrast, the second group includes solutions that produce the highest expenses. The initialization scheme is designed to promote diversity in the evolved solutions.

### 3.4.3 Environmental Selection

During each iteration, the algorithm evaluates the objective values and determines the fitness for each member of the current population. The fitness has two components, i.e., the domination strength or the frailty and the solution density. The frailty is a measure of the number of elements dominated by the solutions which dominate the solution under consideration, whereas density is a distance measure of a solution from its $k$th nearest neighbor. The fitness of the $i$th solution is as

$$
\text{fitness}_i = \frac{1}{(\text{frailty}_i + \text{density}_i)}
$$

The algorithm maintains two types of population, the current $P$ and the elite population $\hat{P}$. At the start, the elite pool is empty. After current population members are assigned fitness, $|\hat{P}|$ nondominated solutions with the highest fitness are copied to the elite set. If the number of nondominated solutions are less than $|\hat{P}|$, the unfilled pool is filled with best-dominated solutions. As the population evolves, $\hat{P}$ is updated with best-nondominated solutions from the set $P \cup \hat{P}$. If the size of updated $\hat{P}$ exceeds $|\hat{P}|$, then the weak individuals are removed from the elite set using the truncation operator. The operator, while removing the weak member, considers the region’s density where the solution resides. The solutions from most dense regions are removed first to enhance diversity in the Pareto front.
After filling the elite set, mating pairs are selected to undergo genetic operations, using the binary tournament. For this, two elite pool members are randomly drawn each time, their fitness values are compared, and the superior contestant is selected. The scheme chooses the fittest members of each generation. An individual participates in the tournament with probability $1/|\hat{P}|$.

### 3.4.4 Genetic Operations

Elite group members undergo two genetic operations. The first operation is a hybrid crossover that comprises single-point crossover [81] and simulated binary crossover [82] and next is the mutation.

In a single-point crossover, each pair swap their decision variables to the end of a chromosome, starting at a random index, thus producing two child solutions. Next, we apply the simulated binary crossover (SBX) [82] to newly created offspring. SBX demonstrates the best performance for problems with nonbinary decision variables, as is our case.

Mutation operation helps the evolutionary algorithms explore search space rigorously and avoid being stuck in a local optimum. In this work, we generate mutated individuals from a normal distribution whose mean is at the individual being mutated.

### 3.4.5 Solution Selection

During each iteration, multiple Pareto optimal solutions emerge as a Pareto front, as shown in Fig. 3.3. In the request assignment phase, Pareto fronts are sparse, indicating hard constraints, whereas, in the resource allocation phase, they are relatively dense, indicating more solutions comply with the constraints. A feasible solution with the highest profit is selected and used as an algorithm parameter for the subsequent phase. The selected solutions are updated if the increase in profit, from the algorithm’s previous run, is more than a threshold. Finally, obtained feasible solutions in the form of the Pareto front are used as a request assignment schedule and resource allocation configuration for the cloud.

### 3.5 Performance Evaluation

We test the proposed algorithm’s performance in a cloud computing system comprising five data centers with 500 servers. The data centers are connected to buses 2—6 of a smart grid represented by the IEEE-33 bus system [95]. Table 3.1 shows system simulation parameters along with the distributed generation in a given operation window. The load from other sources for buses with data centers is as per [95]. Next, we set the base electricity price $C_b$ as same, i.e., 0.3, for all data centers to evaluate algorithm performance under real time.
load dependent pricing specifically. We evaluate the algorithm at three levels of computing load, i.e., low, medium, and high. The system utilization ($\rho$) for these levels is set at 0.3, 0.6, and 0.9. The rate of request arrival $\lambda$ in the cloud system is calculated from $\rho$ as $\lambda = \rho \sum u_{ij}$.

### 3.5.1 Performance Comparison

In this section, we evaluate algorithm performance compared to the baseline approach which is an identical algorithm except that it is insensitive to energy prices. The baseline algorithm follows a fixed assignment schedule irrespective of the energy prices and only

<table>
<thead>
<tr>
<th>Table 3.1: Simulation Parameters</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Evolution parameters</strong></td>
</tr>
<tr>
<td>Population size</td>
</tr>
<tr>
<td>Generations</td>
</tr>
<tr>
<td>Crossover Probability</td>
</tr>
<tr>
<td>Mutation Probability</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Distributed generation</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Bus</strong></td>
</tr>
<tr>
<td>3</td>
</tr>
<tr>
<td>18</td>
</tr>
<tr>
<td>33</td>
</tr>
</tbody>
</table>
tries to optimize resources.

The first experiment investigates the impact of real time price changes on the cloud computing system’s revenue and expenditure. As we can see from (3.7), system revenue is independent of the cost of the energy and is solely a function of requests serviced according to the SLA. Therefore, changing energy prices do not affect revenues. On the other hand, Fig. 3.4 shows a direct relationship between the energy price and cloud system expenses. As the energy price increase, the data center expenses increase as well. The results, Fig. 3.4 show that the proposed algorithm meets the objective of expense minimization much better than the baseline approach.

In the second case we analyze the effectiveness of the proposed algorithm to maximize data center profit under dynamic pricing scenario in a bulk power network. We compare system profit for the proposed and the baseline algorithms with changes in power prices. The results are shown in Fig. 3.5. The analysis indicate a decrease in profit as the price of electricity increases due to increasing expenses. The proposed algorithm maximizes the profit better than the baseline as it shifts computing loads with the price changes to areas with lower power tariffs. On the other hand, the baseline approach that does not consider electricity in routing requests demonstrates a lower profit.

### 3.5.2 Voltage Stability

This experiment analyzes the impact of data center resource and request optimization on power network stability by investigating voltage stability index. The index is plotted in Fig. 3.6 for three solutions selected from two extremes and the middle of a Pareto front. The stability index in all cases is well below the unity value indicating that the algorithm meets network stability constraints during optimization.

![Figure 3.4](image)

**Figure 3.4:** Comparison of normalized expense of the proposed and baseline approaches under low, medium, and high load conditions
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Figure 3.5: Comparison of normalized profit of the proposed and baseline approaches under low, medium, and high load conditions.

Figure 3.6: Voltage stability index for three Pareto optimal solutions from two extremes and middle of a Pareto front.

### 3.5.3 Voltage Profile

This experiment analyses the impact of data center optimization on the power networks’ bus voltage profile. We select three representative solutions from two extremes and the middle of a Pareto front. The extremes represent solutions with lower revenue and higher expenses and vice versa. In all cases, as shown in Fig. 3.7, the bus voltages are closer to unity, which indicates that the data center optimization follows power network constraints and does not hamper network stability.
Figure 3.7: Voltage profile for three Pareto optimal solutions from the initial, middle and end parts of the front.

3.6 Conclusion

Power network state aware optimization of resource allocation and request routing in geo-distributed data centers maximizes data center profit. It also enables the power grid to reduce operation costs, integrate renewable sources, and stabilize power supply. An integrated approach that considers energy prices, grid stability, server temperature, and QoS is investigated. The proposed evolutionary optimization based multi-level algorithm simultaneously maximizes data center revenue and minimizes expenses, thus achieving higher profit. Simulation results prove that the proposed technique is effective; it maintains a higher profit over a broad range of price variations and cloud utilization levels. We intend to enhance the system model by incorporating the deactivation of the underutilized servers in the future.
Chapter 4

Optimizing Energy Donation for Service Restoration in a Power Distribution System

Natural hazards and technical malfunctions often cause widespread outages of power networks that can affect the communities and critical infrastructures. Microgrids with distributed power generation and backup storage can help mitigate some of these devastating effects. However, not many communities and infrastructures are equipped with energy storage or alternative power generation mechanisms. In an hour of need, microgrids may help needy neighbors or critical communities, such as hospitals, by donating or trading surplus capacity. Energy donation in a smart grid is a viable and highly effective restoration option to mitigate the effects of a disaster. In this chapter, we propose a pioneering framework for enabling energy donation in a smart grid during a crisis when the main supply is cut off. The proposed algorithm allocates energy using rationing and back-filling approaches to utilize the limited supply optimally. It does so by catering to the load critically and users’ historical contribution during restoration. The proposed algorithm is based on an evolutionary optimization technique that maximizes social welfare and minimizes losses while satisfying the resource and the network constraints. The extensive simulation results ascertain the effectiveness of the proposed approach across a myriad of system parameters.

4.1 Introduction

Climate change and the resultant extreme weather events have a significant impact on power systems. The power grid, designed to operate under stable weather conditions, is exceedingly vulnerable to severe weather. Hurricanes with powerful winds and rains can be devastating, while extremes of heat or cold result in overloading the systems; hence, they cause equipment failures. Likewise, snowstorms and wildfires are the other major causes
of power system interruptions. A more recent example of weather-related interruptions is Public Safety Power Shut-off (PSPS) [96], where power is turned off for public safety when heightened fire risk exists. This intentional power interruption in California affected 600,000 users in 2019 and caused estimated losses of $2.5 billion to the economy [97]. The phenomenon may impact communities beyond the high fire-prone neighborhoods if they rely upon a power line that runs through an area experiencing gusty winds and dry conditions. In addition, weather events pose long-term risks to power systems’ operation as the hardening of infrastructure is likely to take years and is often cost-prohibitive [98].

In the aftermath of a disaster, the power distribution system splits into islands that generally have an intact network but no connection to the central generation. However, a limited supply from distributed energy resources (DERs) in the form of microgrids may be available that the grid can use for speedier localized restoration [45]. Given a disaster, the local power supply often falls short of demand, so the operators prioritize restoring the critical loads. Naturally, the hospitals and public safety installations come first, whereas ordinary neighborhoods get the lowest precedence. Still, extended power outages may have life-threatening consequences in some situations. In this context, to render relief, the grid must adopt an energy allocation policy that maximizes coverage with the limited supply, prioritizes restoration of the critical load, and is fair to incentivize participants successfully. It must also consider resource and distribution system constraints to cater to a highly unstable post-disaster distribution network.

A disaster may encourage or invigorate prosocial behavior in a community, thereby increasing a collective desire to assist those in need [99]. The grid can tap this emphatic sentiment to crowdsource energy for restoration. MGs with surplus capacity may share their excess energy either by donating or trading. The energy can be utilized to restore service to the critical load and provide relief to those without alternate power arrangements. Thus, energy donation in the smart grid is a viable and highly effective option for mitigating disaster effects. We propose a novel approach that enables and optimizes energy donation. Essentially, our approach optimally uses limited energy to restore critical load and achieve social welfare while building upon the economic and market aspects fairly and equitably. The work, including the problem formulation and solution, is novel and unprecedented.

In a smart grid, energy sharing or trading takes place directly among peers —users, houses, MGs. For example, [15, 16, 36, 38] proposed direct energy sharing among multi-microgrids. [39] studied peer-to-peer energy trading among users within a microgrid, and [40, 42] explored sharing of energy among neighbouring homes. In other cases, the sharing or trading are facilitated by a central entity, e.g., a DSO [15, 16, 43]. Here, the controller manages energy allocation and transactions from DERs to loads thereby avoiding problem caused by uncoordinated energy exchanges [44]. However, many contemporary works have overlooked critical aspects of restoration in both scenarios, particularly when supply is limited. For example, [15, 16] ignored distribution systems’ operational constraints so their
solution may destabilize distribution system. Furthermore, neither works used a pricing mechanism, so all transactions carry the same value irrespective of supply-demand conditions. It adversely affects the fairness and thus lowers the incentive for the participants. In contrast, Kim et al. [36] handled power balance and network constraints but did not address prioritized allocation. Another issue across these schemes is their sole focus on the participants’ benefit rather than the collective interest of the community affected by a disaster. For example, in [40–42] houses participate in trading as long as the payoff is significant; otherwise, they defect.

Similarly, traditional restoration approaches become ineffective when supply from the central generation is not available [45]. So, a body of research exists that have studied DER-based restoration after a high impact event [45–50]. For example, Xu et al. [46] utilized microgrids’ resources to restore critical loads when utility power is interrupted. They form a minimum length restoration tree rooted at the closest MG that can provide sufficient energy to restore a load group. Similarly, [47] adopted a two-level restoration approach in that they establish restoration paths followed by restoration through solving a linear program. An identical approach in [48] used a spanning tree to divide the distribution system into microgrids and restore the critical loads utilizing locally available combined heat and power units. Authors’ prior work [43] presented a restoration technique using energy crowdsourced through donation or trade. We formalize and extend the underlying donation framework in this manuscript.

In contrast to these notable efforts, the proposed scheme is highly flexible and comprehensive. It offers multiple energy allocation criteria, uses a valuation system to appraise energy transactions according to the supply-demand gap, and determines user contribution based on allocation and energy value. In addition, the scheme tries to maximize coverage beyond critical loads to provide relief to the maximum users. Most importantly, it captures resource and network constraints into the allocation process to address stability issues prevalent in post-disaster networks.

The chapter proposes an energy donation framework for service restoration in a post-disaster distribution system. We formulate energy donation as a multi-objective constrained optimization problem and devise an evolutionary technique-based algorithm to solve it. The proposed approach utilizes the Strength Pareto Evolutionary Algorithm (SPEA-II) [63] as the base framework and adapts it to devise an algorithm. The technique finds Pareto optimal solutions for energy allocation to microgrids against their demand considering service priorities, contribution, and system objectives.

The proposed algorithm maximizes social welfare and minimizes losses while satisfying the resource and power network constraints. Specifically, the chapter’s key contributions are as follows: First, we design an effective algorithm that uses an evolutionary technique to optimize energy donation in an islanded post-disaster distribution network with multi microgrids. Second, the algorithm embeds an allocation technique that uses rationing and
back-filling strategies to cater to the supply-demand gap, maximize coverage, and prioritized allocation considering load criticality and historical contribution of a microgrid. Third, we propose a commodity valuation-driven contribution mechanism for appraising energy transactions based on energy availability through donation and trade processes. Fourth, the proposed algorithm includes a problem-specific operator to partially repair infeasible solutions in recombination and mutation stages of the evolution. The framework is fair over an extended operation horizon. Finally, the chapter includes extensive simulation results that ascertain the effectiveness of the proposed approach.

The rest of the chapter is organized as follows: Section II presents the problem formulation and Section III elaborates on the design of the proposed optimization scheme and its operation. Performance evaluation and analysis of results are presented in section IV. Finally, section V concludes the chapter and highlights future work directions.

4.2 Problem Formulation

The microgrids with surplus supply donate or trade electricity to help needy neighbors. The energy donors make charitable donations or may receive some benefits in return. The rewards may take different forms, e.g., an increased reputation for getting subsidized or priority services from the local community or the grid. In another scenario, a microgrid may trade its surplus with the grid for later use once the main grid restores. The framework is fair over an extended operation horizon. Next, we specify assumptions and give the formulation of the donation problem.

4.2.1 Network Model

We consider a radial distribution system represented as graph $G(W, E)$ where $W$ is the set of nodes and $E$ is the set of branches. The distribution system operates in island mode with most of the infrastructure intact but no connection to the central generation. The network comprises $N$ microgrids interconnected by the branches $E$. MGs have local backup storage and generation from solar, wind, and limited supply from a small brown energy source. We assume a system controller or donation coordinator, which, together with local microgrid controllers, enables a two-way exchange of electricity. Moreover, the system controller matches the peers using relevant techniques considering voltage issues at local level [100][101]. MGs have data on their historical demand and locally available energy. The layout of the donation network is given in Fig. 4.1. The systems’ operation horizon $T$ comprises $n$ slots normalized to unit time so that we can use power and energy interchangeably.

Let $g_i$ and $d_i$ be the local generation and demand of $ith$ MG during a given operation slot. A microgrid donates or trades energy if $g_i > d_i$ or borrows it if $g_i < d_i$. Let $N^c$ be the
group of MGs with surplus and $N^c$ be the group with deficient supply, then, for a given slot, the relationship $\emptyset = N^s \cap N^c$ holds. The set $N^s$ comprise the donors $N^{sd}$ and $N^{st}$ traders. In each operation window, based on their local supply and individual demand, MGs pledge the amount of energy they can provide to the donation controller or publish their demand if they require energy to meet their needs.

We consider two kinds of energy contributions to the system: first, a philanthropic donation $E_d$ and second, energy supply available through trade $E_t$. The net amount of energy available for exchange during $j$th window is as follow:

$$E_{net}^j = E_d + E_t$$

(4.1)

where $E_d := \sum_{i \in N^{sd}} E_{dij}$ and $E_t := \sum_{i \in N^{st}} E_{tij}$ are the energy donation or energy traded by $i$th microgrid during $j$th operation window, respectively.

### 4.2.2 Commodity Valuation and User Contribution

The framework adopts a commodity valuation based system to determine the intrinsic value of an energy transaction [15,102]. The energy value depends on the supply conditions, i.e., net pledged energy from all microgrids in an operation window. Let $v_d$ and $v_t$ be the commodity values for an energy donation and trade transactions, respectively. The value $v_d$ may be zero or some value mutually decided by the donor and the utility, but it is always less than $v_t$. Given the two commodity values and the amount of energy available,
we define a new rationalized value $V_{rat}^j$ for each window as follow:

$$V_{rat}^j = \frac{v_d E_d^j + v_t E_t^j}{E_{net}^j} \text{ s.t. } v_d \leq V_{rat}^j \leq v_t$$ (4.2)

Next, the historic contribution depends on two factors, i.e., the amount of energy exchanged and commodity value in a given time slot. The historical contribution $c_i$ of an MG is given as:

$$c_i = \sum_{j \in T} sgn(\alpha) V_{rat}^j E_{ij} \forall \alpha \in \{1, 0, -1\} \& i \in N$$ (4.3)

where $E_{ij}$ is the energy transaction, $T$ is the operation horizon across which the donation controller maintains contribution data. The parameter $\alpha := \{1, 0, -1\}$ indicates the type of transaction namely trade, donation, or borrowing, respectively.

The donors’ contribution value may be zero across the operation horizon, whereas it accumulates for the trading microgrids. The grid compensates them once they require energy. When a microgrid receives energy, its reputation reduces correspondingly in relation to the amount of energy and the commodity value. A reduced reputation lowers future allocation priority, discouraging MGs from cheating by artificially raising demand in a given operation slot.

### 4.2.3 Energy Allocation

This work provides a flexible mechanism to allocate energy to a demanding microgrid based on the criticality of load they serve, historical contribution, or a composite index based on their combination.

From the criticality point of view, the load may have varying impacts on the functioning of public services, so they are assigned different service priorities. For example, a hospital located in the area may need the energy to take care of the patients, a pumping station to supply water to households, and a gas station to provide fuel to the rescuers. Moreover, the duration of being without an electric supply is another important factor in determining the need for a microgrid. For example, suppose an area is without supply for an extended period. Then, the people may drain out batteries of their communication devices and even medical aids, which may have life-threatening consequences in an emergency. Therefore, the load criticality requires due consideration in energy allocation. On the other hand, the faithful members of the system need compensation in the hour of need; therefore, the donation framework accounts for the historical contribution along with the load criticality. For implementing load priority or contribution-aware allocation, the system controller uses the rationing approach.

Given a crisis, generation falls short of the demand thus the energy allocation in this situation is a bankruptcy case. The coordinator rations the resource among the demanding...
microgrids (agents) each with an individual demand (claim) and priority (weight) of the allocation \(103\). Generalized rationing problem is given as

\[
(N, E_{net}^j, \vec{D}) \text{ s.t. } 0 \leq E_{net}^j \leq \sum d_i \text{ and } 0 \leq d_i \forall i \in N
\] (4.4)

where \(N\) is the number of agents, \(E_{net}^j\) is the energy resource to be distributed, and \(\vec{D}\) is the vector of claims. The solution to the problem is vector of shares \(\vec{Y}\) of each agent such that

\[
\sum y_i = E_{net}^j \text{ and } y_i \leq d_i \forall i \in N
\] (4.5)

where \(y_i\) is the individual share, an agent gets against its demand \(d_i\).

For allocation, the system solves the rationing problem in two steps. In the first phase, it uses the uniform gains rationing method \(103\). Particularly, it employs the weighted version of the method to prioritize servicing critical loads and recompense faithful subscribers. The weighted rationing assigns more significant weight to a user with a higher priority of claim in contrast to the uniform gains where equals get an equal share. The formulation for the first step is described next.

Given power network consisting of \(N\) microgrids with individual demand \(\vec{D} := \{d_1, d_2, d_3, \ldots, d_N\}\)[1], historical contribution \(\vec{C} := \{c_1, c_2, c_3, \ldots, c_N\}\), and service priority \(\vec{P} := \{p_1, p_2, p_3, \ldots, p_N\}\).

We define rationing index \(R_i\) as follows

\[
R_i = \begin{cases} 
\frac{p_i}{\sum_{i \in N} p_i} & \text{if } \psi = 1 \\
\frac{c_i}{\sum_{i \in N} c_i} & \text{if } \psi = 2 \\
\frac{h_i}{\sum_{i \in N} h_i} & \text{otherwise}
\end{cases}
\] (4.6)

where \(\psi\) is the rationing basis with its values \(\{1, 2, \text{otherwise}\}\) representing load criticality, user contribution, and their combination, respectively. The parameter \(h_i\) defined as \(h_i := \gamma p_i + (1 - \gamma)c_i\) forms the hybrid allocation basis. Here \(\gamma\) is used as the weighting factor for contribution and priority. Next, using \(R_i\) and available energy \(E_{net}^j\), we solve a variation of the weighted gains problem in first step as follows

\[
e_{w} = f^w(N, E_{net}^j, \vec{D}) = \min \{R_i E_{net}^j, d_i\}
\] (4.7)

where \(f^w\) is the weighted gains rationing function and \(R_i\) the represents the weight assigned to a claim of a microgrid.

---

[1]For simplicity, we assume \(d_i = 0 \forall i \in N\) if \(g_i > d_i\).
In second step, to complete the rationing process, the system allocates the leftover energy \( E_{res}^j := E_{net}^j - \sum_{i \in N} e_w^i \) using optimization algorithm considering the objective performance, the residual demand \( d^*_i := d_i - e_w^i \), and constraints compliance. The second phase rationing is given

\[
e_i^o = f^o(N, E_{res}^j, \vec{D}^r) \tag{4.8}
\]

where \( f^o \) is the optimization function. Finally, energy allocation \( E_i \) to \( i \)th MG, is as follows

\[
E_i = \min \{e_i^w + e_i^o, d_i\} \quad \text{s.t.} \sum_{i \in N} E_i + L_i = E_{net}^j \tag{4.9}
\]

where \( L_i \) is the loss incurred to provide energy \( E_i \) to a given MG. The allocated energy comprises two components, i.e., \( e_i^w \) allocated in weighted rationing step and \( e_i^o \) allocated through optimized rationing by the optimization algorithm specified in section 4.3.

### 4.2.4 Social Welfare

Given limited supply-demand scenario, we take the aggregation based resource allocation approach where small gains for maximum individuals determine overall good of the system \[104\]. The system allocates energy to meet users’ demand. The unmet demand adds to

**Algorithm: Energy Allocation**

**Require:** Load criticality \( \vec{P} \), historical contribution \( \vec{C} \), user demand \( \vec{D} \), available supply \( E_{net}^j \) and system parameters

**Ensure:** Energy allocation \( \vec{E} := \{e_i\} \forall i \in N \)

1: 
2: \textbf{if} \( E_{net}^j - \sum_{i \in N} d_i \leq 0 \) \textbf{then}
3: \quad \text{Determine rationing index } \mathcal{R}_i \tag{4.6}
4: \quad \text{Solve weighted rationing problem } (4.7)
5: \quad \text{Determine residual energy } E_{res}^j \text{ and demand } \vec{d}^r_i
6: \quad \textbf{if } E_{res}^j \text{ & } \vec{d}^r_i > 0 \textbf{ then}
7: \quad \quad \text{Solve optimal rationing problem } (4.8)
8: \quad \textbf{end if}
9: \quad \text{Back-fill allocation } (4.9)
10: \textbf{end if}

**Figure 4.2:** Energy allocation based on load criticality, users’ historical contribution, or both using rationing and back-filling.
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**Figure 4.3:** shows a single line diagram and two bus equivalent of a radial distribution system. Next is the phasor diagram of two bus network.

the dissatisfaction. A utility function can represent users' satisfaction and aggregation of the individual utility determines the social welfare achieved with limited energy. The donation coordinator tries to maximize social welfare thus its objective can be modeled as
an optimization problem, as follows:

$$\max \sum_{i \in N^c} U(E_i)$$

subject to:

$$e^w \leq E_i \leq d_i$$

$$\sum_{i \in N^c} E_i + L_i \leq E_{net}$$

(4.10)

Where $U_i(E_i)$ is the utility achieved by $i$th user through allocated energy $E_i$. The objective has two constraints: the first restricts the coordinator to allocate energy more than the user demand, whereas the second ensures that the net allocation is at the most equal to the available energy.

User satisfaction follows the law of diminishing utility. Therefore, at a certain point, the satisfaction achieved with allocating additional units of electricity results in a smaller increase in user satisfaction. In such a case, the $U(E_i)$ takes the form of a logarithmic utility function \[105\] and is given as follows:

$$U(E_i) = \log(1 + \frac{E_i}{d_i})$$

(4.11)

The utility function has the following inherent features: 1) The function is concave on allocated energy. 2) Follows the law of marginal utility, so the rate of satisfaction decreases with the subsequent allocation of energy. 3) $U(E_i)$ is a non-negative real-valued function, as the satisfaction is never negative. 4) The satisfaction increases with an increase in allocated energy which is a function of users’ priority or contribution and the system objectives.

Next, transporting the energy to the users incurs losses that depend on allocation and network conditions. The system runs load flow to establish network parameters and determine losses for different MGs. Minimization of losses becomes critical in the backdrop of limited supply.

### 4.2.5 Power Flow

The power flows in the network are determined using a set of recursive power flow equations \[106\]. We use a single line diagram of a radial distribution system as in Fig. 4.3a to illustrate the equations. We represent line impedance as $Z = r + jx$ and the load as $P_L + jQ_L$. The real power, reactive power, and the voltage at the end of the branch
connecting node \( k \) and \( k + 1 \) are as follows:

\[
P_{k+1} = P_k - \frac{P_k^2 + Q_k^2}{V_k^2} Z - P_{Lk+1}
\]

\[
Q_{k+1} = Q_k - \frac{P_k^2 + Q_k^2}{V_k^2} Z - Q_{Lk+1}
\]

\[
V_{k+1}^2 = V_k^2 - 2(r_k P_k^2 + x_k Q_k^2) + (r_k^2 + x_k^2) \frac{P_k^2 + Q_k^2}{V_k^2}
\]

where \( P_k, Q_k \) are the real and reactive power at the receiving end of the branch \( k, k + 1 \), \( V_k \) is voltage magnitude at node \( k \) whereas \( P_{Lk+1}, Q_{Lk+1} \) are the active and reactive load connected to bus \( K + 1 \) and \( \frac{P_k^2 + Q_k^2}{V_k^2} Z \) is the loss on the branch.

### 4.2.6 Distribution Losses

The distribution network has high resistance to reactance (R/X) branch ratios which cause higher losses. Moreover, lack of voltage regulation and poor feeder configurations may further worsen the situation. More importantly, minimizing losses is essential due to supply scarcity in a post-disaster distribution system. Therefore, the donation controller, while allocating the energy, tries to minimize network losses, given as follow

\[
\mathcal{L}_k = \frac{P_k^2 + jQ_k^2}{|V_k|^2} R_k \quad \forall k \in \mathcal{W}
\]

### 4.2.7 Voltage Stability

Excessive losses increase post-disaster distribution networks’ vulnerability to voltage collapses. A major collapse can happen if the load overshoots permissible limits and the network does not compensate for the real and reactive power. The utilities use the voltage stability index to monitor and compensate for real and reactive power.

Several recent works have analyzed voltage instability in distribution systems and proposed approaches for determining network stability indices [91, 93, 94, 107, 108]. For this work, we use the index proposed in [94]; the method is suitable for an active distribution network as it caters to the distributed generation and the voltage angle variations. To illustrate formulation of the voltage stability index, we use a two bus equivalent, Fig. 4.3b, and phasor diagram, Fig. 4.3c, of the radial distribution system shown in Fig. 4.3a. For a simple two bus network, the losses are:

\[
P + jQ = I^2(r + jx)
\]

and the current is given as:

\[
I = \frac{V_s \angle \delta_s - V_r \angle \delta_r}{r + jx}
\]
\[ V_s \angle \delta_s = V_s (\cos \delta_s + j \sin \delta_s) \]
\[ V_r \angle \delta_r = V_r (\cos \delta_r + j \sin \delta_r) \]  \hspace{1cm} (4.16)

From (4.14) and (4.15), we have
\[(V_s \angle \delta_s - V_r \angle \delta_r)^2 = (P + jQ)(r + jx) \]  \hspace{1cm} (4.17)

The complex power at the receiving end of the bus,
\[ S_L = V_r I_r^* \]  \hspace{1cm} (4.18)

\[ V_r = V_s - I_r Z \]  \hspace{1cm} (4.19)

where
\[ I_r = \frac{P_L - jQ_L}{V_r^*} \]  \hspace{1cm} (4.20)

with power compensation from DG, we re-write (4.20)
\[ I_r = \frac{(P_L - P_G) - j(Q_L - Q_G)}{V_r^*} \]  \hspace{1cm} (4.21)

From above we can drive following relationship for the real and reactive power:
\[ P_L - P_G = \frac{|V_s||V_r|}{V_r^*} \cos(\theta - \delta_s + \delta_r) - \frac{|V_s|^2}{Z} \cos \theta \]  \hspace{1cm} (4.22)

\[ Q_L - Q_G = \frac{|V_s||V_r|}{V_r^*} \sin(\theta - \delta_s + \delta_r) - \frac{|V_s|^2}{Z} \sin \theta \]  \hspace{1cm} (4.23)

From (4.22), we get
\[ |V_r|^2 - \frac{|V_s||V_r|}{V_r^*} \cos(\theta - \delta) + \frac{Z(P_L - P_G)}{\cos(\theta)} = 0 \]  \hspace{1cm} (4.24)

where \( \delta = \delta_s - \delta_r \) and \( \theta \) is the impedance angle. The equation (4.24) is quadratic and for stable node voltages, it should have real roots, i.e. discriminant \( B^2 - 4AC > 0 \). The voltage stability index for a generalized system with \( N \) buses is given as follows:
\[ SI = \frac{4r_{ij}(P_L - P_G)}{[|V_i||\cos(\theta - \delta)|]^2} \leq 1 \forall i, j \in \mathcal{W} \]  \hspace{1cm} (4.25)

where \( r_{ij} \) is the effective line resistance between nodes \( i \) & \( j \) and \( V_i \) is the sending end node voltage. During optimization, after allocating energy, the algorithm determines the SI value for every bus. If the index approaches to unity, it sheds some load or in other words reduces allocation and re-evaluates the stability.
4.2.8 Optimization Objectives

During the second phase rationing (4.8), the fundamental goal of the donation coordinator is to optimally allocate residual energy to fully or partially restore user loads and thus mitigate the effects of a disaster. The realization happens in the form of two objectives, i.e., achieving maximum social welfare measured in terms of users’ satisfaction or minimize unserviced load and minimize the losses. Besides, the framework incorporates resource and network constraints for stable distribution system operation. Combining the two objectives (4.10) and (4.13), the optimization problem is given as:

\[
\begin{align*}
\text{max } & \sum_{i \in N^c} U(E_i) \\
\text{min } & \sum_{i \in W} L_i \\
\text{subject to: } & \\
& e^w \leq E_i \leq d_i \forall i \in N^c \\
& \sum_{i \in N^c} E_i + L_i \leq E_{net} \\
& V_{min} \leq V_i \leq V_{max} \forall i \in W \\
& SI_i \leq 1 \forall i \in W
\end{align*}
\]  

(4.26)

As the system tries to increase welfare by increasing allocated energy to users against demand, the distribution losses also increase. Therefore, both objectives are conflicting; in this scenario, the notion of optimality transforms into Pareto-Optimality.

4.3 Proposed Solution

The proposed solution is an evolutionary algorithm based upon a higher-level heuristic, as shown in Fig. 4.4. The algorithm starts with solving the weighted rationing problem; next, it generates the initial population and runs power flow analysis to assess the impact of the generated solutions on network operations. Then, the evolution continues until the maximum generation limit reaches.

The optimization problem (4.26) is a multi-objective-constrained optimization case with conflicting objectives—maximization of welfare and minimization of loss. A constrained
multi-objective problem is mathematically represented as follows:

\[
\begin{align*}
\min f_i(x) &= f_i(x_1, x_2, \ldots, x_n) \quad \forall i \in 1, 2, \ldots, p \\
\text{subject to:} \\
g_j(x) &= g_j(x_1, x_2, \ldots, x_n) \leq 0 \quad \forall j \in 1, 2, \ldots, q \\
h_j(x) &= h_j(x_1, x_2, \ldots, x_n) = 0 \quad \forall j \in q + 1, 2, \ldots, m \\
x_k^{\min} &\leq x_k \leq x_k^{\max} \quad k \in 1, \ldots, n
\end{align*}
\]

(4.27)

The formulation (4.27) involves \( p \) objective functions, \( f_i(x) \), defined over an \( n \) dimensional search space \( \mathbb{R}^n \) with upper and lower bounds given by \( x_k^{\min} \) and \( x_k^{\max} \). The objectives, may be conflicting, are simultaneously optimized subject to \( q \) inequality and \( m - q \) equality constraints. In (4.27), \( g_j(x) \) and \( h_j(x) \) are \( j \)th inequality and equality constraints, respectively. The constraints restrict the solutions to the feasible regions.

For an optimization problem with multiple conflicting objectives, the optimization transforms into Pareto optimality that is defined based on the dominance relationship between feasible solutions. For example, given two solutions, \( x_i \) and \( x_j \) in a feasible design space \( S \), the dominance relationship is as follow:

\[
\begin{align*}
x_i &\preceq x_j \text{ iff } \\
f_i(x_i) &\leq f_i(x_j) \quad \text{for } i \in 1, 2, \ldots, p \\
f_i(x_i) &< f_i(x_j) \quad \text{for at least one } i \in 1, 2, \ldots, p
\end{align*}
\]

(4.28)

So, solution \( x_i \) is said to dominate solution \( x_j \) if \( x_i \) is no worst than \( x_j \) in all objectives and solution \( x_i \) is better than \( x_j \) in at least one objective. Such non-dominated solutions in a feasible space are called Pareto optimal. In other words, for \( x_i \) to be Pareto optimal point, no other point exists in the feasible design space \( S \) that improves at least one objective function while keeping others unchanged. The non-dominated solutions evolve in the form of Pareto fronts (PF), as in Fig. 4.12.

The basis of the proposed algorithm is built on the principles of a multi-objective evolutionary optimization algorithm called SPEA-II [63]. SPEA-II has been reported to be effective in a diverse set of problems. It operates on a set of initial candidate solutions iteratively, applying natural selection based on fitness, removing weak members, and introducing randomness through mutation, resulting in gradual evolution. The fitness assignment function guides the selection operation, and the genetic operations are used to produce new offspring. The base framework of SPEA-II, including initial population selection, the fitness assignment, and the genetic operations, must be adapted according to the nature of the problem. More importantly, the framework does not have a constraint handling mechanism, but constraint handling is fundamental for most practical problems. Therefore, the proposed algorithm is not a direct SPEA-based technique. Instead, ours is a higher-level algorithm that systematically employs SPEA-II to determine optimization.
Besides, the SPEA-II component, with its parameters and evolution process, is designed with several problem-specific steps, including constraints handling approach, techniques for determining the initial population of the solutions, and genetic operators specific to this problem. The main steps of the proposed technique are given in Fig. 4.4. We describe these algorithmic components in the following sections.

4.3.1 Constraints Handling

The donation problem has both equality and inequality constraints. The bounds on the decision variables take the form \( 0 \leq E_i \leq d_i \) and are different for each element, which contrasts with the box constraint, where all features of a chromosome have the same upper and lower bounds. Therefore, due to the equality constraint and the varying bounds, the probability of feasible solutions is very low, making constraint handling a challenging task. In this work, we adopt the constraint dominance \[78\] approach to handle constraints. The method is widely used because of its performance and simplicity.

The constraint dominance algorithm uses a constrained binary tournament to select a solution based on its dominance status, i.e., a solution \( s_i \) is said to constraint dominate solution \( s_j \) if any of the following conditions are true: first, \( s_i \) is feasible and \( s_j \) is not, second, both solutions are infeasible, but \( s_i \) has smaller constraints violation. Third, both are feasible, but \( s_i \) dominates \( s_j \).

4.3.2 Initial Population

The composition of the initial population impacts the diversity of solutions, the size of the Pareto front, and algorithm convergence, especially in constrained optimization problems. For this work, the initial population includes 20% infeasible solutions \[80\], while the remaining comprises two equal-sized sets of feasible individuals. The solutions in the first group are biased towards the first objective, thus produce higher welfare. In contrast, the second set with a bias towards the second objective renders higher losses. The initialization scheme aims at building diversity and thus evolving to more diverse solutions. A snapshot of chromosome composition representing energy allocation is shown in Table. 4.1.

<table>
<thead>
<tr>
<th>MG</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>...</th>
<th>( N - 2 )</th>
<th>( N - 1 )</th>
<th>( N )</th>
</tr>
</thead>
<tbody>
<tr>
<td>P</td>
<td>0.030</td>
<td>0.034</td>
<td>0.046</td>
<td>...</td>
<td>0.002</td>
<td>0.006</td>
<td>0.022</td>
</tr>
<tr>
<td>Q</td>
<td>0.013</td>
<td>0.028</td>
<td>0.016</td>
<td>...</td>
<td>0.001</td>
<td>0.007</td>
<td>0.025</td>
</tr>
</tbody>
</table>
Figure 4.4: Evolutionary technique based optimization algorithm.

1 If non-dominated solutions are less than the size of the elite pool, the best dominated solutions fill remaining members.
4.3.3 Genetic Operations

Depending on the crossover and mutation probabilities, a fraction of the whole population undergoes recombination—simulated binary crossover (SBX)\(^8\) and a mutation operation. The creation of \(mth\) features of two child solutions \(c_1\) and \(c_2\) as a result of crossover of the parents \(p_1\) and \(p_2\) is as follows:

\[
\begin{align*}
    c_1(m) &= \frac{(1 - \beta_m)x_1(m) + (1 + \beta_m)x_2(m)}{2} \\
    c_2(m) &= \frac{(1 + \beta_m)x_1(m) + (1 - \beta_m)x_2(m)}{2}
\end{align*}
\]  

where \(\beta\) is a random number generated from following probability density function.

\[
PDF(\beta) = \begin{cases} 
(1 + \eta)\beta^n/2 & \text{if } 0 \leq \beta \leq 1 \\
(1 + \eta)\beta^{-(\eta+2)}/2 & \text{if } \beta > 1
\end{cases}
\]  

Here \(\eta\) is a non-negative number generally in the range of 0 and 5\(^7\).

The next operation, mutation, helps the evolutionary algorithms explore search space rigorously and avoid being stuck in a local optimum. The mutation generates a new solution from Uniform or Gaussian distribution whose mean is either at the center of the search domain or at the non-mutated value of the individual itself\(^8\). In this work, we generate mutated solutions from a normal distribution with mean at the individual itself. For a solution \(x_i\), Gaussian mutation is given as follows:

\[
x_i(k) = \begin{cases} 
x_i(k) & \text{if } r_m > p_m \\
\max\{\min(x_{\text{max}}(k), N(x_i(k)), \sigma^2(k)), x_{\text{min}}(k)\} & \text{if } r_m < p_m
\end{cases}
\]  

where \(p_m\) is the mutation probability and \(r_m \in U[0, 1]\) is a random number generated from the uniform distribution and \(x_i(k)\) is the \(kth\) feature of \(ith\) member of the population.

The selection of crossover \(p_c\) and mutation \(p_m\) probabilities determine the fraction of the elite population participating in a crossover or undergoing a mutation. An analysis of the impact of the selection of crossover and mutation probabilities on unmet demand is shown in Fig. 4.11. The results show that when the \(p_c\) is 0.75 with \(p_m\) 0.25, the algorithm achieves the minimum unmet demand and produces the maximum feasible solutions.

4.3.4 Repair Operator

As discussed in Section 4.3.1, the probability of finding feasible solutions is extremely low. In such cases, the evolutionary algorithms employ operators\(^8\),\(^109\) to repair a fraction of infeasible solutions and make them feasible. Repair operators’ design and the
probability of replacing solutions with repaired ones depends on the nature of the problem, e.g., 5% and 15% repair and replacements are proposed in literature [84]. In this work, the proposed operator partially repairs a fraction of infeasible solutions by applying the bound constraint, followed by a back-filling process to satisfy the equality constraint. The design of the operator is as follows:

Let \( \mathcal{E} := \{e_1, e_2, e_3, \ldots, e_N\} \) be a solution produced either as result of recombination or mutation and \( \mathcal{D} := \{d_1, d_2, d_3, \ldots, d_N\} \) be the demand, repair steps are as follows

\[
e_i^r = \min\{e_i, d_i\} \quad \forall i \in \mathcal{N}
\]  

(4.32)

Next, we execute back-filing step with the residual energy \( E_{\text{res}}^j := E_j^{\text{net}} - \sum_{i \in \mathcal{N}} e_i^r \) and the residual demand \( d_i^u := d_i - e_i^r \). The residual energy is rationed among MGs based on the residual demand using uniform gains method as follow

\[
e_i^{ug} = f_{ug}(\mathcal{N}, E_{\text{res}}^j, \mathcal{D}^u) = \min\{d_i^u E_{\text{res}}^j, d_i^{rat}\}
\]  

(4.33)

where \( \bar{d}_i^u = d_i^u / \sum_{i \in \mathcal{N}} d_i^u \) is the proportional division factor. The solution elements are updated as

\[
s_i = \min\{e_i^r + e_i^{ug}, d_i^{rat}\} \quad \text{s.t.} \quad \sum_{i \in \mathcal{N}} s_i = E_j^{\text{net}}
\]  

(4.34)

In this work, we repair solutions with a 0.7 probability in the recombination stage and 0.15 during the mutation. The repair process only takes care of the bounds and the equality constraint. The SI constraint being nonlinear is left for the constraint handling approach to address.

### 4.4 Performance Measures

We test the proposed algorithm in 33-bus [95] and 69-bus [106] radial distribution systems. Each bus in the test systems is assumed to represent a microgrid. The system data and cumulative demand of the MGs are as given in [95,106]. As shown in Table 4.2, some MGs have surplus supply, whereas the others require additional energy to meet their needs. We use the method given in [89] to carry out load flow. The evolutionary algorithm parameters, including initial population, number of generation, mutation, and crossover probabilities, are set to 50, 75, 0.25, and 0.75, respectively.

#### 4.4.1 Demand, Priority, and Phase 1 Allocation

The result shows the impact of individual demand and priority on phase 1 allocation. Figure 4.5 shows third-degree polynomial curves fitted on demand, priority, and phase 1 allocation data sets. The data elements are not shown to avoid clutter. The allocation in phase 1 follows the demand and priority curves showing their influence.
### Table 4.2: Microgrids with surplus supply

<table>
<thead>
<tr>
<th>Bus</th>
<th>P</th>
<th>Q</th>
<th>Bus</th>
<th>P</th>
<th>Q</th>
</tr>
</thead>
<tbody>
<tr>
<td>3</td>
<td>0.7381</td>
<td>0.6190</td>
<td>3</td>
<td>0.1608</td>
<td>0.4019</td>
</tr>
<tr>
<td>18</td>
<td>0</td>
<td>0.0476</td>
<td>11</td>
<td>0.2130</td>
<td>0.2460</td>
</tr>
<tr>
<td>33</td>
<td>0.1190</td>
<td>0.0476</td>
<td>14</td>
<td>0.338</td>
<td>0.1112</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>17</td>
<td>0.9968</td>
<td>0.3738</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>20</td>
<td>0.3288</td>
<td>0.2809</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>26</td>
<td>0.0209</td>
<td>0.0161</td>
</tr>
</tbody>
</table>

**Figure 4.5:** Polynomial curve fitted on demand, priority, and phase 1 allocation data.

#### 4.4.2 Phase 1 vs. Final Allocation

Figure 4.6 shows third-degree polynomial curves fitted on the phase 1 and final allocation data. For avoiding clutter and see trends, elements of the data sets are not shown and a factor of 3 amplifies phase 1 allocation. The plots (a)(b)(c) show results for three solutions selected from the middle and two extremes of the Pareto front. The results show that the final energy allocation curve generally follows phase 1, but the distance varies for different members. This varying distance indicates that the algorithm allocates energy, considering the two optimization objectives besides the rationing index used in phase 1. Also, the allocation curves vary for three solutions according to the performance of Pareto optimal objectives.
Figure 4.6: Polynomial curve fitted on phase 1 and final allocations for solutions selected from middle and two extremes of Pareto front.
4.4.3 Welfare and Loss

The results in Fig. 4.7 show values of the two optimization objectives, i.e., welfare and power loss. Welfare is a function of energy a user gets against its demand. The system, while making an allocation, tries to minimize losses. The user losses vary depending on the individual allocation and resultant network conditions. For plotting, the loss values are amplified by a factor of 200; otherwise, relatively higher welfare values obscure loss values.

4.4.4 Load Priority vs. Allocation

In this experiment, we examine the impact of load priority on energy allocation to a microgrid. We compare the unmet demand when the microgrids have equal priorities and otherwise. Figure 4.8 shows six sets of microgrids from 33 and four from 69 Bus systems that have equal demand within the set. Figure 4.8(a)(c) show the results when MGs in each group have equal priority of allocation. Though the priority and demand are the same, the unmet demand varies because the system also considers Pareto Optimal objectives during allocation. In other cases, Fig. 4.8(b)(d) shows a case where the group members have different priorities. The results, in this case, also support findings from equal priority case.

4.4.5 Demand vs. Allocation

In this experiment, we examine the impact of individual demand on energy allocation to a microgrid by comparing the unmet demand when the microgrids where have equal priorities and otherwise. Figure 4.9 shows microgrids from 33 and 69 Bus systems where
Figure 4.8: Impact of load priority on allocation: Four sets of MGs with identical demand are shown, (a)(c) show the unmet demand when load priorities are equal whereas in (b)(d) priorities are different. Each one has different demand. Figure 4.9(a)(c) show the case where allocation priorities are same for all MGs and Fig. 4.9(b)(d) are for unequal allocation priorities. The unmet demand generally follows the priority and demand, but the effect is not easily discernible due to optimization.

4.4.6 Contribution vs. Allocation

In this experiment, we examine the impact of microgrid contribution on energy allocation by the system controller. Figure 4.10 shows four sets of microgrids with equal demand. In the first case, all microgrids have an equal historical contribution, but as shown in Fig. 4.10(a)(c) each user has different unmet demand. It is because the system also considers...
Pareto Optimal objectives during allocation besides contribution and demand. In the other case, Fig. 4.10 (b)(d), each microgrid have different contribution. In this case, the unmet demand varies in direct relation to contribution and also based on the Pareto optimality of the optimization objective.

4.4.7 Impact of Crossover and Mutation Probabilities

In this experiment we examined the the impact of selection of different crossover and mutation probabilities on unmet demand and number of feasible solutions. As the crossover probability increase the unmet demand remains same largely and on the contrary the number of feasible solution increase with increasing crossover probability. Figure 4.11
Figure 4.10: Impact of contribution on allocation: Four groups of microgrids with equal demand are shown. (a)(c) shows the unmet demand when users’ contributions are equal whereas in (b)(d), contributions of microgrids within each group are different. shows the results, the algorithm find maximum solutions when $p_c$ is set to 0.75 and $p_m$ to 0.25

4.4.8 Voltage Stability Index

This experiment analyses the impact of allocation on network stability in terms of voltage stability index. Figure 4.13 shows the voltage stability index in IEEE-33 and IEEE-69 bus systems for three representative solutions. The solutions include two selected from the two extremes of an evolved Pareto front that represent low welfare and high loss and vice versa. The third solution is from the middle part of the Pareto front. An index value closer to unity show a network that is vulnerable to collapse, whereas lower values indicate a more
stable network. The stability index in all solutions is well below the unity value. Therefore, the algorithm meets network constraints during optimization and achieves better stability.

4.4.9 Bus Voltage Profile

This experiment analyses the impact of allocation on network stability in terms of bus voltages. Figure 4.14 shows the normalized voltages on various buses in IEEE-33 and IEEE-69 systems for three representative solutions. The solutions include two selected from the two extremes of an evolved Pareto front that represent low welfare and high
Figure 4.13: Voltage stability index for three Pareto optimal solutions from two extremes and middle of the front.

Figure 4.14: Voltage profile for three Pareto optimal solutions from the initial, middle and end parts of the front.

loss and vice versa. The bus voltages for selected solutions are within 5% of the nominal voltage, showing that the algorithm meets network constraints during optimization and achieves better stability. However, in this experiment we assume existence of local voltage mechanism, e.g., selecting a source MG considering its location and impact on network conditions as discussed in [100,101].

4.5 Conclusion

Energy donation is an attractive mechanism to mitigate the effects of the power crisis resulting from a weather-related interruptions. By tapping enhanced philanthropic senti-
ment invigorated during a crisis and encouraging the trade of user-owned surplus capacity, the grid can restore critical loads and provide a degree of relief to the affected users. We proposed a novel and completely new framework to enable and optimize energy donation for service restoration. The proposed algorithm embeds weighted and evolutionary optimization-based rationing techniques to prioritize critical load restoration and meet system objectives of maximizing welfare and minimizing losses. Furthermore, it embeds resource and distribution system constraints in the allocation process to ensure a stable network operation. Extensive performance analysis in IEEE 33 and 69 bus system shows the effectiveness of the proposed approach. As an extension of this work, one avenue is to incorporate techniques for managing stability issues resulting from energy exchanges in DERs-based restoration at the local level.
Chapter 5

Energy Sharing for Service Restoration using a Consortium Blockchain Approach in a Power Distribution System

Power network disruptions triggered by weather events or otherwise leave devastating effects on communities. Microgrids with distributed energy resources can help swift localized restoration following the interruption of utility power. However, because of the limited generation and storage capacity of microgrids, service restoration would require prioritizing critical load and optimality of operations for rendering relief to those in dire need. Moreover, fair energy allocation, trust-free energy exchanges, and the integrity of transactions are crucial. We propose a blockchain-based energy sharing approach for service restoration using energy crowdsourced through donation or trade. The proposed framework utilizes microgrids’ supply situation and reputation as consortium admission criteria for optimizing the blockchain operations’ energy cost. The proposed approach utilizes a measure called proof of welfare (PoWel) which solves the rationing problem to produce an energy allocation block accordingly by utilizing weighted rationing for prioritizing critical load restoration and an evolutionary optimization algorithm for maximizing social welfare and minimizing power losses. The winner block selected through consensus intrinsically preserves network stability while conforming to resource and stability constraints. An extensive performance and security analysis ascertains the effectiveness of the proposed approach.

5.1 Introduction

Weather events, technical malfunctions and sometimes sabotage are the main causes of power failure. These disruptions leave devastating effects on communities. The frequency
and intensity of weather-related catastrophes are projected to increase with climatic deterioration. The events may cleave power networks into islands with unimpaired distribution infrastructure, having no or limited supply. These islands may be organized into microgrids (MGs) for speedier localized service restoration utilizing distributed energy resources (DERs). A grid can power up critical loads locally before the main generation becomes available. However, since available distributed generation is limited, a restoration strategy should prioritize loads, optimize network operations, and maximize coverage to provide relief to those severely affected.

Disasters may positively impact communities’ pro-social behavior, increasing their motivation to help others in need [99]. The availability of technological means can facilitate or accelerate to do that. For example, a grid can crowdsourcing energy from the microgrids with excess capacity and supply it to those without alternative power arrangements. MGs may either donate their surplus energy or opt to trade it with the local grid. However, transparency and fairness are key ingredients for the success of such community-driven initiatives. Such a system requires an accurate accounting of energy contributions, a fair allocation criterion, and integrity of transactions. Blockchain, an emerging distributed ledger technology with inherent transparency, accountability, and fairness features, is an apt candidate for such applications.

Blockchain has found applications in many areas; it has especially revolutionized financial transactions by decentralizing and eliminating third parties’ involvement. A blockchain system generally constitutes a distributed ledger, a consensus protocol, smart contracts, mining or validating nodes, and a registration authority. The ledger comprises a series of data blocks linked together through a cryptographic hash. It provides features such as immutability, integrity and authentication, fault tolerance, and above all, trust-free operation [110]. The registration authority uses a private-public key pair-based identification system to provide anonymity and privacy protection services to system users. On the other hand, the miners or validators run the consensus protocol for maintaining a common state of the distributed ledger across the network. These characteristics of the blockchain technology make it suitable for smart grid applications, particularly energy sharing or trading and DER-based service restoration [111].

DER-based service restoration strategy embeds a network reconfiguration component and an energy management scheme. The scheme allows for energy allocation based on load service priorities and system objectives. It also manages the energy sharing or trading from distributed sources to the loads. In a distribution system, the sharing or trading can take place directly among peers —users [39], houses [40–42], MGs [15,16,36,38]. In other cases, a central entity, e.g., a DSO may facilitate energy allocation or exchanges between DERs and loads [15,16]. The latter approach helps mitigate the problem caused by uncoordinated energy exchanges [112]. However, energy sharing or trading during major power disruptions presents additional challenges because of limited supply, unstable network, the requirement
of prioritizing critical load while providing relief to those in dire need. In this context, many contemporary energy-sharing works have overlooked critical aspects of restoration. For example, [15, 16] ignored distribution systems’ operational constraints so their solution may destabilize distribution system. Furthermore, neither works used a pricing mechanism, so all transactions carry the same value irrespective of supply-demand conditions. It adversely affects fairness and thus lowers the incentive for the participants. In contrast, Kim et al. [36] handled power balance and network constraints but did not address prioritized allocation.

Several recent works have studied critical load restoration following an interruption using energy from DERs [45, 46, 48, 113, 121]. A common strategy across these works is to aggregate DERs into MGs for garnering sufficient supply for restoration. For example, [45, 46, 113, 121] provide framework for restoring critical loads using DERs when utility power is interrupted. Chen et al. [114] studied formation of the microgrids dynamically in a distribution system for restoration given an outage. Similarly, [48] uses spanning tree to divide a distribution system into MGs and restore the critical loads using CHP units within distribution system. Similarly, [121] sectionalize distribution network into isolated MGs and propose a two level simulated assisted strategy for service restoration.

DER-based restoration manifests exchanges from distributed sources to the loads either directly or through aggregators. In both cases, efficient accounting and integrity of transactions are essential. Despite a widely sought research area, few approaches currently exist that utilize blockchain for DER-based energy sharing for restoration [17–21]. A prominent example of blockchain application is the Brooklyn microgrid [17]. The grids’ architecture embeds a blockchain-based peer-to-peer energy market. The system provides uninterrupted supply to critical facilities, but lesser critical, i.e., houses and businesses compete for the remaining supply. In [18] Wang and Taha proposed a blockchain-assisted energy crowdsourcing system using DERs and controllable loads. The proposed system uses a Hyperledger [122] with Practical Byzantine Fault Tolerance (PBFT) as a consensus mechanism for managing peer-to-peer energy transactions.

The architecture of a blockchain system depends on a particular application [111]. Moreover, it may require case-specific optimization to improve energy efficiency, computation complexity, and transaction throughput. In a post-disaster distribution network, several options for blockchain system design optimization exist: First, a power distribution system predominantly forms a closed network where the subscribers register with a utility for services. This feature adds a security layer; therefore, relatively less complex blockchain systems, e.g., permissioned blockchain, may accomplish the task. Second, an islanded network has limited users. Therefore, it ameliorates the blockchain systems’ scalability requirements and opens up opportunities for private or permissioned instead of the public blockchain that has better scalability. Third, power networks impose hard technical constraints on peer-to-peer energy exchanges. Besides, uncoordinated energy sharing may compromise network stability, making it a crucial consideration for underlying trading or
allocation models in blockchain systems [112]. Finally, energy scarcity is the most critical factor in the design of blockchain operations, particularly consensus mechanism.

A blockchain consensus is key to ensuring that all nodes agree on a common state of a distributed ledger. However, due to the scarcity of supply in a disaster-ridden power distribution system, complicated consensus protocols such as proof-of-work (PoW) may not be viable because of their high power consumption and complexity. Some researchers have proposed lightweight, customized consensus mechanisms designed particularly for power systems applications [123–127]. For example, Liu et al. [126] proposed a consensus mechanism to minimize power grids’ load variance. Similarly, [124] proposed a reputation-based consensus and validation protocol. The authors’ prior work [127] presented a consensus mechanism, called proof of welfare (PoWel), considering post-disaster network characteristics. These approaches, however, are not applicable in our context because they do not consider limited supply scenario and optimize blockchain operations. We propose a consensus protocol that allows nodes to select energy allocation block that meets system objectives, i.e., restoring critical load, maximizing social welfare, and minimizing losses without compromising network stability.

A blockchain system for power networks with DERs requires addressing stability concerns by embedding underlying network physical constraints into allocation or trading models [112]. It translates to adding constraint compliance in a consensus protocol as an additional criterion for block selection. Thus, the mining nodes run powerflow analysis to evaluate the impact of a proposed block on the network stability and assess constraints compliance. The feature adds to the complexity of blockchain consensus, increasing its energy consumption. Therefore, a blockchain system needs active measures, e.g., consortium formulation, to improve the consensus protocols’ energy efficiency. The consortium mechanism achieves this by limiting the number of miners running consensus protocol and powerflow analysis.

In this context, we propose a consortium blockchain approach for energy sharing during service restoration in a post-disaster distribution system using energy crowdsourced from MGs through donation or trade. We formulate energy allocation as a rationing problem to prioritize critical load, minimize losses and maximize welfare for the communities without alternate power arrangements. The proposed approach considers distribution network characteristics —closed nature and limited size, to optimize blockchain design. It incorporates resource and underlying networks’ stability constraints into the consensus mechanism to preserve network stability. Finally, to address blockchain systems’ energy consumption and complexity concerns, we adopt blockchain nodes’ reputation and supply state-based consortium formulation to limit the number of miners running consensus and powerflow analysis. More specifically, the chapter’s key contributions are:

1. A consortium blockchain-based energy sharing approach for service restoration in a post-disaster distribution system using energy crowdsourced through donation and
2. A blockchain design for limited supply scenarios that uses distribution network characteristics and a consortium formulation based on nodes’ reputation and supply state to reduce complexity and energy cost of blockchain operations.

3. A unified consensus protocol that solves a rationing problem to enable prioritized restoration of critical loads, minimize losses, and maximize welfare for those in dire need. The protocol incorporates resource and voltage stability constraints into the consensus; thus, a selected energy allocation block maintains distribution system stability.

The rest of the chapter is organized as follows: Section II presents the problem formulation. Section III explains the blockchain system model components including the consensus mechanism. Section IV summarizes the operation of the blockchain-enabled service restoration framework. Section V presents the security and performance analysis of the proposed scheme. Finally, section VI concludes the chapter by providing some highlights of the future work directions.

5.2 Problem Formulation

This section describes the network model for the service restoration and formulation of energy allocation as a rationing problem along with the solution approach.

![Blockchain model for service restoration](image)

**Figure 5.1:** Blockchain model for service restoration. Shaded MGs are consortium nodes whereas the others only have read access to blockchain ledger.
<table>
<thead>
<tr>
<th>Name</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Node</td>
<td>A microgrid or DSO; A node acts as a miner or validator if it has sufficient supply and reputation. The others have read access to the blockchain ledger. Nodes’ roles change over time with changes in supply and reputation situation. DSO is a special node.</td>
</tr>
<tr>
<td>Transaction</td>
<td>Smallest building block of a blockchain system contains information about energy exchanges between demanding MG and suppliers.</td>
</tr>
<tr>
<td>Block</td>
<td>A set of energy transactions not yet validated and added, it has a specific structure, and after validation, get added to the blockchain. Besides energy transactions information, a block contains other system parameters as well.</td>
</tr>
<tr>
<td>Chain</td>
<td>An ordered sequence of energy allocation blocks added after consensus. New block links to the previous through a cryptographic hash.</td>
</tr>
<tr>
<td>Miner</td>
<td>A microgrid, which is a consortium member, runs a consensus algorithm and proposes an energy allocation block. Also, it verifies blocks proposed by other miners for addition to the blockchain.</td>
</tr>
<tr>
<td>Consensus</td>
<td>A set of rules for achieving agreement on the common state of blockchain ledger, e.g., PoW, PoS. Proposed frameworks’ consensus is based on solving rationing problem to achieve energy allocation block with the best proof.</td>
</tr>
<tr>
<td>Smart contract</td>
<td>Set of self-enforceable and tamper-proof rules stored as a computer program in blockchain to make changes in the ledger. They activate when a set condition is met, thus eliminating the need for intermediaries reducing transacting, contracting, and compliance costs</td>
</tr>
<tr>
<td>Consortium</td>
<td>A selected set of nodes in consortium blockchain, e.g., MGs, undertake the mining and validation tasks. A nodes’ admission to consortium often follows a set criterion; it limits the number of miners and the consensus protocol instances.</td>
</tr>
</tbody>
</table>
5.2.1 Network Model

The problem is set in an islanded radial distribution network organized around multi-microgrids. The network comprises $N$ nodes and $B$ edges (branches). The supply from the main grid is not available due to disaster. However, a limited local generation is available as microgrid resources including solar, wind, and limited brown energy. We assume the physical network infrastructure is largely intact. The network comprises microgrids with surplus supply that they can share with peers in need. The others lack sufficient local capacity to meet the needs of the loads they service. The network has a special entity, namely a distribution network operator (DSO), for coordinating the energy exchanges among the microgrids. MGs can either donate or trade their surplus energy to the local grid or utility for socioeconomic benefits. Requisite infrastructure is available for blockchain-based two way flow of electricity among the MGs.

In each operation slot, MGs’ demand or information about the surplus supply for the next slot is available with the DSO. We consider two types of transactions for energy exchange: First, donation transaction in which MG transacts energy as a charitable donation. Second, trade transaction, where MG trades energy with the local grid and it has associated cost. The grid uses a supply-demand-based valuation system to appraise transactions \[128\]. It further uses it to determine users’ contribution and, thus, in subsequent energy allocation. The donations may be free or may accompany some socioeconomic benefits for a donor. In contrast, trade transaction increases suppliers’ reputation which it can redeem to get prioritized services and compensation from the utility when main grid restores.

Because of the limited supply, the load restoration needs prioritization. For example, public health and safety facilities get priority over other households. However, a prolonged power outage may threaten inhabitants’ safety because of a lack of supply for home medical aids and communication devices. Recompensing faithful system members during the difficult time also need due consideration. Therefore, we adopt a community-centered restoration approach. It tries to achieve maximum welfare for the affectees, prioritize restoration of critical load, and factor historical contribution in allocation to recompense faithful users. The systems’ operation horizon $T$ comprises $n$ slots normalized to unit time so that we can use power and energy interchangeably. The network setup is shown in Fig. 5.1.

5.2.2 Energy Allocation Model

In a disaster situation, the energy supply is limited compared to demand; thus, the energy (resource) allocation is a case of bankruptcy. We formulate energy allocation as a rationing problem and adopt a two-step solution approach. First, the system allocates energy using the uniform gains rationing method \[103\] based on the rationing index $I_{\text{5.2}}$. Subsequently,
it optimally allocates the residual energy to MGs considering a multi-objective criterion, residual demand, and following power network voltage stability constraints. We term the allocation in the second phase as optimized rationing and employ an evolutionary algorithm for this purpose.

Let available energy from donation and trade be $E_p$ and $\mathbf{D}$, $\mathbf{C}$, and $\mathbf{P}$ be demand, historical contribution, and service priority vectors for the microgrids in given operation window. The allocation in the first step is as follows:

$$e_i^w = f^w(N, E_p, \mathbf{D}) = \min \{\mathcal{W}_i E_p, d_i\} \forall d_i \in \mathbf{D}$$ (5.1)

where $f^w$ is the weighted gains rationing function and $\mathcal{W}_i$ represents the weight assigned to individual demand (claim) or the service priority. The weight is a function of service priority and the historical contribution and given as follows

$$\mathcal{W}_i = \begin{cases} \frac{p_i}{\sum_{i \in N} p_i} & \text{if } \psi = 1, \forall p_i \in \mathbf{P} \\ \frac{c_i}{\sum_{i \in N} c_i} & \text{if } \psi = 2, \forall c_i \in \mathbf{C} \\ \frac{h_i}{\sum_{i \in N} h_i} & \text{otherwise} \end{cases}$$ (5.2)

where $h_i := \gamma p_i + (1 - \gamma) c_i$ is hybrid allocation basis and the parameter $\gamma$ is the weight factor. The parameter $\psi$ controls the allocation or rationing basis and its values $\{1, 2, \text{otherwise}\}$ pertains to the cases of service priority, historical contribution, and their combination.

In the second phase, the system optimally allocates the remaining energy $E^{res} := E_p - \sum_{i \in N} e_i^w$ considering a multi-objective criterion, unmet demand $d_i^u := d_i - e_i^w$, and in accordance with the distribution system operational constraints. Given the optimization algorithm $f^o$, the allocation in the second step is as follows

$$e_i^o = f^o(N, E^{res}, \mathbf{D}^u)$$ (5.3)

On completion of both steps, final the allocation $E_i$ to an MG is as follows

$$E_i = \min \{e_i^w + e_i^o, d_i\} \quad \text{s.t.} \sum_{i \in N} (E_i + L_i) = E_p$$ (5.4)

The allocation comprises two components, i.e., $e_i^w$ allocated in the first step based on weighted rationing and $e_i^o$ through optimized rationing by the optimization algorithm. The energy transport to a demanding MG incurs power losses $L_i$ that need accounting in the allocation process. Lastly, the share of energy allocated in the first step is adjustable as per user preferences.
5.2.3 Optimization Problem

The system allocates energy in the second phase to achieve maximum coverage or minimize the unserviced load. The objective is to maximize user satisfaction—a social welfare indicator. But maximizing social welfare by allocating more energy or increasing coverage may increase distribution losses.

The post-disaster network has higher power losses due to poor feeder configuration and absence of adequate compensation. Moreover, in view of limited supply, the minimization of losses becomes very critical. So while allocating energy, the system tries to minimize losses and find a trade-off solution to achieve maximum coverage, i.e., reaching out to the maximum users. The power loss $\mathcal{L}_i$ on the link connecting two MGs is given as follow

$$\mathcal{L}_i = \frac{P_i^2 + jQ_i^2}{|V_i|^2 r_i} \forall i \in \mathcal{N}$$ \hspace{1cm} (5.5)

where $P_i, Q_i$ are the real and reactive power at the sending node, and $V_i$ is voltage magnitude at the node.

Power losses, poor feeder configuration, and compensation unavailability makes the network vulnerable to voltage collapse. The operators use network stability indices for monitoring and compensating real and reactive power. A representative stability index is available in [94]. The index is suitable for a network with DERs that cause voltage angle variations.

$$SI = \frac{4r_{ij}(P_L - P_G)}{|V_i| Cos(\theta - \delta)} \leq 1 \forall i, j \in \mathcal{N}$$ \hspace{1cm} (5.6)

where $r_{ij}$ is the effective line resistance between nodes $i$ & $j$ and $V_i$ is the sending end node voltage. Next, $P_L, P_G$ are load and power compensation on a node, $\delta$ is angle variation between two nodes, and $\theta$ is the impedance angle. During optimization, after allocating energy, the algorithm determines the SI value for every bus. If the index approaches unity, it sheds some load or, in other words, reduces allocation and re-evaluates the stability.

We model systems’ objectives as an optimization problem, given as:

$$\max \sum_{i \in \mathcal{N}} U(E_i)$$

$$\min \sum_{i \in \mathcal{N}} \mathcal{L}_i$$

subject to:

$$e^w_i \leq E_i \leq d_i \forall i \in \mathcal{N}$$

$$\sum_{i \in \mathcal{N}} (E_i + \mathcal{L}_i) \leq E^p$$

$$V_{\text{min}} \leq V_i \leq V_{\text{max}} \forall i \in \mathcal{N}$$

$$SI_i \leq 1 \forall i \in \mathcal{N}$$

(5.7)
The first objective represents social welfare in terms of aggregate utility defined as $U(E_i, d_i) := \log(1 + \frac{E_i}{d_i})$ which is the utility of allocated energy $E_i$ to a user against demand $d_i$. The second objective relates to the losses incurred on providing energy to a user. Both objectives are conflicting in nature; therefore, the optimization, in this case, transforms to the Pareto optimality. Among the constraints, the first two relate to resource allocation, and the other two include the bus voltage limits and voltage stability index.

The optimization algorithm $f^n(5.3)$ rations the energy by solving the optimization problem described in this section and find out trade-off solutions. For this work, we utilize an evolutionary optimization technique from our earlier work [128] for simultaneous optimization of welfare and losses.

5.3 Blockchain System Model

A blockchain system design depends on the desired operation and a specific use case [111]. Power networks’ operational characteristics provide several opportunities to simplify and optimize a blockchain model. Predominantly, a distribution system forms a closed network where the subscribers must register with a utility for getting services. The feature adds a security layer. Therefore, relatively less complex private blockchain systems may fulfill system objectives. Next, in a post-disaster scenario, the number of users is limited due to the smaller network island size. So the blockchain system scalability concerns are less stringent. Moreover, some users have a surplus supply that they can use to run mining and validation tasks, whereas others lack this capability because they do not have enough energy. These characteristics allow scenario-specific optimization of the blockchain system to achieve higher efficiency in energy usage, computation, and transaction throughput.

Most importantly, the scarcity of supply imposes critical operational constraints on the design of a blockchain system. Thus, a complicated consensus protocol such as proof-of-work (PoW) may not be viable in this scenario. Therefore, we propose a consortium blockchain approach and a new consensus protocol for the service restoration problem. The model structure is described next.

5.3.1 System Infrastructure

A representative model of the blockchain system for the service restoration is depicted in Fig. [11] and salient elements are described in Table 5.1. Microgrids form the nodes in the blockchain system. However, their roles vary depending on the available supply. MG with surplus capacity can take on a miner or validator role, whereas those who lack supply only have read access to the ledger. As the operation progresses, the nodes switch roles with the changes in energy supply. Therefore, a node may serve as a miner, but later, it switches to a limited node, losing miner status due to a lack of sufficient supply. The
distribution system operator (DSO) plays a special role in blockchain-based restoration. Its most prominent functions include: first, act as registration or certification authority for network nodes. Second, it matches the suppliers and demanding MGs using a peer matching criterion to transact energy employing smart contracts. Third, managing the commodity valuation-based energy pricing, keeping a record of users’ energy contribution and reputation. Finally, we implement a consortium blockchain where DSO admits nodes to the consortium based on nodes’ supply state and reputation.

5.3.2 Node Reputation

A node’s reputation is a function of its energy contribution and the number of blocks it successfully mines. As a node contributes energy, its reputation increases based on the amount of energy and the current commodity value. However, if a node opts to donate energy, the increase depends on its agreement with the grid. Additionally, successful mining also helps increase a node’s reputation. The system rewards a miner with a unit of energy on successful mining. Based on these factors, nodes’ reputation is given as

$$R_i = \sum_{j \in \tau} (c_{ij} + \Gamma_{ij} V_j E^m) \quad \forall \Gamma \in \{0, 1\} \quad (5.8)$$

where $c_{ij}$ is the historical contribution of a node in $j$th time slot. The term $(\Gamma_{ij} V_j E^m)$ is the reward a miner gets for mining a block. Here, $E^m$ is an estimation of the energy consumption for mining operation by an average node, $V_j$ represents the commodity valuation-based energy value for a given slot. The binary variable $\Gamma_{ij}$ is set true when a node successfully mines a block, and otherwise, it is false. When a node borrows energy, the contribution $c_{ij}$ is negative, so its reputation decreases accordingly. If a node lacks energy, it does not participate in mining or validation, so the related consumption is zero, and its reputation does not change.

5.3.3 Consortium Formulation

In consortium blockchain, consortium size directly impacts decentralization. It also shapes the resilience, energy efficiency, and security of a consensus protocol. A larger consortium implies a greater decentralized control and resilience against collusion by dishonest nodes. However, it increases the number of nodes executing consensus resulting in increased consumption. Moreover, for power applications involving DER, consensus protocol may embed powerflow studies to assess the impact of a proposed block on the network operations, which critically shapes energy cost and viability of the consensus.

In a post-disaster network, active measures to optimize consortium design considering available supply conditions and network size are necessary. Therefore, the proposed approach controls the size of the consortium by defining a mining eligibility threshold $R_{con}$. 89
The DSO defines a mining eligibility threshold for the next slot after MGs’ demand and supply data are available. It then admits nodes to the consortium if they have sufficient surplus energy and a reputation above the threshold for the operation window.

5.3.4 Consensus Mechanism

A blockchain consensus protocol aims to ensure that all nodes agree on the distributed ledger’s common state. It maintains correct ordering and integrity of the transactions. Consensus protocols comprise five major components, including block proposal, information propagation, block validation, incentive mechanism, and block finalization. Next, we briefly specify the structure of these components relative to the proposed model.

Block Proposal

Block proposal is a major segment in a consensus protocol. Most of the new consensus research is happening in this domain. The component itself deals with creating a block and attaching generation proofs.

The proposed consensus protocol is called proof of welfare (PoWel). It solves the rationing problem described in section 5.2.2 to get an energy allocation block with the highest value of the proof, i.e., PoWel. The selection of an allocation block based on PoWel caters to prioritizing critical loads and system objectives of achieving maximum coverage and minimizing losses. Besides, it complies with the resource and voltage stability constraints for preserving stable network operation.

Figure 5.2 shows the structure of the consensus algorithm. The algorithm runs on the mining nodes that are current members of the consortium. To propose a new block, first, a node solves a weighted rationing problem (5.1) i.e., step 2 in Algorithm 5.2. At this stage, energy allocation occurs based on the service priorities determined by the load criticality, users’ historical contribution, or their combination. It enables prioritization of critical load and recompense faithful system contributors. Next, in step 5, the excess energy is allocated through the optimal rationing by invoking a multi-objective evolutionary technique based on SPEA-II, i.e., steps 10 - 21. Here, the allocation occurs considering the objective performance. As the evolution progresses, the algorithm performs loadflow studies for each candidate—energy allocation block in the current population to ascertain its impact on power network state and constraints compliance. The process discards infeasible solutions. Finally, as the evolution process completes, multiple Pareto optimal solutions evolve as Pareto front members. Then, for each solution in the Pareto front, PoWel value is determined using aggregation approach, as follows

\[ PoWel = \eta_1 \frac{f_1(E_i)}{\max f_1(E_i)} - \eta_2 \frac{f_2(E_i)}{\max f_2(E_i)} \quad \forall i \in \mathcal{N}, \]  

(5.9)
where $f_j | \{ j := 1, 2 \}$ are the two objective functions and $\eta_j | 0 < \eta_j \leq 1, \sum \eta_j = 1$; set relative bias of the PoWel towards the welfare or the system losses. Finally, based on the PoWel value, a node selects the best solution from the Pareto front and proposes a new energy allocation block to the consortium members for voting and subsequent addition to the blockchain upon selection.

**Block Structure**

The block comprises the header and the body components. The block header’s main contents include block index, timestamp, the hash of the previous block, Merkle root, and the PoWel. Mining nodes determine the PoWel value that is then used in consensus building. Blocks’ body comprise parameters like $\overline{P}$, $\overline{D}$, $\overline{C}$, $E_p$, and PoWel. Whereas the other algorithm and system parameters used in the evolutionary process being fixed do not require storing in the blockchain.

**Block Validation**

The next component deals with the validation and correctness of the proposed block. A proposing MG broadcasts the energy allocation vector $\overline{E}$ and the proof, i.e., the PoWel value, to the consortium nodes. Then, the consortium nodes evaluate the objective function and constraints to verify the proof (5.9). Further, these nodes vote for the proposed block. A block becomes part of the chain if voted in favor by two-thirds validation nodes.

**Incentive Mechanism**

The system rewards a miner for the successful mining of a block. The reward $V_j \overline{E^m}$ depends on the average energy cost of mining $\overline{E^m}$ and the energy value in the current operation window $V_j$. The reward increases nodes’ historical contribution, enabling it to get additional allocation once the main grid restores.

**Energy Efficiency**

A consensus protocols’ energy efficiency is critical, especially in limited supply scenarios like in the aftermath of a disaster. Bitcoin network that uses Proof of Work (PoW) as consensus mechanism consumes 128.84 TWh [132] electricity annually, which accounts for 0.59% of the worlds’ total consumption. Such a mechanism is not viable for energy sharing or trade in a limited supply scenario due to higher energy cost and complexity.

**Operational Constraints**

Power network imposes hard operational constraints on peer-to-peer energy exchanges. Thus, the energy transactions need coordination to avoid underlying network constraints
violation, instability, and voltage collapse. The proposed approach incorporates the operational constraints during allocation, ensuring that the winning block complies with the network constraints. The direct incorporation of the constraints into the allocation process adds resilience to power network operation [112].

Algorithm I: Proof of Welfare (PoWel) Consensus

Require: $E^p$, $\vec{P} := \{p_i\}$, $\vec{C} := \{c_i\}$, $\vec{D} := \{d_i\}$, power network data, and system parameters

Ensure: Select block with highest PoWel

1: if $E^p - \sum_{i\in\mathcal{N}} d_i \leq 0$ then
2: Solve weighted rationing problem (5.1)
3: Find residual energy $E^{res}$ and unmet demand $d_i^u$
4: if $E^{res} \land d_i^u > 0$ then
5: Solve optimal rationing problem (5.3):
6: Execute CORE BLOCK
7: end if
8: end if
9: Select PF member with the highest PoWel
10: procedure Core Block
11: Generate initial population: $E^1$
12: for all $i \in generations$ do
13: Run powerflow analysis
14: Determine voltage stability index $SI$
15: Handle constraints
16: Perform environmental selection
17: Run hybrid recombination operation
18: Apply mutation
19: end for
20: Return Pareto front (PF)
21: end procedure

$^1$ n x $\mathcal{N}$ matrix, where is n is user defined population size and $\mathcal{N}$ is number of MGs.

Figure 5.2: Evolutionary algorithm based consensus mechanism
Algorithm II: Blockchain Enabled Service Restoration

Require: \( E^p \in \mathbb{R}, \vec{P} := \{p_i\}, \vec{C} := \{c_i\}, \vec{D} := \{d_i\}, \vec{R} := \{r_i\}\), power system data, and other parameters

Ensure: Select a new energy allocation block \( \vec{E} \)

1: Establish mining eligibility threshold \( (\vec{R}^{con}) \)
2: if \( E^s_i \in \{0,1\} \) \& \( R_i > \vec{R}^{con} \) then
3: Admit MG to consortium
4: end if
5: if Consortium Member then
6: Mine a new block—Execute Algorithm I
7: Broadcast new block \( (\vec{E}) \) & PoWel within consortium
8: Selects new block with highest PoWel value
9: Broadcast the winner block in the network
10: end if
11: Match supplier and demanding MGs
12: Execute smart contracts —peers transact energy
13: Update MGs’ reputation considering energy contribution or allocation
14: Commit current block to the chain

\( ^{\alpha} \) Net energy pledged by MGs as donation and trade

\( ^{*} \) \( E^s_i \in \{0,1\} \) Nodes’ energy state; 1 means node has sufficient energy for mining and consensus operations

Figure 5.3: Blockchain enabled service restoration approach

5.4 Service Restoration Framework

The section describes the operation of the blockchain-enabled service restoration framework; its architectural snapshot is as shown in Fig. 5.3. The algorithm executes on DSO and the consortium nodes. The framework has four operational phases: initialization, consortium formulation —steps 1 to 4 consensus —steps 5 to 10, and execution —steps 11 to 14.

During the initialization, the nodes load the latest blockchain state, the available energy \( E^p \), individual demand \( \vec{D} \), load service priorities \( \vec{P} \), contribution \( \vec{C} \), and the other system parameters. Also, the MGs publish their demand and the surplus energy data for the future operational slot. Next, the process of consortium formation begins; first, based on the networks’ state, especially the supply conditions, DSO establishes a mining eligibility threshold \( \vec{R}^{con} \). It then admits nodes to the consortium provided they have sufficient supply for mining and validation tasks indicated by \( E^s_i \) and a reputation higher than the set threshold. Then, in the consensus phase, the consortium nodes start the mining process by executing Algorithm I and propose an energy allocation block \( \vec{E} \). The proposing
node broadcasts the block within the consortium after attaching the proof value, i.e., PoWel. The nodes validate and vote for candidate blocks to select one with the highest PoWel value. Thus a block that achieves two-thirds votes wins the mining round. PoWel based selection of the winning block enables: First, restoration of critical loads based on service priorities determined through load priority, users’ historical contribution, or their combination. Second, it maximizes social welfare for the disaster struck the community by maximizing coverage. Third, it optimally utilizes limited supply by considering and effectively minimizing losses. Finally, the winning block preserves the stability of the network by following resource and underlying network constraints.

Finally, in the execution phase, DSO broadcasts the block to all nodes in the network and matches peers to share energy using a peer matching algorithm available in energy sharing literature [133]. The matched peers transact energy using smart contracts. Subsequently, the DSO updates individual nodes’ contribution or reputation record considering their contribution to the system or the energy allocation, and the block is committed to the blockchain.

5.5 Evaluation and Assessment

This section includes the analysis of the proposed approach from the security viewpoint following some commonly used metrics [134] and performance through simulation considering the system objectives.

5.5.1 Security Analysis

Unforgeability

The system stores users’ contribution, load priorities, node reputation, allocation, etc., securely in a blockchain. This unforgeable storage precludes manipulating these parameters by malicious users to get higher allocation or become consortium members to compromise the system. Secondly, a contribution mechanism that depends on the allocation makes the approach resilient to collusion by nodes.

Fairness

The system allocates energy solely based on load service priorities and nodes’ contribution. Moreover, the contribution data is stored in an unforgeable blockchain ledger which adds to user trust. Secondly, the system uses nodes’ energy state and reputation to admit nodes to the consortium. Thus it does not discriminate and provides a fair chance to all network nodes to earn rewards.
Trustless Operation

The approach uses the contribution and priority values stored in a blockchain. Therefore, it avoids most of the trust issues that can arise through collusion of nodes to increase contribution or allocation artificially. Also, fair and merit-based selection of nodes for consortium promotes user trust in the system.

Energy Consumption

The proposed approach simplifies the consensus by tapping on the power network’s closed nature and limiting the consortium size to reduce nodes running the consensus algorithm. Both measures help make it very energy efficient. During the operation, a mining node calculates the PoWel value and sends the allocation vector along with other systems parameters to all validating nodes. The validation involves the evaluation of the objective function only. The process is very energy-efficient, making the approach suitable for limited supply scenarios.

Decentralization

The use of blockchain enables trustless, decentralized exchanges of energy among nodes. After DSO matches the exchanging peers, they transact energy by invoking smart contracts stored in individual nodes.

Scalability

In a post-disaster network, the number of users is limited due to network islands’ size. Therefore, a permissioned blockchain scheme like PoWel can provide adequate scalability. Similarly, if the consensus protocol operates at the MG level, the scheme can still adequately address the scalability need of the blockchain system because of the limited number of users within a microgrid.

5.5.2 Performance Results

For the performance analysis, we use IEEE 33-bus and 69-bus radial distribution system [95] where each bus represents a microgrid. The power network parameters and the demand of the individual MGs are as in [95]. We have three MGs in 33-bus and six in the 69-bus system with surplus supply as shown in Table 5.2. These MGs take part in the mining process for a new block. We use the loadflow analysis algorithm given in per [89] for this study. The evolutionary algorithm parameters, including initial population, number of generations, mutation, and crossover probabilities, are shown in Table 5.2.
Table 5.2: Simulation Parameters

<table>
<thead>
<tr>
<th>Microgrids with surplus supply</th>
<th>33-Bus</th>
<th>69-Bus</th>
</tr>
</thead>
<tbody>
<tr>
<td>Bus P(pu) Q(pu)</td>
<td>Bus P(pu) Q(pu)</td>
<td></td>
</tr>
<tr>
<td>3 0.7381 0.6190</td>
<td>3 0.1608 0.4019</td>
<td></td>
</tr>
<tr>
<td>18 0 0.0476</td>
<td>11 0.2130 0.2460</td>
<td></td>
</tr>
<tr>
<td>33 0.1190 0.0476</td>
<td>14 0.3380 0.1112</td>
<td></td>
</tr>
<tr>
<td></td>
<td>17 0.9968 0.3738</td>
<td></td>
</tr>
<tr>
<td></td>
<td>20 0.3288 0.2809</td>
<td></td>
</tr>
<tr>
<td></td>
<td>26 0.0209 0.0161</td>
<td></td>
</tr>
</tbody>
</table>

Algorithm Parameters

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Population size</td>
<td>50</td>
</tr>
<tr>
<td>$\eta_1$, $\eta_2$</td>
<td>0.5</td>
</tr>
<tr>
<td>Max generations</td>
<td>120</td>
</tr>
<tr>
<td>$\psi$</td>
<td>1, 2, 3</td>
</tr>
<tr>
<td>Crossover prob</td>
<td>0.75</td>
</tr>
<tr>
<td>Mutation prob</td>
<td>0.25</td>
</tr>
<tr>
<td>$N$</td>
<td>33, 69</td>
</tr>
</tbody>
</table>

Figure 5.4: Proof of welfare (PoWel) by three representative mining MGs across 10 operation slots in 33 and 69-bus systems.

Proof of Welfare

For generating a winning block, miners run the algorithm listed in Fig. 5.2 including its embedded evolutionary process. Since each miner starts with a random initial state, PoWel values achieved by miners vary. A miner that generates an allocation vector with the highest proof value (PoWel) wins the mining round. We analyze the PoWel values generated by three miners each from 33 and 69-bus systems over ten operation slots for this experiment. Figure 5.4 reports PoWel values generated by three representative MGs from the two networks. The results indicate that the PoWel values achieved by different
miners vary significantly. Therefore, the PoWel based mining process can effectively select the best block that meets the system objectives.

Welfare and Loss

The results in Fig. 5.5 show values of the two system objectives, i.e., welfare and power loss achieved by a proposed block. For this experiment, we analyze welfare and losses in the 33-bus system for three representative solutions selected from the two extremes and the middle of the Pareto front achieved by a miner. The two extremes relate to cases where both welfare and loss have low values as in Fig. 5.5a and vice versa as in Fig. 5.5b, whereas the middle is a tradeoff solution as in Fig. 5.5c. Next, each graph follows a table showing

![Figure 5.5: Welfare and loss plot: Three solutions selected from two extremes and the middle of a Pareto front obtained by a miner.](image)
important statistics for two objectives for selected solutions. For plotting, the welfare and loss values are normalized, and loss values are multiplied by 10; otherwise, relatively higher welfare values obscure loss variations.

Network Stability

This experiment analyses the impact of PoWel based winner block selection mechanism on network stability. We analyze stability index (SI) and voltage profile across each bus in 33 and 69-bus systems. We consider three representative solutions from the two extremes and the middle of the Pareto front achieved by a mining node. The stability index results are as per Fig. 5.6 & 5.7 whereas Fig. 5.8 & 5.9 show the bus voltage profile. The results show that the algorithm preserves network stability as the index in all cases is well below the threshold of unity value. Moreover, the bus voltages in both networks for all selected solutions are well within 5% of nominal voltage. Therefore, PoWel based winning block selection effectively preserves network stability by maintaining resource and voltage stability constraints compliance.

![Figure 5.6](image)

**Figure 5.6:** Stability index for three representative solutions from two extremes and middle of a Pareto front in a IEEE-33 bus system.

![Figure 5.7](image)

**Figure 5.7:** Stability index for three representative solutions from two extremes and middle of a Pareto front in a IEEE-69 bus system.
Figure 5.8: Bus voltage profile for three representative solutions from two extremes and middle of a Pareto front in a IEEE-33 bus system.

Figure 5.9: Bus voltage profile for three three representative solutions from two extremes and middle of a Pareto front in a IEEE-69 bus system.

5.6 Conclusion

The chapter established the efficacy of the blockchain technology, indicating that it can effectively be utilized for service restoration using energy crowdsourced from DERs in a post-disaster distribution system. Its application in limited supply scenarios, e.g., in the aftermath of a disaster, requires optimization in its design considering the target network characteristics and system objectives. Our proposed approach utilizes distribution system features for such optimization; it fuses the resource and voltage stability constraints into the consensus mechanism to preserve distribution system stability. Moreover, our work employs miners’ reputation and supply state-based consortium formulation to reduce the computational complexity and energy consumption of the blockchain framework. The security and performance analysis in IEEE-33 and 69 bus systems confirm the effectiveness of the proposed approach. The results show that PoWel based mining process effectively selects the best energy block that meets the system objectives of minimizing losses and maximizing welfare. In addition, it helps maintain the stability index and bus voltages within acceptable limits enhancing network stability. As an extension of this work, one
avenue is to analyze the impact of consortium size on the security and performance of the proposed scheme in the future.
Chapter 6

Conclusion and Future Work

This dissertation investigated the optimization of power system operations. We focused on two optimization problems from the demand management and the distribution system operations.

In the first case, we worked on the data center profit maximization. The data center profit was formulated in terms of two conflicting objectives, i.e., revenue and expense. The number of requests serviced according to the SLA determines the profit and is independent of the cost of electricity. On the other hand, the expense depends on the power consumption and the cost of energy. The focus of the research is to minimize consumption while utilizing diversity in electricity prices in a deregulated energy market. We proposed an evolutionary technique based on a higher-level heuristic to optimize data center revenue and expense objectives simultaneously. The scheme utilizes real-time variations of power prices across different geographic regions for optimal request routing and resource allocation decisions. Next, we proposed an integrative strategy by incorporating power network stability into the data center optimization. By considering the power network state during optimization, the data center can utilize lower power tariffs and help the grid integrate more renewable sources without catering to costly generation reserves. It also helps the grid to provide a more stable power supply to its users.

The second problem which we have investigated deals with the optimization of the distribution system. We proposed a framework to mitigate the effects of power blackouts through energy donation. The approach envisages a smart microgrid (MG) based smart distribution network where MGs with surplus supply donate or trade energy with the local grid, which is then used to help those in need. The objectives of the donation network controller are to maximize welfare and utilize limited resources optimally. The approach models welfare in terms of maximum coverage or minimizing unserviced load and to optimally use a limited supply, it embeds minimization of losses as the other objective. We also proposed an energy allocation scheme that allocates energy to MGs according to the criticality of load they serve, their historical contribution, or based on both. We proposed a
heuristic method based on the evolutionary optimization technique. We then extended the work by proposing a blockchain approach for energy sharing during restoration following a disaster. The scheme is designed considering the characteristics of the limited supply scenarios.

As future work, the research problems investigated in this dissertation may be extended as: First, for the work on data center optimization, we intend to enhance the system model by incorporating the deactivation of the underutilized servers to conserve energy spent on underutilized servers. Next, as an extension of the energy donation work, one avenue is to incorporate techniques for managing stability issues resulting from energy exchanges in DERs-based restoration at the local level. Finally, the analysis of the impact of consortium size on the security and performance of blockchain-based energy sharing is another interesting direction to extend the work.
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