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ABSTRACT

A Framework for Optimal Path Planning and Nonlinear Guidance

for Autonomous Mobile Robots

Paul A. Quillen, Ph.D.

The University of Texas at Arlington, 2018

Supervising Professor: Kamesh Subbarao

The purpose of this research is to investigate methods and technology for en-

hancing autonomous capabilities for mobile robots. The measures of autonomy which

are specifically covered in this dissertation pertain to a mobile robot’s ability to make

decisions and act, in other words guidance and control. This dissertation puts forth a

framework using optimal path planning and nonlinear guidance techniques to address

these matters. The path plans are synthesized using a numerical navigation function

algorithm that will form its potential contour levels based on the minimum control

effort of the system. Additionally, extensions of the path planning algorithm in the

presence of uncertainty using modified versions of the RRT* and D* algorithms are

studied. Then, an improved nonlinear model predictive control (NMPC) approach is

employed to generate high-level guidance commands for the mobile robot to track a

trajectory fitted along the path plan leading to the goal. A backstepping-like non-

linear guidance law is also implemented for comparison with the NMPC formulation.

Furthermore, a cooperative control policy, making use of a combination of artificial

potential functions (APF) and the numerical navigation function, is devised to guide
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multiple mobile robots in cooperative aggregation and social foraging tasks. The

results of this research are verified in simulation and validated experimentally us-

ing the mobile robot testing platforms in the Aerospace Systems Laboratory at The

University of Texas at Arlington.
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Executive Summary

The design of robust guidance and control algorithms for increasing autonomy

with wheeled mobile robots and other vehicles have received a great deal of attention

across different research communities. There have been many different approaches

presented in the literature discussing either guidance or control individually or both

aspects concurrently. The main motivation for developing guidance methods, in the

form of path planning, is that this area has been identified as a key component for

autonomous operations given the kinds of uncertain environments the different types

of vehicles may encounter. And the addition of stable control designs to safely follow

the resulting path plans intuitively follows. The goal of this research is to present a

framework consisting of control effort based path planning algorithms along with two

nonlinear guidance methods for a wheeled mobile robot.

The first problem discussed in this dissertation is the development of a reliable

path planning algorithm to safely guide a mobile robot through a constrained envi-

ronment. The environment will be considered constrained by the presence of static

obstacles obstructing the paths to an objective destination. The path planning algo-

rithm will be designed based on a special class of artificial potential functions called

navigation functions. Specifically, a grid-based numerical navigation function will

be implemented as one of the main contributions of this research. This dissertation

will detail a methodology for numerically constructing a navigation function using a

metric defined by the control effort of the system instead of a traditional distance

based metric. To accomplish this, the formation of the navigation function relies on

setting a desired reachable state for the robot to achieve. This enables the algorithm

xvii



to not just consider where the goal is located but also how the robot can best form its

approach. Additionally, two widely used optimal path planning algorithms are mod-

ified to include a control effort-based metric to guide the vehicle through uncertain

environments.

The next problem is to derive stable nonlinear guidance laws which will enable

the vehicle to follow the path plan and arrive at its objective. Two different stable

nonlinear guidance designs will be introduced in this work. The first guidance design

will make use of a nonlinear model predictive control (NMPC) methodology. In this

research, the NMPC formulation will result from a state dependent coefficient (SDC)

factorization of the nonlinear kinematic model for a wheeled mobile robot. The SDC

form has been researched in connection with finding linear optimal control solutions

involving nonlinear models. The NMPC methodology in this dissertation will make

use of the SDC form of the robot’s kinematics to design its guidance inputs. The use

of the NMPC method here will allow constraints to be enforced on the robot’s inputs

and state as it tracks a trajectory to the goal.

The second guidance design will be based on a backstepping-like approach. The

stable backstepping guidance law in this dissertation will allow the robot to track a

trajectory along the path plan and ensure the task will be performed with bounded

tracking errors.

Another important consideration in this dissertation will cover cooperative con-

trol involving multiple wheeled mobile robots. It is reasonable to assume that multiple

vehicles may be present in a given operation and a procedure to accomplish tasks co-

operatively is necessary. In this dissertation, the cooperative control tasks are handled

with artificial potential functions. The main tasks involved with this technique be-

comes aggregation and social foraging. In other words, the robots must be able to

coalesce and travel to designated areas of interest while avoiding obstructions and col-

xviii



lisions among the vehicles within the group. This technique will utilize the numerical

navigation function algorithm to set the areas of interest and obstacle avoidance with

additional cooperative potentials introduced to ensure there is no collisions within

the group.

In this dissertation, all the above concepts are applied to mobile robot vehicles

in simulation. Additionally, some of the concepts, such as the nonlinear guidance laws

and cooperative control framework are validated experimentally using mobile robot

testing platforms in the Aerospace Systems Laboratory at The University of Texas

at Arlington.
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CHAPTER 1

Introduction and Motivation

The focus of this research is to present a framework for path planning and

guidance for autonomous mobile robots. The framework is designed as a step to-

wards increased autonomy for wheeled mobile robots. The quantifiable measures of

autonomy recognized in this dissertation are the vehicle’s ability to observe, orient,

make decisions, and act [1]. Of those autonomy measures, this research will focus

primarily on expanding a mobile robot’s ability to make decisions and to control its

actions within a given environment.

There is an increasing need for reliable path planning and guidance algorithms

for wheeled mobile robots such as planetary exploration rovers [2–4] as well as au-

tonomous cars and other car-like vehicles [5, 6]. The need for guidance, in the form

of path planning, for mobile robots arises from the kinds of environments they may

encounter. The environment may possess obstacles of varying sizes as well as different

kinds of terrain, such loose rocks, sand, or embedded pointy rocks, etc. The vehicle

must be able to account for these details and suggest safe paths for it to follow. To

help the vehicles make decisions and find safe paths in the environment, a numerical

navigation function algorithm is presented in this research.

Another important issue with these mobile robots is how to follow the safe

paths which have been generated. The vehicle must have the capability to arrive at

its destination safely in the presence of uncertainty in the environment or its own

physical limitations. The ability to act within the vehicle’s confines is of particular

interest in this research and is addressed in the form of an improved nonlinear model

1



predictive control derivation. Additionally, the ability to have guidance in how to

act when multiple vehicles are acting in the same environment is of interest and is

addressed through a cooperative control policy.

The components of the framework are verified in simulation and extended to

real-time testing platforms, such as the vehicle in figure 1.1, to provide experimental

validation.

Figure 1.1: ASL Gremlin Mobile Robot.
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1.1 Background

1.1.1 Path Planning with Control Effort and Navigation Functions

The first component of the framework presented in this dissertation is a path

planning algorithm to help a mobile robot make decisions in finding safe reference

paths through the environment. In general, path planning is the process of finding

a safe path between two points for a mobile vehicle to travel. There are a variety

of different methods for path planning found in textbooks and papers alike. Many

of the path planning methods currently being researched consider collision and ob-

stacle avoidance as a primary objective. And while obstacle avoidance is considered

with this research, its novel contribution is an investigation into how to include con-

trol information into the path plan through a grid-based numerical potential field

construction.

Other path planning techniques that make use of the control effort and the

kinematic model of the system are discussed in terms of rapid exploring randomized

trees (rrt and rrt*) in [7, 8], kinodynamic rrt in [9], and probabilistic roadmap ap-

proach in [10]. These methods use a randomized approach with state information of

the system to determine the path plans, and the paths are designed with information

of the environment and the initial location. While these methods can be computa-

tionally intensive, depending on the model, they also generate plans without needing

to know where the objective is located.

The path planning methods discussed in references [7–10] can incorporate knowl-

edge of a system’s control effort to generate a path plan in a randomized sampling

based manner. In contrast, the methodology discussed with this work makes use of

a special class of artificial potential functions called navigation functions. This con-
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struction method will make use of the control effort of the system and enable a path

plan to be formed from almost any point in the environment.

In general, potential fields for path planning purposes are generated such that

their structure, potential levels and shapes, can intuitively reflect the virtual makeup

of the workspace. And a vehicle within a potential field is treated as a particle under

the influence of gravity. The paths with these methods are then generated through a

method that is similar to a steepest descent optimization problem [11–14].

Traditional potential field methods were first designed as an online collision

avoidance scheme in which the attractive potential is represented by a parabolic well

at the goal and the repulsive potentials are defined in the constrained space which

will tend towards infinity for the points in their vicinity [11]. Then, a path, as well

as the control input, can be found by following the negative gradient of this function

(similar to steepest descent).

Although traditional APF methods can effectively create collision-free paths,

there is one possible drawback. Since the method by which the paths are generated

is similar to a steepest descent problem, the paths derived for the system could reach

equilibrium at a configuration that is not its goal. This is known as the local minimum

problem [12]. An example of the local minimum problem arises when considering the

dynamical system at a configuration where the attractive potential from the goal is

equal to the repulsive potential of the constrained space.

An illustrative example of a potential field with a local minimum and a U-shaped

obstacle using the traditional APF method is shown in figure 1.2. It is evident from

figure 1.2 that not every path plan following the negative gradient of the potential

field will arrive at the goal. The local minima problem with potential field methods

is what gave rise to the development of navigation functions, which possess only a

global minimum in its potential field that is located at the goal [12–14].
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Figure 1.2: Local minimum example with traditional APF.

There are two main approaches to create a navigation function. The first

method is to define an analytic function which possesses an attractive component

associated with the objective and repulsive components attached to the obstacles.

These approaches are motivated by the research introduced in [11] for online collision

avoidance using artificial potential functions. Examples of the analytical approach

with a NF are presented in [15–17] whose results originate from the NF definition

introduced in [14]. With this approach, the navigation function is defined as a com-

position of several functions each designed to satisfy specific properties established

in [14]. The specific properties established to define a navigation function analytically

are summarized as:

1. The function is continuous and differentiable (smooth function) on the path

connected set to the goal

2. The function is uniformly maximal on the boundaries

3. The function must have a unique and global minimum at the goal
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4. The function must be a Morse function

And while effective, this method requires proper tuning of several parameters within

the function before the local minima can be removed and for the NF to be properly

defined.

The second method for constructing a viable navigation function is to construct

it numerically in a discrete grid. This can be done either by using numerical solutions

to partial differential equations (PDE) as seen in references [18–20] or by assigning

potentials to a discrete workspace based on their distance from the objective [12, 13,

21–24]. The numerical navigation functions described in references [19] and [20] use

harmonic functions to represent the workspace with the boundary conditions enforced

to ensure that a viable path is found. The navigation function in reference [18] is

constructed similarly in that it uses the finite difference method to solve a PDE

representation of the Hamilton-Jacobi-Bellman (HJB) equation over the workspace.

Additionally, the method described in reference [18] can be made to rely upon the

system’s dynamics.

Numerical potential functions, such as those described in references [12,13,21–

24], have an advantage of being constructed in such a way that the goal location is

given the minimum value and the rest of the potential values are propagated through-

out the rest of the free operating space. These approaches are done through wavefront

expansion with counting and logic involved.

Navigation function path planners are effective in generating safe paths to the

goal, however the methods that have been introduced in the past are primarily formed

only with knowledge of the distance to the goal and the connectivity of the free regions

in the workspace. Conversely, the novel algorithm introduced in this dissertation will

generate the navigation function based on the control effort of a given model to go from

one grid point to another in a given environment. The novel algorithm will leverage
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the construction method for the navigation functions described in references [12]

and [13] but will use the system’s control effort to determine the contour levels.

The path plan algorithm introduced in this dissertation can generate reference

paths from anywhere in the free environment. However, the algorithm will require

knowledge of both the objective location as well as a final desired state and would

need to be regenerated if new information is acquired. The result, however, is a path

plan that will guide the robot safely to its objective while also considering the control

effort to get there as well as how to form its approach to a goal state. Additionally, the

path plan algorithm enables the inclusion of the kinematics of the mobile robot in its

formation without increasing the dimensions of the configuration space of the system.

The planner in this research considers the model of the mobile robot to consist of four

state variables, but it generates the path plan within a two-dimensional environment

making it computationally cheap.

While the navigation function path planner is able to generate path plan from

anywhere in the free space, the fact that it will need to be regenerated whenever

new knowledge is obtained can make it inefficient in the presence of uncertainty. To

overcome this issue, extensions of the path planning algorithm are presented using

modified versions of RRT* and D* with a minimum control effort-based metric to

determine the cost to move between configurations.

The RRT* algorithm, as presented in reference [8] is designed to form its tree

from the starting configuration of the robot and can use the tree to find a minimum

cost traversal to anywhere in the free space. This ability gives the planner the ability

to determine a path with an uncertain goal and eliminates the dependence on grid

resolution. The D* algorithm is another grid-based path planner and is discussed in

references [25, 26]. This algorithm is designed as a dynamic A* algorithm, discussed

in references [27] and [28], where it has the ability to dynamically re-plan a path
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in the presence of an uncertain environment. These algorithms are chosen due to

their ability to account for uncertain objectives, terrain types and can be used to find

optimal traverses.

1.1.2 Nonlinear Guidance Law

The next component of the framework applied in this research is a nonlinear

guidance technique. This part of the research is intended to provide a mobile robot

with an increased ability to act in the given scenarios. The guidance laws are designed

to provide commands to ensure that the vehicle can track the reference paths it is

given.

1.1.2.1 Nonlinear Model Predictive Control-Based Guidance

The main nonlinear guidance technique that is applied within this framework

is based on nonlinear model predictive control (NMPC). The NMPC algorithm is

chosen due to its ability to incorporate constraints on the inputs and outputs of the

system being studied. Additionally, the NMPC algorithm is solved by making use

of the State Dependent Riccati Equation (SDRE) and its associated state-dependent

coefficient formulation.

The use of model predictive control, or receding horizon control (RHC), is a

widely researched topic in controls engineering for a variety of applications. Model

predictive control is a process control method where the current inputs to the system

are determined by forecasting the behavior of the system model over a finite horizon.

The control is designed to minimize a cost function over the finite horizon and can

be used for regulation or tracking of a reference trajectory [29]. For MPC to be

implemented, a continuous system is discretized given a sampling time based on the

process being studied. Then, a prediction horizon is taken as the number of time
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steps into the future being considered in the forecast. This allows for a control input

to be determined at each time step over the horizon. Although the model behavior is

considered over the time horizon, only the first input is applied to the mobile robot

using the technique in this research, as illustrated in figure 1.3.

Figure 1.3: Illustration of mpc control horizon.

This approach is used to generate high-level guidance commands for the mobile

robot to track a given trajectory. The derived guidance commands will be unique

since it will make use of the state-dependent coefficient (SDC) form of the nonlinear

kinematic equations and the system’s inputs will be found by quadratic programming.

The SDC formulation is used because it can preserve the nonlinear nature of the

system being studied.

The SDC form for nonlinear systems as it pertains to controller, observer or

filter design is discussed in references [30–33]. The focus of using the SDC form is to

transform a nonlinear system into a psuedo-linear form and then implement optimal

control or estimation techniques through solving the SDRE. As it relates to control

design, the SDC form allows for synthesis of nonlinear feedback controllers that are
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similar to the LQR structure. In references [30] and [31], the problems are posed to

use the SDRE to solve problems such as the infinite horizon quadratic regulator for

some example nonlinear dynamics. The authors use direct parameterization to place

the dynamics into the SDC form, which they note is not unique for a given system.

The SDC form and control designs using the SDRE discussed in references

[30–33] center on solutions over an infinite time horizon. In contrast, the results

described in references [34] and [35] look at solutions for control problems with a

finite horizon. Both papers include a change of variables to solve for the control over

a finite horizon as well as fixed terminal constraints, so that they can achieve their

respective objectives [34,35].

The results presented in references [30–35] highlight the use of the SDC form

and the nonlinear feedback control laws that can be found through solving the SDRE.

These results, however, do not consider constraints on the system’s inputs or outputs

(other than some terminal constraints, shown in references [34] and [35]). The contri-

bution of the work presented in this dissertation will make use of an SDC formulation

and nonlinear model predictive control, which will enforce input and output con-

straints while performing reference trajectory tracking.

Traditionally, nonlinear model predictive control involves linearizing the sys-

tem’s dynamics about a nominal trajectory [29, 36, 37]. References [29] and [36] give

an overview of the traditional formulation for NMPC. And reference [38] discusses

important results for MPC in general with considerations towards both stability and

optimality of the results.

An alternate approach for NMPC employs a Control Lyapunov Function (CLF)

to help with achieving stability and applying an approximation to the terminal cost to

the tail of the infinite horizon problem [39–44]. The CLF approach for receding hori-

zon control along with an SDC factorized system is shown in references [41] and [42],
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without considering constraints. Reference [39] presents the CLF technique in detail

with receding horizon control and focuses on time varying and input constrained sys-

tems. Also, the author in [39] propose that finding an appropriate CLF is equivalent

to finding a continuous stabilizing control law for the system.

Then, the author in reference [40] further the discussion from [39] covering the

CLF approach with RHC. The developments found in [40] pertain to the stabilization

of unconstrained nonlinear systems and use the CLF as a terminal cost function.

Furthermore, the authors conclude that there is no need for constraints on the system

or the CLF to achieve stability, with the proposed methodology.

The contribution of the work covered with this research is motivated by the

developments in reference [45]. However, the research presented in this dissertation

distinguishes itself in that the NMPC guidance design is applied to a wheeled mobile

robot and is verified both in simulations and through experiments by applying the

design to a real-time mobile robot testing platform.

1.1.2.2 Nonlinear Control of Rover Vehicles

Another nonlinear guidance method that will be derived and used in the frame-

work is a backstepping-like guidance law. This design is provably stable and guaran-

tees bounded trajectory tracking errors. This will ensure that the mobile robot can

safely and accurately follow a path plan generated by the navigation function. Also,

this method is widely-researched and can be used for comparison with the NMPC

design.

There have been implementations of different nonlinear control designs in a

wide variety of mobile robot applications [46–55]. Some of the applications of non-

linear control with wheeled robots have only been verified through simulation, as in

references [46–52], while others have been validated by hardware experiments such as
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references [53–55]. Reference [46] provides a control design based on a virtual struc-

ture approach to follow a simple user defined trajectory. And in reference [47], an

adaptive control design is implemented in simulation to control a mobile robot where

it is also proven to be robust to input saturation and disturbances.

The experimental results presented in reference [53] validates a learning based

nonlinear model predictive control design that is constructed so that it must learn a

path through repetition to improve its model parameters. The experimental results

discussed in reference [54] are for an adaptive dynamic control design that applies its

control inputs to the dynamics in order to govern the kinematics of a wheeled robot.

The applications of this work are for an autonomous load carrying wheeled mobile

robot in an industrial setting [54]. Also, in reference [55] the results show a velocity

scheduling based controller that utilizes dynamic feedback linearization of a mobile

robot with only two out of four wheels being actuated.

Backstepping control designs for wheeled mobile robots are discussed in ref-

erences [48–52]. The control laws in references [48] and [49] apply backstepping to

control the kinematic model directly from the dynamics of the system and torques on

the vehicle are applied as the control inputs. In contrast, the backstepping control

design in references [50, 51] account for commanding the robot’s heading angle turn

rate and its forward acceleration. Also, a backstepping-like control design is proposed

in reference [52], which is derived so that the control inputs are given in terms of the

wheel speeds of a robot in order to facilitate its implementation on an experimental

testbed.

The backstepping-like guidance law discussed in this framework will be moti-

vated by the developments presented in references [50, 51]. The results from [50, 51]

are expanded upon in this dissertation with updated stability considerations and

presentation of real-time implementation results using the derived guidance laws.
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1.1.3 Cooperative Control with Artificial Potential Functions

It is possible that more than one mobile robot may be present in a given scenario

and they will need to collaborate with one another. Therefore, it is practical to

consider a guidance methodology for scenarios involving multiple vehicles needing to

cooperate. The chosen approach to investigate the interactions between the vehicles

will be evaluated based on an artificial potential function (APF) approach.

With this approach, the vehicles will be modeled based on a wheeled robot’s

kinematic equations and the commanded velocity and heading angle guidance com-

mands will be determined from a composite potential function. The composite poten-

tial function will consist of a numerical navigation function, an analytical potential

function governing the interaction forces between the vehicles and an additional re-

pulsive potential function. The numerical navigation function will represent the given

environment, given obstacle locations and an objective gathering location. The ana-

lytical APF component will have attractive and repulsive characteristics to dictate the

behavior of the individual agents within the group. Finally, the additional repulsive

term is used as an extra layer to ensure the vehicles do not collide.

In general, the goal of this cooperative control policy is to derive guidance

commands that govern how individuals within a group move so that they stay together

and/or avoid collisions. The set of rules called Reynold’s Rules were defined in order

to capture the collective motion of large groups based on observations in nature.

Formally, Reynolds’ rules for collective motion are [56]:

1. Collision avoidance

2. Velocity matching - matching speed and motion direction

3. Flock centering

Traditional approaches for cooperative control frameworks involve portraying

the communication topology of the group as a graph of nodes and edges, called
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the graph theoretic framework [56]. In this arrangement, the flow of information is

structured within a communication graph. The resulting graph helps to illustrate

which agents communicate with each other and which information is available to

the group. In the graph theoretic framework, the feedback control laws are derived

based on graph theory, involving the formation of an adjacency matrix, based on

the information flow, and an in-degree matrix, based on the number of agents in

communication with a particular node. Then, the feedback control law is found by

evaluating the graph Laplacian, which is the difference between the in-degree matrix

and the adjacency matrix, multiplied by the state of the group considering integrator

dynamics [56].

An alternate approach to the graph theoretic framework for cooperative control

involves defining potential energy functions, also called artificial potential functions

(APF). The APF method was initially introduced as an online collision avoidance

algorithm, as detailed in reference [11]. The design is such that it posseses an attracive

component as well as a repulsive component. The attractive component is designed

to draw the system to a desired state and the repulsive component is designed to

avoid potential hazards or undesired states for the system [11]. For cooperative

control scenarios, however, the APF is used to influence the behavior of the group in

a decentralized approach. Thus, the individual vehicles act in accordance with their

respective locations relative to the other vehicles present.

There are some defined objectives in the literature for cooperative control using

APFs, which are similar to Reynold’s Rules. The main behavioral objectives using

the potential function approach for a group of vehicles are aggregation, social foraging

and formation control [57, 58]. For aggregation, the objective is to bring the group

together while avoiding inter-vehicle collisions. And in social foraging, the behavior

resembles the search of an environment for areas of interest while avoiding areas
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of potential danger. And formation control is to have the vehicles achieve a final

geometrical structure while moving together [58].

One approach using APF cooperative control is demonstrated in reference [59].

In [59], double integrator dynamics are assumed and the potential function defines

the interaction between neighboring vehicles with a virtual leader providing a moving

reference trajectory to track. The virtual leader is introduced to provide direction

and possibly manipulate the group’s geometry. Another example using a point mass

dynamics is shown in reference [60] where guidelines for constructing a potential

energy function is discussed. In [60], the potential function is defined as a composition

of different functions each designed to attain a certain performance. Both references

[59] and [60] discuss flocking behavior of multiple agents moving together to different

objectives in a given environment.

While references [59] and [60] consider vehicles with point mass dynamics, the

author in reference [61] provides a cooperative APF framework for unicycle mobile

robots. In [61], each robot is assumed to have a safety area and communication area

which are designed to dictate the communication protocol of the group. The APF

introduced in [61] is a smooth p-differentiable bump function designed such that the

vehicles in the group can track a reference trajectory while avoiding collisions with

all other robots.

The research presented in reference [57] gives an alternate APF formulation

along with guidance for defining such a potential function for cooperative control. The

authors in [57] define a general class of odd functions that have attractive and repulsive

components that can be solved to find the equilibrium distances between the agents

with tuning of several design parameters. Several objectives can be reached due to the

properties of the APF defined by the authors in [57] such as stable aggregation, and

formation control for a group. The work in reference [58] extends the results in [57] to
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include social foraging considerations and applies the results to non-holonomic agents

where the APF provides reference values to be tracked with a sliding mode controller.

Other extensions inspired by the research in reference [57] can be found in

references [62] and [63]. Reference [62] presents guidelines for overcoming some po-

tential pitfalls with APF frameworks. The problem areas addressed in [62] consider a

non-reachable goal (local minimum), obstacle collision (when the attractive potential

overwhelms the repulsive component), obstacle collisions in swarms and inter-agent

collisions. The guidelines in [62] combines additive and multiplicitive configurations

of the APF to address the problems with a point mass system. Then, reference [63]

makes use of the APF guidelines found in [57] for use on a system of quadcopters

with multi-loop control and some considerations towards obstacle avoidance.

The research that will be discussed in this dissertation is influenced by the

APF design found in reference [57]. However, this work will consider wheeled mobile

robot’s kinematics. An additional contribution from this aspect of the disseration is

the insertion of the numerical navigation function for social foraging tasks.

1.2 Objectives and Contributions

1.2.1 List of Contributions

I. Developed a path planning algorithm that considers a system’s kinematics and

control effort.

II. Designed path planning algorithm that plans to a reachable state.

III. Derived a stable backstepping guidance law that ensures bounded tracking er-

rors.

IV. Derived a stable nonlinear model predictive control-based guidance law that can

enforce constraints on the inputs and outputs of the system.
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V. Implemented a combination of the path planning algorithm and either of the

nonlinear controllers to construct a guidance and control framework.

VI. Combined the path planning algorithm’s potential field with cooperative poten-

tial functions for a group of rover vehicles for aggregation and social foraging

tasks.

VII. Applied guidance techniques, individual and cooperative, to real-time mobile

robot platforms.

1.2.2 List of Published Works

Journal Publications:

(a) Objectives I.,II.,III.,V.:

P. Quillen, K. Subbarao and J. Muñoz, “Path Planning to a Reachable State

Using Minimum Control Effort Based Navigation Functions,” in Journal of As-

tronautical Sciences. (In review)

(b) Objectives I.,II.,IV.,V.:

P. Quillen, K. Subbarao and J. Muñoz, “Minimum Control Effort Based Path

Planning and Nonlinear Guidance for Autonomous Mobile Robots,” in The In-

ternational Journal of Advanced Robotic Systems. (In review)

(c) Objectives I.,II.,VI.,VII.:

P. Quillen, K. Subbarao and J. Muñoz, “Cooperative Control with Minimum

Control Effort Based Navigation Functions,” in Journal of Intelligent Robotics.

(Pending)

(d) Objectives III.,IV.,VII.:

P. Quillen, K. Subbarao, “Real-Time Nonlinear Model Predictive Control for

Wheeled Mobile Robots,” in The Journal of Advanced Robotics Systems. (Pend-

ing)
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Conference Publications:

(a) Objectives III.:

P. Quillen, K. Subbarao and J. Muñoz, “Guidance and Control of a Mobile Robot

via Numerical Navigation Functions and Backstepping for Planetary Exploration

Missions,” in AIAA Space 2016, AIAA Space Forum, (AIAA 2016-5237). (Ref-

erence [50])

(b) Objectives I.,II.,,III.,IV.:

P. Quillen, J. Muñoz and K. Subbarao, “Path Planning to a Reachable State

Using Inverse Dynamics and Minimum Control Effort Based Navigation Func-

tions,” in AAS/AIAA Space Flight Mechanics Meeting, no. AAS 17-849, 2017.

(Reference [51])

(c) Objective III.:

A. Godbole, V. Murali, P. Quillen and K. Subbarao, “Optimal Trajectory Design

and Control of a Planetary Exploration Rover,” in Advances in the Astronautical

Sciences Spaceflight Mechanics, vol. 160, 2017. (Reference [52])

1.3 Dissertation Outline

This dissertation is organized as follows: A description of the framework is given

in chapter 2 along with a summary of its components and the mobile robot kinematic

model used for the results. Chapter 3 details the numerical navigation function al-

gorithm using a modified wavefront expansion for path planning with control effort.

Chapter 4 presents extensions of the path planning algorithm using modified versions

of RRT* and D* to find safe paths. The nonlinear model predictive control-based

guidance law is presented in chapter 5. A different nonlinear guidance law based on a

backstepping-like approach is covered in chapter 6. The cooperative guidance policy

for multiple mobile robots is presented in chapter 7. The simulation results using the
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components of the framework are given respectively in chapters 3 through 7. The

experiment results using the mobile robot testing platforms with the guidance tech-

niques covered in this dissertation are compiled in chapter 8. Finally, the conclusions

and future work with this research is given in chapter 9.

19



CHAPTER 2

Framework and Problem Description

This dissertation involves approaches which either involve a single mobile robot

or a group of mobile robots in a given scenario. The individual tasks will be used

to verify the nonlinear guidance techniques in tandem with the path planning algo-

rithm. Then, the group tasks will be used to verify the cooperative control policy

using a combination of potential functions with the potential field constructed by the

navigation function to perform aggregation and social foraging tasks.

2.1 Framework Setup

The proposed framework in this dissertation for individual mobile robots will

consist of two main capabilities meant to enhance the vehicle’s autonomy. Figure

2.1 illustrates the main flow of information in a typical guidance, navigation, and

control framework. The main contributions of this research will be in the areas of

a navigation function path planner and two different nonlinear guidance designs,

as highlighted in figure 2.1. For the results given, it is assumed that information

concerning the environment such as obstacle positions and objectives are known to

the vehicle and that the maneuvers occur within a flat environment.
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Figure 2.1: Block diagram depicting general GNC framework.

The first capability of the framework, evident with the path planning algorithm,

has the ability to guide the vehicle safely through a hazardous, obstacle laden environ-

ment to a reachable state. This aspect of the work will be addressed through a special

class of artificial potential functions called navigation functions. The approach shown

in this dissertation will be discussed with the algorithm described in chapter 3. The

objective with this component of the framework is to introduce the technique with

the vehicle’s kinematic model and to generate a path plan that directs the approach

of the vehicle to a final desired reachable state.

Extensions of the path planning algorithm in chapter 3 are also provided in

chapter 4. These extensions make use of the same minimum control effort approach

but utilize different methods for planning the path. The two extensions studied in

this dissertation use modified version of the RRT* and D* path planning algorithms.
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The second capability is a guidance law which generates high-level commands to

have the vehicle track a desired path through the environment. This aspect within the

framework is handled through two different nonlinear guidance techniques. The first

technique is based on a nonlinear model predictive control derivation and the second is

a backstepping-based design. The NMPC technique applied in this framework is given

in chapter 5 and is based on the developments found in [45]. For this methodology,

the SDC form is used to preserve the nonlinear nature of the vehicle’s kinematic

equations and the weight on the terminal state of the system is found by solving the

discrete time state-dependent Riccati equation. The guidance commands are then

found by quadratic programming with input and state constraints enforced on the

system.

Then, the backstepping guidance law in this framework is presented in chapter

6 of this dissertation. This approach is chosen for comparison with the NMPC design

as it is an extensively studied method used for controlling differential drive mobile

robots. This guidance law is designed to provide provably stable, high-level guidance

commands.

Simulation results are presented in chapters 5 and 6 and involve the combina-

tion of the NF path planner with the nonlinear guidance designs to close the loop

of the framework. Additionally, experimental validation of the nonlinear guidance

techniques is presented in chapter 8 of this work.
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Figure 2.2: Flow of information for cooperative control framework.

The next aspect of this research involves cooperative control with multiple mo-

bile robots. An illustration of the flow of information within the cooperative control

framework is given in figure 2.2.

The potential field generated by the navigation function algorithm allows for

a path to be formed from anywhere in the given environment. It also provides in-

formation such as areas to avoid (obstacles) and the objective location for the group

to arrive at. The APF guidance block within the framework uses the environment

information provided by the navigation function potential field and combines it with

information about the relative positions of the other robots to generate steering com-

mands to safely guide the vehicles to their objective. The APF guidance uses the

relative position information along with different potential functions intended to gen-

erate conflict free trajectories through the environment for the group of robots. The
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cooperative control policy and simulation results are presented in chapter 7 with

experimental results given in chapter 8.

2.2 Mobile Robot Kinematic Model

The kinematic model of the wheeled mobile robot considered in this research is

illustrated in figure 2.3. For the results discussed, an east-north-up (ENU) convention

is used. The heading angle, ψ, is defined positively going in a counter clockwise

direction about the z-axis (up) going from the inertial x-axis (xI) to the body x-axis

(xb). The state variables of the robot is taken as the inertial position in x and y

coordinates, its heading angle and its forward velocity, and it can be represented by

the vector x = [x, y, ψ, v]T . Without loss of generality, the subscript I for the inertial

x and y positions of the robot is dropped.

Figure 2.3: Kinematics of the wheeled mobile robot.
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2.2.1 Nonlinear Kinematic Equations

There are two sets of nonlinear kinematics used here to represent a wheeled

mobile robot. The first set of equations are given by

ẋ = v cos (ψ)

ẏ = v sin (ψ)

ψ̇ = u1

v̇ = u2

(2.1)

where u1 and u2 are the guidance inputs. These kinematics can be used as a repre-

sentative model with inputs influencing the heading angle turn rate and the vehicle’s

forward acceleration. The set of equations defined in eq. (2.1) are used for the path

planning algorithm and the nonlinear model predictive control derivation. Stability

with the set of equations in eq. (2.1) with a backstepping approach is shown in chapter

6 to prove their feasibility in the navigation function algorithm.

The second representation of the mobile robot’s kinematics are considered with

the backstepping guidance derivation and are given by

ẋ = v cos (ψ)

ẏ = v sin (ψ)

ψ̇ = α1 (ψc − ψ)

v̇ = α2 (vc − v)

(2.2)

In eq. (2.2), the high level guidance commands are ψc and vc, which denote the

commanded heading angle and commanded velocity, and are used to track a reference

trajectory. The equations for ψ̇ and v̇ are changed from eq. (2.1) to add an extra

layer of control for implementing the nonlinear backstepping guidance law.
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2.2.2 Kinematics in Linear State-Space Form

A linear version of the kinematics are needed for the path planning algorithm

described in chapter 3. The kinematics given in eq. (2.1) need to be placed in a linear

state-space form, i.e.

ẋ = Ax + Bu (2.3)

where x ∈ <n, u ∈ <m, A ∈ <n×n and B ∈ <n×m are the state and input vectors and

state and input system matrices respectively. In order to achieve this, the deviation of

the state from a nominal trajectory is considered. And in order to place the system of

equations in a linear state-space form, the jacobian of eq. (2.1) needs to be evaluated

about a nominal trajectory, xn ∈ <n. Given a nonlinear autonomous system of the

form

ẋ = f (x,u)

the A matrix is equal to

A =
∂f

∂x

∣∣∣∣
xn

and the B matrix is equal to

B =
∂f

∂u

∣∣∣∣
xn

Hence, the linear system A and B matrices for the wheeled mobile robot are defined

as

A =



0 0 −vn sin (ψn) cos (ψn)

0 0 vn cos (ψn) sin (ψn)

0 0 0 0

0 0 0 0


(2.4)
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and

B =



0 0

0 0

1 0

0 1


(2.5)

Thus, the linear kinematics for the mobile robot are of the form

δẋ = Aδx + Bδu (2.6)

where the A and B matrices are evaluated through eqs. (2.4) and (2.5) respectively

and δx ∈ <n, and δu ∈ <m are perturbations of the state and input vectors from the

nominal trajectory, i.e. δx = x− xn and δu = u− un.

For the path planning algorithm, the nominal trajectory for the robot is con-

sidered as a straight-line, un-accelerating trajectory between two points in a grid over

a constant sample time, ∆t. The nominal values for ψn and vn are evaluated as

ψn = tan−1

(
∆y

∆x

)
vn =

√(
∆x

∆t

)2

+

(
∆y

∆t

)2

(2.7)

Within the path planning algorithm described in chapter 3, the values for ∆x and

∆y are evaluated as the cell difference of two neighboring points in a grid.
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CHAPTER 3

Path Planning to a Reachable State using Numerical Navigation Functions

The main contribution of this research is the construction of the navigation

function, which is motivated by the wavefront expansion described in [12] and [13].

However, the novel design discussed here distinguishes itself from the traditional

methods since it will use a metric based on the control effort of the system to form

the contour levels in the potential field as opposed to a distance based metric. The

work presented in this dissertation makes use of the kinematic equations for a mobile

robot and observing how it influences the potential contour levels with the algorithm.

The end result is a path plan algorithm that is model-dependent.

The full algorithm is outlined in figure 3.1 with the contributions to the algo-

rithm highlighted. These modifications were added to the original wavefront expan-

sion algorithm to enable the inclusion of a metric defined by the control effort of the

system and allow for some constraints to be considered.

Two methods are introduced for constructing the navigation function. The first

method will make use of the solution to the minimum control effort problem given a

fixed initial and final state for a linear system. This method is constructed to plan

a path to an objective reachable state, expressed as xgoal, and will form a minimum

control effort path plan. Then, the second method will be to take an inverse dynamics

approach to a reachable state. This approach is considered for the nonlinear mobile

robot kinematic model. Both methods are constructed to reach an objective reachable

state, expressed as xgoal, and will form a minimum control effort path plan.
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Figure 3.1: Control effort based navigation function algorithm.

In this chapter, the algorithm will first be described in general without specify-

ing which method is used. Then, the specific details involved with each method will

be discussed followed by some example simulation results for each case.
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3.1 Navigation Function Generation

3.1.1 Initialization Block

The first step of the algorithm takes place with the initialization block, as

shown in figure 3.1. The initialization block of this numerically constructed potential

field begins by discretizing the workspace into an evenly spaced grid. This grid can

be scaled to fit over any two-dimensional working environment. The discrete grid

and the obstacle positions are then used to form a bitmap representation of the

environment, as illustrated in figure 3.2. This allows the free points to be identified

and extracted. Note that the free space is denoted as qfree in the algorithm flowchart

in figure 3.1, where q in general represents a configuration in the workspace. In the

two-dimensional workspace considered in this research, q ∈ <2, and is denoted by the

vector q = [x, y]T .

1 1 1 1 0 0 0 0 0 0

1 1 1 1 0 0 0 0 0

1 1 1 1 0 0 0 0 0 0

0 0 0 0 0 0 0 0 0 0

0 0 0 0 0 0 0 1 1 1

0 0 0 0 0 0 0 1 1 1

0 0 0 0 0 0 0 1 1 1

0 0 0 0 0 0 0 1 1 1

Obstacle

Obstacle

Goal Goal

Given Environment Discrete Bitmap Representation

Figure 3.2: Bitmap representation of working environment.
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Also, during initialization, the obstacle potential levels are set uniformly to a

large number and these configurations are separated for the rest of the algorithm.

The potential level of the desired final state is then set to zero, to ensure that it is

the global minimum, and these values are inserted into a list, listk, where the index

k = 0 initially, i.e. list0 (xgoal, 0).

Another attribute that is set during initialization is the model to base the

navigation function generation. The model will motivate how to set the final objective

state, xgoal, how the state is approximated in the neighboring points and how the cost

associated with the control effort is computed. For the results in this dissertation,

the model is defined based on the linear and nonlinear kinematic equations for a two-

wheel differential drive mobile robot. The models and their nuances are described in

sections 3.2 and 3.3.

3.1.2 Main Block

Once set, the information from the initialization block is passed into the al-

gorithm’s main block to generate the navigation function. Within the algorithm,

the states and potentials within listk are used to evaluate the potential values of

their neighbors, x0(j), where the index j denotes the jth neighbor point. For two-

dimensional workspace examples, the algorithm considers each of the 2-neighbors of

the ith state, xf (i), in listk. The 2-neighbors are defined as the configurations in the

grid that have at most two coordinates differing from the central point. There are

eight 2-neighbors for a configuration when considering a two-dimensional grid [12].

An illustration of this procedure, as well as the grid representation for the mobile

robot model is shown in figure 3.3.

Next, it must be determined if the neighbor point is in the free space and if

the potential has not yet been computed. If the neighbor point is both free and has
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Figure 3.3: Wavefront expansion cost propagation.

not been visited by the wavefront expansion, then the algorithm continues; otherwise

that point is disregarded and the next neighbor point, x0(j + 1), is considered. This

step ensures that there are no overlapping values and that the navigation function is

only evaluated in the free space.

Also, for the free neighbor points, the algorithm completes the state information

of x0(j), since the only information known at this point is the position in the discrete

grid. Additionally, the control effort to go from x0(j) to xf (i), is computed based on

the method chosen (Minimum Control Energy or Inverse Dynamic). And the value

for this control effort, u (x0(j), xf (i)), is calculated using either eq. (3.5) or eq. (3.9).

The resulting control vector and position information are compared with the

constraints

||u0|| ≤ umax (3.1)

d ≤ deff (3.2)
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where u0 = u (x0(j), xf (i)), and umax ∈ < and deff ∈ < are scalar parameters

denoting the maximum control limit and effective distance respectively which are set

during initialization. The value of d, in eq. (3.2), represents the Euclidean distance

of the corresponding neighbor point, x0(j), to the final desired position in the grid,

xgoal.

Effectively, the deff term in eq. (3.2) does make this method partially de-

pendent on a measure of distance. However, the deff term is associated solely with

the maximum control effort constraint, umax. The combination of the constraints in

eqs. (3.1) and (3.2) are used to enforce the notion that it would be cost prohibitive

to approach the final desired state from certain configurations, such as facing the

opposite direction at close proximity. The deff parameter in this sense restricts the

umax constraint to only affect grid points within a certain neighborhood of the goal

and has no bearing on the potential levels through the rest of the free space.

Now, if the constraints in eqs. (3.1) and (3.2) are violated at a given neighbor

point, x0(j), then its associated cost is set equal to that of the obstacle configurations,

i.e. J(x0(j)) = J(obs). But, if the cost for the neighboring states do not violate the

constraints, then it is computed by

J (x0(j)) =
1

2

(
u0

Tu0

)
δt+ J (xf (i)) (3.3)

where δt is a time step set during initialization for the maneuver to occur. The

cost computed in equation (3.3) is used to create the contour levels making up the

navigation function.

There are a couple of considerations with the cost function in eq. (3.3). The

first is that the cost is always increasing from one level to the next with the wavefront

expansion, this feature is what enables us to claim that there is a unique and global

minimum at the goal. Second, the choice of grid resolution, or the spacing between
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the grid points, and the time-step parameter δt, does affect the magnitude of the cost

through the grid; however, they do not affect the overall shape of the potential field

and its resulting path plan.

Finally, when the cost for x0(j) is computed, it is appended to the bottom of a

new list, indexed at k+1, written as

listk+1 (x0(j), J (x0(j)))

in figure 3.1. This process is continued for each neighboring configuration of xf (i).

If all the neighbors have been visited, then the next final state and cost in listk

are used, i.e. xf (i + 1) and J (xf (i+ 1)). However, if all the elements in listk have

been used, then the values from the next list, listk+1 are considered. The algorithm

continues until listk is empty. When listk is empty, then all the points in qfree that

are connected to the objective position have been visited by the wavefront expansion

and the navigation function generation is finished.

Once the navigation function algorithm finishes, the reference path, xr, is ob-

tained through a best-first graph search following the negative gradient of the resulting

potential field from a given initial location to the objective location. Through this

method, the paths are attained by observing the potential values of the neighboring

points and then choosing the neighbor with the lowest value. This is done in an

iterative manner until the objective is found. In other words, the path is found by

starting at some initial location in the environment and continuing along a path of

minimal control effort until it reaches the goal.
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3.2 Minimum Control Energy Approach

The minimum control effort based path plan is designed considering the solution

to the optimal control problem for finding the minimum energy controller. The cost

function associated with this problem is given by

min
u∈<m

J =
1

2

∫ tf

t0

uTu dt (3.4)

subject to

ẋ = Ax + Bu

x (t0) = x0

x (tf ) = xf

Within the context of the grid-based path planner, the above represents the cost

going from one grid point at t0 to a neighboring grid point at tf (denoted as x0 and

xf respectively). The solution to this problem can be found in most optimal control

textbooks such as reference [64]. The analytic solution for the open-loop, minimum

energy controller for a linear model is given by

uL = BTΦT (tf , t) W−1
R (t0, tf ) [δxf −Φ (tf , t0) δx0] (3.5)

where δxf and δx0 are perturbations of the state about the nominal trajectory at tf

and t0 respectively. Also, WR (t0, tf ) is the reachability Gramian and Φ (tf , t) is the

state transition matrix of the system [64]. The state transition matrix is computed

as

Φ (tf , t) = eA(tf−t)

and the reachability Gramian is computed by

WR (t0, tf ) =

∫ tf

t0

Φ (tf , τ) BBTΦT (tf , τ) dτ (3.6)
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which needs to be non-singular in order for the state at tf to be reachable.

Solving for the reachability Gramian using eq. (3.6) is not straightforward;

however, there are simplifications to find a solution which exist in the linear systems

literature, such as reference [65]. One method to find a solution to eq. (3.6) is to look

at the analytic solution of the differential Lyapunov equation. The solution to the

differential Lyapunov equation of the form

Ṗ = AP + PAT + BR−1BT (3.7)

is given by

P(t) = Φ (t, t0) P (t0) ΦT (t, t0) +

∫ t

t0

Φ (t, τ) BR−1BTΦT (t, τ) dτ (3.8)

Therefore, by taking P (t0) = 0 and setting R equal to the identity matrix, the

right hand side of eq. (3.8) is equal to the right hand side of eq. (3.6). Hence, the

reachability Gramian can be found by integrating the differential Lyapunov equation

from t0 to tf , in eq. (3.7), assuming WR (t0, t0) = 0.

Additionally, the aspect of reachability for the system being studied is formally

addressed with the following remark. The motivation for this assertion can be found

in the discussions of chapter 6 from reference [65] and chapter 3 in reference [66]

involving the concept of a system’s controllability and its implications with regards

to reachability. The aim is to show that if the linear system is controllable, then it

can be directed to successive local reachable states, with each one leading the system

to the final objective reachable state at the end of the path plan.

Remark 1. Consider the nonlinear system in eq. (2.1) and it’s linearization in

eq. (2.6) about the nominal state, xn and un. If the linear system is controllable,

then the nonlinear system is locally controllable in the neighborhood of (xn, un). The

linear and the nonlinear system are also locally reachable. Thus, successive state tran-

sitions of the linear system from controllable to controllable configurations, ensures
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that the nonlinear system is transferred through locally reachable states to the goal

location [65, 66].

In eq. (3.5) the input vector, uL ∈ <2, is defined as uL = [δu1, δu2]T , where

δu1 and δu2 are the commanded heading angle turn rate and forward acceleration

respectively.

A and B for the linear kinematic model are obtained using the nominal trajec-

tory. The values for the nominal trajectory xn are computed by specifying a sampling

time, ∆t, and assume it is a straight line maneuver between the node position from

x0 (i.e. the values x0 and y0) and the node position from xf (i.e. the values xf and

yf ) within a grid as illustrated in figure 3.4. Then, the nominal heading angle is taken

as the direction pointing from the node position of x0 to the node position of xf (i)

within the grid, given by

ψn = tan−1

(
yf − y0

xf − x0

)
And the nominal velocity is computed as

vn =

√(
xf − x0

∆t

)2

+

(
yf − y0

∆t

)2

To compute the control effort from equation (3.5), the state information at t0

and at tf needs to be determined. Within the path planning algorithm, the final state

at each level is taken as the ith state extracted from the kth list, i.e. xf (i), which is

initially set as the desired final reachable state. The final objective reachable state

is denoted as the vector xMCE
goal = [xg, yg, ψg, vg]

T . And figure 3.4 illustrates how the

state is interpreted for the kinematic model within a discrete grid environment as

considered in this algorithm.

At t0, the state information is denoted as x0. And the state vector, x0, is found

by considering the 2-neighbor points of xf (i) and is completed assuming that the

vehicle at the neighbor location is approaching the state at tf . In other words, the
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Figure 3.4: Grid set up in two dimensional space for a mobile robot model.

position information for x0 is gathered from its position in the discrete grid. And

the values that need to be computed in order to complete the state, x0, are the

heading angle (ψ0) and velocity (v0). The heading angle for the neighboring points is

computed by

ψ0 = tan−1

(
ẏ0

ẋ0

)
and the velocity as

v0 =
√
ẋ2

0 + ẏ2
0

Where the directional velocities are calculated as

ẏ0 = vf sin (ψf ) +
yf − y0

δt

ẋ0 = vf cos (ψf ) +
xf − x0

δt

where δt = tf − t0.

Finally, in order to make use of the solution to the minimum energy controller

in eq. (3.5), the state perturbations δxf and δx0 need to be set. The values are
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determined by taking the difference between the state at tf , or t0, and the nominal

values, xn, as

δxf = xf − xn

δx0 = x0 − xn

This procedure is done for each of the free neighbors of xf (i). This approach

will ultimately influence the shaping of the navigation function’s contours based on

the final desired reachable state that considers the linear kinematic model of a mobile

robot with the minimum energy controller solution.

3.3 Inverse Dynamics Approach

If the model is chosen as the nonlinear kinematic model during initialization,

then an inverse dynamics based method for finding the control effort is used. The

robot’s state vector is given by x = [x, y, ψ, v]T which represents the position, head-

ing angle and velocity taken at a given instant. The nonlinear kinematic model is

considered as

ẋ = v cos (ψ)

ẏ = v sin (ψ)

ψ̇ = u1

v̇ = u2

for this approach with the path plan algorithm. The control terms are found in the

heading angle turn rate and the acceleration of the system (u1 and u2). The control

values can be rewritten as

u1 = α1 (ψc − ψ)

u2 = α2 (vc − v)
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where α1 > 0, α2 > 0 are scalar constants and ψc and vc are the guidance commands

for the heading angle and velocity of the system. Then, the two-dimensional control

effort vector is

uNL =

 α1 (ψc − ψ)

α2 (vc − v)

 (3.9)

The control effort computed using equation (3.9) is motivated by the stable nonlinear

trajectory tracking guidance design detailed in chapter 6 along with a proof of its

stability.

The actual commanded heading angle and velocity values are computed based

on the stability analysis of the system. However, for the navigation function algo-

rithm, it is assumed that the commanded heading angle and velocity values are set as

constants in the state at the end of a maneuver, at time tf . Therefore, it is included

as part of the final state, denoted as xf . The final state, xf , is initially set as the

desired reachable state given by xIDgoal = [xg, yg, ψg, vg]
T .

In order to compute the control effort using equation (3.9), the state for the

neighboring points must be completed based on the model. The position information

is extracted from the discrete workspace, but the heading angle and velocity values

still need to be calculated in order to complete the neighbor’s state x0. Figure 3.4

illustrates how the heading and velocity values are found for the mobile robot model.

The values for ψ0 and v0 at the neighbor points to xf are found assuming an

approaching maneuver from x0 to xf over a fixed time step, δt = tf − t0. From

figure 3.4, the heading angle at the neighboring point is taken as an approach angle

directed towards the desired final position, and it is measured positively from the

inertial x-axis in a counter-clockwise direction. So, the heading angle can be found

by

ψ0 = tan−1

(
ẏ0

ẋ0

)
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where

ẏ0 = vf sin (ψf ) +
yf − y0

δt

ẋ0 = vf cos (ψf ) +
xf − x0

δt

And the velocity at the neighboring point is found using

v0 =
√
ẋ2

0 + ẏ2
0

These values are computed for each of the free neighboring points of xf . This approach

will influence the shaping of the navigation function’s contours based on the final

reachable state that is given based on the nonlinear kinematic model and the inverse

dynamics approach.

3.4 Simulation Results

The examples presented in this chapter are based in a two-dimensional, flat,

Euclidean workspace. It is assumed that knowledge of the workspace such as the

obstacle regions, model properties, and the objective reachable state are fully available

to the vehicle.

There will be two example environments shown. The first will have no obstacles

present, this example will illustrate the features of the potential field’s formation with

this algorithm. Then, the second example will have some obstacles present, which

will be used to demonstrate the obstacle avoidance capability of the algorithm. The

two methods with this algorithm, the minimum control energy and inverse dynamics

approaches, will be applied to the given scenarios.

3.4.1 Case 1: No obstacles present

For the first example, the final desired reachable state is xMCE
goal = xIDgoal =[

30, 30, π
4
, 0.5

]T
. This results in a path plan that would approach the objective
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location with a heading angle pointing towards the upper right hand corner of the

workspace.

The navigation function algorithm is used with both of the methods described

in this chapter. The first set of results are shown in figures 3.5 and 3.6. The minimum

control energy approach is shown in figure 3.5 and the inverse dynamics approach in

figure 3.6. The results both direct the path to the final desired reachable state.

Figure 3.5: Minimum control energy path plan and potential field.

The value of umax is set as umax = 7 for both approaches. The effects of the

constraint of umax is seen in both figures as the crescent shape peaked in the potential

contours. This demonstrates that it will block paths from being formed that approach

the objective state from unfavorable directions.
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Figure 3.6: Inverse dynamics approach, path plan and potential field.

3.4.2 Case 2: Obstacles Present

The following examples demonstrate the obstacle avoidance capability of the

path planner with multiple obstacles present. The final desired reachable state for

these examples is taken as xMCE
goal = xIDgoal =

[
30, 35, π

2
, 0.5

]T
. This objective reachable

state would direct the path to a position in between two obstacles with a resulting

heading angle pointed in the north direction, i.e. ψg = π/2. The resulting path plans

and potential contour levels are shown in figures 3.7 and 3.8.

The results with the path planner show that the paths generated avoid collisions

and direct the vehicle to a state in between two obstacles. The resulting path plans

are different because of the different models being observed.

For the results shown in figures 3.7 and 3.8, the value for umax is set differently.

For the minimum control energy approach, the value is set at umax = 7 and for the

inverse dynamics approach, the value is umax = 10.
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Figure 3.7: Minimum control energy path plan and potential field.

Figure 3.8: Inverse dynamics approach, path plan and potential field.

Also, from the results shown here and in the previous subsection, it can be seen

that the potential fields only possess one global minimum. This is a result that comes
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from the wavefront expansion construction method used. This also implies that a

path plan can be formed to the final reachable state from any free configuration in

the given environment. This also implies that the navigation function only needs to

be generated once for the given environment, or if new information is obtained, and

the path can be found as needed.

3.4.3 Effects of Changing umax

The value of umax in the path planning algorithm is set as a user defined pa-

rameter to design the path plans that best approach the final desired state. Finding

a proper value of umax can help shape both the path plan and the potential field,

which is illustrated in figures 3.9-3.12.

Note that the figures which contain white space depict the effects of setting

the value of umax too small. When this is done, the potential field will not be fully

formed as the spaces around the final desired state are deemed too costly and violate

the constraints set.

Overall, the results in figures 3.9-3.12 depict the effects of changing umax for the

given scenarios. The plots reveal the potential level contours in the given environment.

It can be seen from the contour levels that the final approach of the path plan to the

reachable state is affected by the changing the value of umax.
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Figure 3.9: Effects of tuning umax with MCE approach, first example.

Figure 3.10: Effects of tuning umax with MCE approach, second example.
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Figure 3.11: Effects of tuning umax with ID approach, first example.

Figure 3.12: Effects of tuning umax with ID approach, second example.
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CHAPTER 4

Path Planning Extensions

This chapter presents extensions of the work discussed in chapter 3 with the

minimum control effort-based approach. The results in this chapter make use of

modified versions of RRT* and D* to generate path plans with a control effort-

based metric. References [8] and [25] provide a full description of the RRT* and D*

algorithms, respectively, and insight into their ability to find optimal path plans in

the presence of uncertainty since they are special cases of dynamic programming [27].

This chapter will present a summary of the algorithms with added changes to make

use of the minimum control effort metric discussed in section 3.2 of this dissertation.

The objective with this aspect of the dissertation is to explore different con-

struction methods with the minimum control effort metric. The RRT* construction

method was chosen due to its ability to rapidly explore a given environment without

knowledge of the objective. Also, RRT* eliminates the issues with resolution and

curse of dimensionality that arise with grid-based planners such as the method out-

lined in chapter 3. The D* algorithm is chosen because it can account for uncertainty

in the terrain and can be used to quickly regenerate path plans when new information

is acquired. This chapter will summarize both algorithms and give simulated path

planning results demonstrating the desired capabilities.

Similar to the numerical navigation function planner in chapter 3, these ap-

proaches will consider the kinematics of a wheeled mobile robot with a state vector

x = [x, y, ψ, v]T denoting the vehicle’s x and y position coordinates, its heading

angle, ψ and its forward velocity v.
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4.1 Modified-RRT* Algorithm

The optimal rapid exploring randomized tree algorithm (RRT*) expands a tree

of nodes over the configuration space of the system. Each node in the tree, q, has a

cost J(q), a heading angle, velocity and an edge pointer E(q) which denotes a pointer

to the node it’s connected to in the tree. The pointers are used in the end to traverse

the tree and synthesize a minimum cost path plan. The modified-RRT* algorithm is

presented in flowchart form in figure 4.1 and is summarized in this section in terms

of the original algorithm in reference [8].

Initialize
Set the following parameters:
𝒒𝑖𝑛𝑖𝑡 = 𝐼𝑛𝑖𝑡𝑖𝑎𝑙 𝑠𝑡𝑎𝑡𝑒
𝐸 𝒒𝑖𝑛𝑖𝑡 = 𝐸𝑚𝑝𝑡𝑦
Insert 𝒒𝑖𝑛𝑖𝑡 into node_list
N = number of samples
Δ𝒒 = maximum step size
𝛿𝑡 = time step to go Δ𝒒
𝜖𝑛𝑒𝑎𝑟 = range to gather 
nearest nodes
𝑖 = 0

Main Block

Start 𝑖 = 𝑖 + 1 End𝑖 > 𝑁

𝒒𝑟𝑎𝑛𝑑 = 𝑆𝑎𝑚𝑝𝑙𝑒(𝑖) 𝒒𝑛𝑒𝑎𝑟𝑒𝑠𝑡 =Nearest(node_list, 𝒒𝑟𝑎𝑛𝑑)

𝒒𝑛𝑒𝑤 = 𝑠𝑡𝑒𝑒𝑟 𝒒𝑛𝑒𝑎𝑟𝑒𝑠𝑡 , 𝒒𝑟𝑎𝑛𝑑

Free(𝒒𝑛𝑒𝑎𝑟𝑒𝑠𝑡 , 𝒒𝑛𝑒𝑤)
𝑿𝑛𝑒𝑎𝑟 = Near(node_list, 𝒒𝑛𝑒𝑤, 𝜖𝑛𝑒𝑎𝑟)

Get 𝑗𝑡ℎ node from 𝑿𝑛𝑒𝑎𝑟

𝑿𝑛𝑒𝑎𝑟 𝑗
j = 1, …, m

Free(𝑿𝑛𝑒𝑎𝑟(𝑗), 𝒒𝑛𝑒𝑤)j= 𝑗 + 1

𝐽′ =
1

2
𝒖𝑇𝒖 𝛿𝑡 + 𝐽(𝑿𝑛𝑒𝑎𝑟(𝑗))𝐽 𝒒𝑛𝑒𝑤 > 𝐽′

𝒒𝑚𝑖𝑛 = 𝑿𝑛𝑒𝑎𝑟 𝑗
𝐽 𝒒𝑛𝑒𝑤 = 𝐽′

Set 𝒒𝑚𝑖𝑛 = 𝒒𝑛𝑒𝑎𝑟𝑒𝑠𝑡

Insert 𝒒𝑛𝑒𝑤 into node_list
set E(𝒒𝑛𝑒𝑤) = 𝐪min 𝐽 𝒒𝑛𝑒𝑤 =

1

2
𝒖𝑇𝒖 𝛿𝑡 + 𝐽(𝒒𝑛𝑒𝑎𝑟𝑒𝑠𝑡)

Check if a smaller 
cost path exists in 
the node_list

Get 𝑗𝑡ℎ node from 𝑿𝑛𝑒𝑎𝑟

𝑿𝑛𝑒𝑎𝑟 𝑗
j = 1, …, m

𝑿𝑛𝑒𝑎𝑟 𝑗 = 𝒒𝑚𝑖𝑛?

j= 𝑗 + 1

Free(𝒒𝑛𝑒𝑤, 𝑿𝑛𝑒𝑎𝑟(𝑗))
𝐽′′ = 𝐽 𝒒𝑛𝑒𝑤 +

1

2
𝒖𝑇𝒖 𝛿𝑡

𝐽 𝑿𝑛𝑒𝑎𝑟 𝑗 > 𝐽′′

𝐸 𝑿𝑛𝑒𝑎𝑟 𝑗 = 𝒒𝑛𝑒𝑤
𝐽 𝑿𝑛𝑒𝑎𝑟(𝑗) = 𝐽′′

Rewire edges 
connecting 
nodes in 𝑿𝒏𝒆𝒂𝒓

No

Yes

No

No

No

No

No

Yes

Yes

Yes

Yes

Yes

Yes

No

Figure 4.1: Flowchart of modified RRT* algorithm.

Modified-RRT* - Initialization

The initialization block sets several parameters which influence the resulting

tree generated. The number of uniformly distributed samples (N) is used to determine

how much of the given environment is explored by the algorithm. A higher value of
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N leads to a larger portion of the environment being explored. Also, as N →∞, the

minimum cost path approaches the optimal value with a probability of 1 [8].

Other quantities set during initialization are the maximum step size (∆q) and

the maximum time step (δt) required to go that distance from a node. The time step

is used to complete the state of the node and compute its cost. The maximum search

range (εnear) is used to find the nodes in the neighborhood that can be rewired to

find an optimal traversal.

The starting point and state (qinit) is also set during initialization, with a cost of

0, and placed within the node list with an empty edge pointer (E(qinit) = Empty).

The node list is used in the algorithm to keep track of the nodes in the tree and their

associated cost and edge pointers.

Modified RRT* - Main Block

The first step is to extract the ith sample of the environment, denoted as qrand.

The random sample is sent to the Nearest(node-list, qrand) procedure which extracts

the nearest node qnearest from the node list. The nearest node and the random node

are used to find the new node, denoted as qnew which lies within ∆q of qnearest using

the steer(qnearest, qrand) procedure.

An illustration of how qnew is obtained using the steer procedure is given in

figure 4.2. Essentially, if the distance between qnearest and qrand is greater than

∆q, then the position of qnew is found by interpolating along the line connecting

qnearest and qrand and the time step (δt) is associated to travel from qnearest to qnew.

Conversely, if the distance from qnearest to qrand is smaller than ∆q, then qnew = qrand

and δt is found through interpolation.
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Figure 4.2: Steer procedure within RRT* algorithm.

Once qnew is obtained, it is checked by the Free(q1,q2) procedure, which is

used to determine if the edge connecting two nodes, say q1 and q2, intersects with

any obstacles present. If the line segment is free, then the set of neighboring nodes

(within a range εnear of qnew) from the node list is obtained, denoted by Xnear. Each

of the nodes in Xnear is checked to find if a less costly connection can be made to

qnew. The optimal connection to qnew is denoted as qmin in the algorithm flowchart.

This procedure is done a second time to ‘rewire’ the connections in the tree if it is

more optimal for them to connect through the new node, i.e. if E(Xnear(j)) = qnew

is cheaper than the previous connection.

After the rewiring phase is complete, the node qnew is inserted into the node list

with an edge pointer to qmin, i.e. E(qnew) = qmin and its associated cost is obtained

as

J(qnew) =
1

2
(uTu)δt+ J(qmin)
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which is the same form as equation 3.3 in chapter 3. The control effort vector (u) is

obtained using the minimum control energy approach as

u = BTΦT (tf , t) W−1
R (t0, tf ) [δxf −Φ (tf , t0) δx0] (4.1)

which is the same control effort in equation 3.5, with δt = tf−t0. The main difference

in this algorithm, to what was covered in chapter 3, is that the state is completed by

assuming a maneuver going from the state at node qmin to the state at qnew, denoted

as the initial state x0 and the final state xf , respectively, in eq. (4.1).

The main block is executed until the number of random samples has been

exhausted. At the end of the algorithm, a goal location is chosen and is connected

to the closest node within the generated tree. Then, the edge pointers are used to

find the minimum cost path within the generated tree. Simulation results using this

procedure are shown at the end of this chapter.

4.2 Modified D* Algorithm

The modified D* algorithm is the next path planning procedure covered in this

dissertation. The modified-D* algorithm is very similar to the wavefront expansion

method from chapter 3. The key difference lies in how each grid point is sorted

through the process and through the use of back-pointers to rewire and connect

optimal traverses over the grid. Otherwise, the method to assign a cost between

two nodes and complete the state information is the same as the approach covered in

section 3.2. The modified-D* algorithm is presented in flowchart form through figures

4.3 and 4.4 and is summarized in this section in terms of the original algorithm from

reference [25].

Within the D* algorithm, each node q in the grid has the following properties

associated with it: A tag (t(q)) which can be set to New, Open or Closed; a cost
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(h(q)), a key value (k(q)) for sorting the nodes, and a back-pointer (b(q)) which

connects q to the node with the smallest cost as well as an associated heading angle

and velocity to complete its state. Note, that the tag of a node represents whether it

has been assigned a cost value, i.e. whether it is New or Open, and if that cost value

is considered optimal then it is set to closed.

To add the minimum control energy approach with the D* algorithm, the path

costs for traversing between two nodes say q1 and q2, denoted by c(q1, q2) in the

flowchart depicted in figure 4.4, is evaluated as

c(q1, q2) =
1

2
(uTu)δt

where

u = BTΦT (tf , t) W−1
R (t0, tf ) [δxf −Φ (tf , t0) δx0] (4.2)

and x0 denotes the state at node q1 and xf is the state of node q2. And the state of

a node is completed based on the same approach outlined in section 3.2.

Main D* Procedure

An illustration of the main D* algorithm in flowchart form is given in figure

4.3, also called Move-Robot in reference [25].
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Initialize

Costmap

Workspace

Obstacles

Set the tag for each free node as 

𝑡 𝒒𝑓𝑟𝑒𝑒 = 𝑁𝐸𝑊

𝐼𝑛𝑠𝑒𝑟𝑡(𝒒𝑔𝑜𝑎𝑙 , 0 ) – Insert the goal into 

the open list with cost = 0

Val = 0
Set 𝛿𝑡
Set 𝒒𝑠𝑡𝑎𝑟𝑡 - Starting node for path plan

Note that each node q has the 
following properties:

t(q) – Node tag = New, Open, Closed
h(q) – Cost
K(q) – Key value
b(q) – Backpointer

Start

Val = Empty OR 
𝑡 𝒒𝑠𝑡𝑎𝑟𝑡 = 𝐶𝑙𝑜𝑠𝑒𝑑

val = Process_State( ) 

Add 𝒒𝑠𝑡𝑎𝑟𝑡to the path plan 
and set 𝒒𝑅 = 𝒒𝑠𝑡𝑎𝑟𝑡

𝒒𝑅 = 𝒒𝑔𝑜𝑎𝑙?

Output Path Plan

Find the 2-neighbors of 
𝒒𝑅

Get 𝑗𝑡ℎneighbor point 
𝒒𝑁 𝑗 , j = 1, …, 8

𝑠 𝒒𝑅, 𝒒𝑁 𝑗 ≠ 𝑐 𝒒𝑅, 𝒒𝑁 𝑗

Val = Modify_Cost 𝒒𝑅 , 𝒒𝑁 𝑗 , 𝑠 𝒒𝑅 , 𝒒𝑁 𝑗𝑣𝑎𝑙 < ℎ(𝒒𝑅)val = Process_State( ) 

Stop

𝒒𝑅 = 𝑏 𝒒𝑅
Add 𝒒𝑅 to the path plan

𝑗 = 𝑗 + 1

If new information obtained, then 
rewire costs in affected areas

𝒒𝑓𝑟𝑒𝑒

Main Block

No

No

No

Yes

Yes

Yes

Start forming path plan

No

Yes

Figure 4.3: Main algorithm flowchart for the modified/original D* algorithm.

From the flowchart in figure 4.3, the initialization block is nearly identical to

the initialization of the navigation function from chapter 3. The goal state is set,

with a cost of 0 and the environment is discretized and the free space, denoted as

qfree is separated from the obstacle areas. Also, for this algorithm, the tag for each

of the nodes in the free space is set to New, i.e. t(qfree)= New. The operation

Insert(q, h(q)) in the algorithm sets the tag of node q to open, i.e. t(q)=Open, and

assigns the node a cost and key value of h(q). Within the initialization, the goal

node, denoted as qgoal, is set to open and given a cost and key of zero.

Also, during initialization, the time step to traverse between two nodes in the

grid (δt) is set and the starting node is identified and the parameter val is set to not

be empty. Setting the start node and the parameter val are conditions to determine

when the main process stops. The D* algorithm is designed to stop when the starting
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node has been visited and assigned a tag of t(qstart)=Closed or if the parameter val

is empty.

The propagation of the cost to each of the nodes in the grid is handled by

the Process-State procedure, illustrated in figure 4.4. The process-state procedure is

iterated upon, assigning costs to each node, and stops when either it has processed

the starting node qstart or if it returns an empty value. Once the process-state loop

has been evaluated, the main block in figure 4.3 starts to find a path plan. The

path plan is generated from the starting node, qstart, following back-pointers until it

reaches the goal.

The main block of the algorithm has a built in mechanism such that whenever a

change in the sensed cost between two nodes, say node q1 to node q2, is different from

the cost associated with the planned cost. Then, the grid points in the affected areas

are ‘rewired’ to find the optimal path. Note that the sensed cost in the flowchart is

denoted by s(q1,q2) and the current path cost between the two nodes is c(q1,q2).

When this discrepency occurs, the Modify-Cost procedure is employed to change

the cost in the affected areas and then run the process-state procedure until the path

is optimally ‘rewired.’ This mechanism is what makes the D* algorithm attractive

in that it only makes changes to the cost in the affected areas and doesn’t need to

completely regenerate the cost map over the grid to find the path plan.

Process-State Procedure

The process-state procedure is at the center of the D* algorithm and is given

in flowchart form in figure 4.4 and is based on reference [25]. It is integral to how

the nodes are processed, sorted and assigned costs. At the start of the process-state

procedure, the node with the minimum key value and that has its tag set to open is
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extracted, denoted by X in figure 4.4. The neighboring nodes of X are gathered and

denoted by Y(j) where the index j denotes the jth neighbor node.

Start

X = Min_State( )

End

X = Empty

𝑘𝑜𝑙𝑑 = 𝑘(𝑿)
Find neighbors Y of X

Get 𝑗𝑡ℎneighbor Y(j),
j = 1, …, 8

𝑗 = 𝑗 + 1𝑗 > 8

𝑡 𝒀 𝑗 = 𝑁𝑒𝑤 𝑂𝑅

𝑏 𝒀 𝑗 = 𝑋 && ℎ 𝒀 𝑗 ≠ ℎ 𝑿 + 𝑐 𝑿, 𝒀 𝑗

𝑏 𝒀 𝑗 ≠ 𝑿 &&

ℎ 𝒀 𝑗 > ℎ(𝑿) + 𝑐 𝑿, 𝒀 𝑗

ℎ 𝑿 > 𝑘𝑜𝑙𝑑

𝑏 𝒀 𝑗 ≠ 𝑿 &&

ℎ 𝑿 > ℎ 𝒀 𝑗 + 𝑐 𝒀 𝑗 , 𝑋b(Y(j)) = X
Insert(Y(j), h(X) + c(X,Y(j)))

Yes

No

Val = Process_State( )

No
(Lower State)

No

No

Yes
(Raised State)

Yes

Yes

No
t(X)=Closed

Insert(X, h(X))

Yes

Yes

Yes

No

No

No

t(Y(j) = Closed ℎ 𝒀 𝑗 > 𝑘𝑜𝑙𝑑

𝑗 = 𝑗 + 1

b(X) = Y(j)
Insert(X, h(Y) + c(Y(j), X))

Insert(Y(j), h(Y(j)))
Yes Yes

No

Output
Val = Min_Val( )

Figure 4.4: Process-State procedure of D* algorithm.

Through process-state, the path costs of Y(j) are evaluated and checked if its

path cost h(Y(j)) can be reduced. The process directs the back-pointers of Y(j)

such that they direct the plan along an optimal path cost route. This is done for each

neighbor of X. The output of the process-state procedure is the value of the key of

X, denoted as k(X). This procedure is invoked to reduce or change the costs in the

environment.

4.3 Simulation Results

The simulation results in this chapter are presented for each algorithm with a

similar environment setup. In both scenarios, there is a single obstacle present in
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the middle of the environment and a path plan is generated to an objective in the

far-upper corner of the two-dimensional environment. The only difference is that the

modified-D* algorithm considers an environment discretized into a 60x60 grid and

the modified-RRT* algorithm considers a 30mx30m environment.

4.3.1 Modified RRT* Path Plan Results

The results using the modified RRT* algorithm are presented in this subsec-

tion. In the simulation examples given, the same environment is used but with a

different number of samples taken of the 2D environment. For each case the following

parameters are set as ∆q = 0.5 m, δt = 1 sec., εnear = 2 m, and the initial state is

set as qinit = [0, 0, 45 deg., 0 m/s]T . The first case has 500 samples taken and the

second has 1000. The change in the number of samples is chosen to illustrate how it

affects the exploration of the given environment.

The resulting tree expanded through the given environment is shown in figures

4.5 and 4.6 for the 500 sample and 1000 sample cases respectively.

Figure 4.5: Exploring Tree using modified-RRT* with 500 samples
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Figure 4.6: Exploring Tree using modified-RRT* with 1000 samples

From the results, it is evident that when the number of samples increases, so

does the area of exploration. Also, from the figures, the tree is expanded without

any knowledge of where the goal is located making this approach suitable for cases

when the destination is not entirely obvious or given. One potential drawback of

this approach is that as the number of samples increase, so does the computational

burden of the algorithm.

The resulting path plans are given in figures 4.7, 4.8 for the case with 500

samples and in figures 4.9 and 4.10 for the case with 1000 samples. It is important

to note that since this is a random sampling based method, the path plans generated

will rarely be the same. The green x marks in the figures represent the uniformly

distributed random samples of the 2D configuration space.
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Figure 4.7: Exploring tree with generated path plan overlayed using 500 samples.
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Figure 4.8: Generated path plan using modified-RRT* with 500 samples.
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Figure 4.9: Exploring tree with generated path plan overlayed using 1000 samples.
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Figure 4.10: Generated path plan using modified-RRT* with 1000 samples.
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4.3.2 Modified D* Path Plan Results

This section provides the simulated path plans generated using the modified D*

algorithm. For these results, the objective goal state is set as qgoal = [50, 50, 0, 0.5]T ,

the time step is δt = 10 seconds. There are two sets of results presented. The first

result has just the single obstacle in the middle of the environment. The result for

the first case is shown in figure 4.11 and shows that the path plan is formed to the

objective state. An important feature of D*, evident in figure 4.11, is that the cost

contours in the right-hand figure show that a cost value is not assigned to all the

points in the environment. This result is indicative of the fact that the modified-D*

algorithm stops once it processed the starting node qstart and then generated its path

plan.

Figure 4.11: Modified-D* path plan with no change in terrain detected.

The case presented in figure 4.11 is also representative of a situation before

any change in the terrain is detected. However, say that a change in the terrain was
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detected in the area where the original path plan was formed, portrayed in figure 4.12.

And that the terrain was considered rough to traverse. Hence, this area is assigned

an increased cost penalty. Then, the modify-cost mechanism of the D* algorithm is

implemented. This allows for the cost map in the affected area to be rewired and the

path plan is regenerated.

This scenario is illustrated in figure 4.12 with a modified cost map and path

plan. It is evident that area most affected by the new information on the cost map lie

in the vicinity of the rough terrain, and the rest of the costs remain the same. This is

demonstrative of how the D* algorithm can quickly adapt to uncertain terrain types

and apply newly sensed information in an optimal fashion.

Figure 4.12: Modified-D* path plans with a change in terrain traversability detected.

4.3.3 Comparing the Path Plan Algorithms

An example scenario is used to compare the different path planning algorithms

presented in this dissertation. This scenario has multiple obstacles present in the
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environment. The resulting path plans are illustrated in figure 4.13. The results were

obtained using the modified wavefront expansion based navigation function (WFE)

from chapter 3, and the modified RRT* and D* algorithms in this chapter. The main

parameters set for each of the algorithms are summarized in table 4.1.
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Path Plan Comparison

Start
Goal
RRT*
WFE
D*

Figure 4.13: Comparative example with the different planning algorithms.

Table 4.1: Main parameters used with respective algorithms.

RRT* 2000 samples, ∆q = 1m, εprox = 20m
WFE and D* 60x60 grid, δt = 10 sec., xgoal = [30, 35, π/2, 0.5]T

From the results illustrated in figure 4.13, it is evident that each of the al-

gorithms can form a direct path plan to the objective. The modified D* and the
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modified wavefront expansion based navigation function, denoted as WFE in the fig-

ure, produce similar results. The difference between the D* and WFE path plans can

be attributed to the methodology involved with their respective algorithms.

While the path plans are each able to reach the objective, it is important to note

the difference in computation time required to generate these results. A summary of

the computation time with each algorithm is given in table 4.2

Table 4.2: Computation time to generate path plan.

Algorithm Time
Modified-WFE 6.76 sec.
Modified-D* 35.7 sec.

Modified-RRT* 30 min.

From table 4.2, it is shown that the navigation function path planning algorithm

is the quickest. This is due to the fact that it has no ‘re-wiring’ steps to check

for optimal traverses, since it is using the wavefront expansion (WFE) construction

method. Also, note that the modified D* and RRT* algorithms take more time due to

the approach used to determine the path costs. By using the minimum control energy

approach with these algorithms to find the path costs, the computational burden

associated with checking for optimal paths is increased. Moreover, the parameters

used with the modified RRT*, specifically setting εprox = 20m, meant that a larger

portion of the nodes in the exploring tree needed to be searched for ‘re-wiring’ which

increases the computation time.

A subject for future research into these algorithms can be posed as an inquiry

into the conditions where the resulting path plans are identical. However, the results

put forth in this dissertation serve as an introduction to the algorithms with insight

into their capabilities. Ultimately, the main differences demonstrated in this disserta-
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tion can be attributed to the different nuances involved with generating the resulting

path plans.
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CHAPTER 5

State Dependent Coefficient Based Nonlinear Model Predictive Control

The primary guidance technique discussed in this dissertation uses a nonlinear

model predictive control (NMPC) approach and is presented in this chapter. The

procedure is motivated by the work discussed in [45] where the performance of the

traditional approach of NMPC is compared with that of a state dependent coefficient

(SDC) approach. The objective in this dissertation is to present this method for an

autonomous mobile robot and to verify its trajectory tracking capability.

5.1 State Dependent Coefficient Representation of the Vehicle Kinematics

Given a general nonlinear system of the form

ẋ = f(x) + g(x)u

a state-space representation of the system is obtained wherein the system matrices

are given as functions of the current state of the system as

ẋ = A(x)x + B(x)u

y = C(x)x + D(x)u (5.1)

where x ∈ <n, u ∈ <m, y ∈ <no are respectively the state, input and output vectors

and A(x) ∈ <n×n, B(x) ∈ <n×m, C(x) ∈ <no×n, D(x) ∈ <no×m are the continuous

state dependent system matrices in the SDC factored form. The pairs (A(x),B(x))

and (A(x),C(x)) are considered controllable and observable ∀x ∈ <n respectively.
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In general, the formation of SDC matrices for the system are not unique unless

observing a scalar system [30–33]. Therefore, different SDC forms may be obtained

for a given system and solutions to the optimization problems posed may vary.

Two particular SDC factorizations of the kinematics are derived for the results

in this chapter. The nonlinear kinematic equations for a mobile robot, also given in

eq. (2.1), are

ẋ = v cos (ψ)

ẏ = v sin (ψ)

ψ̇ = u1

v̇ = u2

(5.2)

For the results, it is assumed that the full state is available at each instant, i.e.

the system output matrix C(x) = C is considered as the constant identity matrix,

i.e. I ∈ <4×4. Also, from the kinematic equations, it is evident that D(x) = 0 and

the input matrix B(x) = B is a constant matrix given by

B =



0 0

0 0

1 0

0 1


(5.3)

And one possible solution for the SDC factored A (x) matrix can be given by

A (x) =

02×2 A12 (x)

02×2 02×2


where

A12 (x) =

 v
(
ψ3

4!
− ψ

2!

)
1

v cos
(
ψ
2

) (
1
2
− ψ2

233!
+ ψ4

255!

)
sin
(
ψ
2

)
cos
(
ψ
2

)
 (5.4)
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This result is derived using the following trigonometric identity and expansions

sin (2ψ) = 2 sin (ψ) cos (ψ)

sin (ψ) = ψ − ψ3

3!
+
ψ5

5!
− ...

cos (ψ) = 1− ψ2

2!
+
ψ4

4!
− ...

The above derivation of the A12 quadrant in eq. (5.4) has some issues in implemen-

tation where the heading angle is limited from −π
2
≤ ψ ≤ π

2
. Therefore, another

formulation of the A12 quadrant is derived as

A12 (x) =

 v
(
ψ3

4!
− ψ

2!

)
1

v
(
−ψ2

3!
+ ψ4

5!

)
ψ

 (5.5)

Note that with both SDC matrix results from eqs. (5.4) and (5.5), the psuedo-linear

system A(x) matrix becomes rank deficient when v = 0. This complication can

be addressed by adding a state constraint on the velocity so that v > 0 in the

solution. Also, note that if ψ = 0, the resulting SDC matrix with A12 coming from

eq. (5.5) becomes uncontrollable. Therefore, in implementation, the A(x) matrix

is switched from using the A12 quadrant from eq. (5.5) to using the formulation in

eq. (5.4) whenever ‖ψ‖ ≤ ψtol. Where ψtol is a tolerance value defined in the interval

[−π/2, π/2].

Next, a discrete-time equivalent of the system shown in eq. (5.1) can be obtained

by introducing a zero-order-hold (ZOH) with a specified sample time (∆t). With the

ZOH, a sampled point is held constant over a sampled time interval. The smaller

the sample time, the more accurate the approximation of the continuous signal. The

discrete-time equivalent system is given in the following form

xk+1 = Φ(xk)xk + Γuk

yk = Cxk (5.6)
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where Φ(xk) and Γ are discrete approximations of the continuous A(x) and B ma-

trices respectively. The discrete system matrices in eq. (5.6) are of the SDC form and

can be considered as constants over the sampling time, ∆t = tk+1 − tk, where the

interval is given by [tk, tk+1 ).

The discrete-time system in eq. (5.6) can be placed in batch form for a N-step

prediction horizon as

Xk = F(xk)xk + H(xk)Uk (5.7)

where Xk, F(xk), H(xk), Uk are defined as:

Xk =



xk

xk+1

...

xk+N−1


, Uk =



uk

uk+1

...

uk+N−1


, F(xk) =



I

Φ(xk)

...

ΦN−1(xk)



H(xk) =



0

Γ 0

Φ(xk)Γ Γ 0

...
...

. . . . . .

ΦN−2(xk)Γ ΦN−3(xk)Γ . . . Γ 0


And the terminal state at the end of the prediction horizon is defined as

xk+N = ΦN(xk)xk + Γ̄(xk)Uk (5.8)

where

Γ̄(xk) ,

[
ΦN−1(xk)Γ ΦN−2(xk)Γ · · · Φ(xk)Γ Γ

]
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5.2 Nonlinear Model Predictive Control Design

The guidance commands are obtained as the solution to the minimization of

the finite-horizon linear quadratic tracking cost function with free-final state and is

subject to both state and input constraints. The cost function is given as

J(xk,x
r
k,uk) =

N−1∑
j=0

[
(xk+j − xrk+j)

TQ(xk+j − xrk+j) + uTk+jRuk+j

]
+(xk+N−xrk+N)TQf (xk+N−xrk+N)

(5.9)

where xrk ∈ <n in general denotes the reference trajectory at the kth time step. The

above cost function can be placed into batch form for the SDC system as

J(xk,x
r
k,uk) = (Xk −Xr

k)
T Q̄N (Xk −Xr

k)+UT
k R̄NUk+

(
xk+N − xrk+N

)T
Qf

(
xk+N − xrk+N

)
where

Xr
k =



xrk

xrk+1

...

xrk+N−1


is the batch form of the reference trajectory over the N-step horizon and Q̄N =

diag {Q, · · · , Q} and R̄N = diag {R, · · · , R} are block diagonal matrices consist-

ing of the state and input weighting matrices respectively.

After proper substitution, the objective function can be rewritten in a quadratic-

like form as

J(xk,x
r
k,uk) = UT

k

(
H(xk)T Q̄NH(xk) + R̄N + Γ̄(xk)

T
Qf Γ̄(xk)

)
Uk

+ 2
[
(F(xk)xk −Xr

k)
T Q̄NH(xk) + (Φ(xk)Nxk − xrk+N)TQf Γ̄(xk)

]
Uk

+ (F(xk)xk −Xr
k)
T Q̄N(F(xk)xk −Xr

k)

+ (Φ(xk)Nxk − xrk+N)TQf (Φ(xk)Nxk − xrk+N) (5.10)
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The objective function depends on the current state of the system and is calculated

at the beginning of every sample interval. Also, the weight matrix for the final state,

Qf , is obtained by solving the state-dependent discrete algebraic Riccati equation

(SDDARE) at time instant k. The SDDARE is of the form

P(xk) = Φ(xk)
TP(xk)Φ(xk)−Φ(xk)

TP(xk)Γ
(
R + ΓTP(xk)Γ

)−1
ΓTP(xk)Φ(xk)+Q

(5.11)

where Qf is set equal to the solution P(xk). The solution to eq. (5.11) is found at

each sample instant k.

5.3 Input and State Constraints

The constraints are used in this formulation to ensure that the tracking capa-

bilities of the system are feasible. The nonlinear kinematic equations for the vehicle

represented in eq. (5.2) enable constraints to be placed on the heading angle turn

rate and acceleration of the vehicle without added complication. Overall, the form

of the kinematics chosen enables constraints to be placed on the system’s velocity,

heading angle, its turn rate and its forward acceleration. In general, the input and

state constraints are represented by the following inequalities

ulb ≤ uk+j ≤ uub, j = 0, 1, · · · , N − 1

glb ≤ Gxk+j ≤ gub, j = 0, 1, · · · , N
(5.12)
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where the subscripts lb and ub denote the lower and upper bounds respectively of the

constraints and the matrix G is considered as an output matrix for the states that

are constrained. The constraints can be placed in batch form as

ulb

ulb
...

ulb


≤ Uk ≤



uub

uub
...

uub


,



glb

glb
...

glb


≤ ḠN (Fxk + HUk) ≤



gub

gub
...

gub


(5.13)

where ḠN = diag {G, · · · , G} is a block diagonal matrix formed by the output

matrix G. Then, the constraints of the system need to be incorporated into a single

matrix equation of the form

M(xk)Uk ≤ Υ(xk) (5.14)

where

M(xk) =

 MU

ḠNH(xk)

 , Υ(xk) =

 Ub

g − ḠNF(xk)


and

MU =



 Im×m

−Im×m

 Im×m

−Im×m


. . .  Im×m

−Im×m
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where Im×m is the m×m identity matrix. Also,

Ub =



 uub

−ulb


 uub

−ulb


... uub

−ulb





, g =



 gub

−glb


 gub

−glb


... gub

−glb




The guidance commands are synthesized by minimizing the quadratic cost function

in eq. (5.10), subject to the input and state constraints in eq. (5.14) using quadratic

programming.

5.4 Guidance Command Synthesis Using the Linear Matrix Inequality (LMI) Form

For readability with the following LMI formulation, the notation for state de-

pendence is changed from using brackets to a subscript, in other words (·)(xk) will

be cast as (·)k. First, note that the quadratic-like cost function in eq. (5.10) can be

decomposed into the following form

J(xk,x
r
k,uk) = J1(xk,x

r
k,uk) + J2(xk,x

r
k,uk)

where

J1(xk,x
r
k,uk) = UT

kWkUk + ωTk Uk + [Fkxk −Xr
k]
T Q̄Nk [Fkxk −Xr

k]

J2(xk,x
r
k,uk) =

(
ΦN
k xk + Γ̄kUk − xrk+N

)T
Qfk

(
ΦN
k xk + Γ̄kUk − xrk+N

)
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and Wk and ωk are defined as

Wk = HT
k Q̄NkHk + R̄N

ωk = 2HT
k Q̄T

Nk [Fkxk −Xr
k]

Then, for each xk, there must exist a set of (Qfk, Qk, Rk, Uk) that satisfy the

following conditions

J1(xk,x
r
k,uk) ≤ γ1

J2(xk,x
r
k,uk) ≤ γ2 (5.15) γ1 − 2xTkFT

k Q̄NkHkUk − xTkFT
k Q̄NkFkxk UT

k

Uk (HT
k Q̄NkHk + R̄Nk)

−1

 ≥ 0 (5.16)

 γ2 [ΦN
k xk + Γ̄Uk]

T

ΦN
k xk + Γ̄Uk Q−1

fk

 ≥ 0 (5.17)



Q−1
fk (ΦkQfk − ΓYk)

T (√
QkQ

−1
fk

)T (√
RkYk

)T
ΦkQfk − ΓYk Q−1

fk 0n×n 0n×n
√

QkQfk 0n×n In×n 0n×n
√

RkYk 0n×n 0n×n In×n


≥ 0 (5.18)

M(xk)Uk ≤ Υ(xk) (5.19)

where Yk = KkQ
−1
fk , and In×n, 0n×n denote the n× n identity matrix and n× n null

matrix respectively. The set of LMIs given above are used to establish the feasibility

of the control design and are important for proving stability. When a suitable set

of (Qfk, Qk, Rk) satisfying the above conditions are obtained, the input over the

N-step horizon, U∗K , can then be found through the following quadratic programming

problem:

U∗k = min
Uk

γ1 + γ2
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subject to the constraints in eqs. (5.16), (5.17), (5.18) and (5.19). And upon solving

the quadratic programming problem, u∗k can be obtained by

u∗k = [Im×m 0m×m · · · 0m×m]U∗k (5.20)

which will extract the guidance commands corresponding to the kth time step to the

system in eq. (5.2). The stability of the closed loop system using the SDC-based

NMPC guidance law is given in the next section.

5.5 Stability of Constrained, Sampled-Data, SDC-based NMPC

Without loss of generality, the stability for a general regulator system is pre-

sented. In other words, the cost function in eq. (5.9) is rewritten in SDC form as

J(xk,uk) =
N−1∑
j=0

[
xTk+jQ(xk)xk+j + uTk+jR(xk)uk+j

]
+ xTk+NQf (xk)xk+N (5.21)

or in batch form as

J(xk,Uk) = XT
k Q̄N(xk)Xk + UT

k R̄N(xk)Uk + xTk+NQf (xk)xk+N

Then, in order to show stability for the constrained sampled-data NMPC formulation,

the cost monotonicity relation must be satisfied and the system must be feasible at

the start of each sample interval [29, 45]. The left hand side of the cost function can

be written to include information of the current time step, k, and prediction horizon,

N , as J(xk,Uk, k,N). Then, the optimal cost can be represented as J∗(xk,U
∗
k, k,N).

Then, the cost monotonicity relation for an optimal cost J∗(xk,U
∗
k, k,N) is given by

J∗(xτ ,U
∗
τ , τ, N + 1) ≤ J(xτ ,U

∗
τ , τ, N) (5.22)

for any τ ≤ N and where U∗τ is the optimal control derived from the cost function.

The theorem used to prove that a system satisfies the cost monotonicity relation in

eq. (5.22) is given below and can be found in reference [29].
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Theorem 1. If the system is feasible, and if the matrix Qf (xk) ∈ <n×n in eq. (5.21)

satisfies the following inequality

Qf (xk) ≥ Q(xk)+K(xk)TR(xk)K(xk)+(Φ(xk)− ΓK(xk))T Qf (xk) (Φ(xk)− ΓK(xk))

(5.23)

for some matrix K(xk) ∈ <m×n, then the optimal cost satisfies the cost monotonicity

relation in eq. (5.22) [29].

Notice that by having Qf (xk) as the solution to the SDDARE in eq. (5.11), it

can be shown that the inequality in equation (5.23) holds by letting

K(xk) =
(
R(xk) + ΓTQf (xk)Γ

)−1
ΓTQf (xk)Φ(xk)

Additionally, the linear matrix inequalities (LMI) given in eqs. (5.16)-(5.19) are

formed to establish feasibility of the system. Note that eq. (5.18) is the LMI form for

the cost monotonicity condition [29].

5.6 Simulation Results

For the results presented, the navigation function path plan results from chapter

3 are used. And the reference trajectory is generated along the path plan as described

in section A.5.1 with a desired time to reach the goal set at tgoal = 180 seconds (or 3

minutes). The sampling time used to discretize the SDC system is chosen as ∆t = 0.1

seconds and the prediction horizon length is chosen as N = 20 time steps. Also, the

input and state weighting matrices are chosen as

R =

 0.5 0

0 0.5

 , Q =



5 0 0 0

0 5 0 0

0 0 5 0

0 0 0 5


(5.24)
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The input constraints chosen for the simulation are chosen as

−0.5 (rad/s) ≤ ψ̇ ≤ 0.5 (rad/s)

−0.15 (m/s2) ≤ v̇ ≤ 0.15 (m/s2)
(5.25)

for the heading angle turn rate and forward acceleration respectively. The state, or

output, constraints are placed on the heading angle and velocity respectively as

−π (rad) ≤ ψ ≤ π (rad)

0.001 (m/s) ≤ v ≤ 1 (m/s)
(5.26)

These constraints are chosen based on experiments conducted with the experimental

platform in the Aerospace Systems Laboratory at the University of Texas at Arling-

ton. However, the lower bounds of 0.001 m/s for the robot’s velocity is chosen due

to the lack of controllability with the SDC form of the kinematic equations (from

eq. (5.1)) when the velocity is equal to zero.

The simulation results with the above mentioned information illustrate the con-

strained trajectory tracking control’s ability to follow the designed trajectories leading

to the objective in each case. Furthermore, the results demonstrate the performance

of the guidance law design to act within the limitations set by the input and state

constraints of the system.
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Figure 5.1: Example 1 constrained trajectory tracking with SDC based NMPC guid-
ance commands and an MCE path plan.

Figure 5.2: Example 2 constrained trajectory tracking with SDC based NMPC guid-
ance commands and an MCE path plan with obstacles.
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Figure 5.3: Example 3 constrained trajectory tracking with SDC based NMPC guid-
ance commands and an ID path plan.

Figure 5.4: Example 4 constrained trajectory tracking with SDC based NMPC guid-
ance commands and an ID path plan with obstacles.

The results show tracking of the path plan in the x and y position plots and

also show the tracking of the velocity and heading angle reference signals during

the simulation. It is evident that the spikes present in the tracking of the velocity
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correspond to the sudden change of the heading angle as the vehicle moves along the

trajectory. Also, in figure 5.3 it can be seen that the tracking performance is less

accurate, this is due to the small sudden changes in the path plan as it shapes its

approach to the objective and the controller is tracking subject to the input and state

constraints.

Also, note that the spikes in the reference signals, evident in figures 5.2 and 5.4,

result from the linear interpolation method used to generate the trajectory to track.

Even though these spikes in the reference signals occur, they do not appear to affect

the tracking performance of the SDC based nonlinear model predictive control design

implemented on the mobile robot model.
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CHAPTER 6

Nonlinear Guidance Law Design

Integrator backstepping is one of the nonlinear guidance design techniques cho-

sen for a mobile robot to close the loop in the framework in combination with the

navigation function path planner. The nonlinear kinematic model is described in

section 2.2.1, and it is evident that the position elements of the state are directly

influenced by the velocity and heading angle. Thus, the guidance commands derived

in this chapter are designed to directly influence the velocity and heading angle with

the overall objective of achieving stable trajectory tracking along a reference path

generated by the navigation function algorithm.

This chapter will discuss the guidance law design and prove its stability using

Lyapunov stability theory. The first section will detail the initial guidance law de-

sign, which influences the inverse dynamic approach used by the navigation function

path planner, outlined in section 3.3. Then, the guidance law implemented within

the framework, is derived. After the guidance law derivations, the stability of the

resulting system is shown with extensions toward considering the presence of exter-

nal disturbances. Finally, this chapter will conclude by presenting and discussing

the simulation results. Experimental results on a mobile robot platform using this

guidance design are summarized in chapter 8.
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6.1 Guidance Law Design for Path Plan Algorithm

The kinematic equations for the vehicle considered in the path plan algorithm

are given in section 2.2.1 in eq. (2.1) as

ẋ = v cos (ψ)

ẏ = v sin (ψ)

ψ̇ = u1

v̇ = u2

The guidance commands u1 and u2 are for the turn rate and forward acceleration of

the robot. The guidance commands that result from eq. (2.1) are considered only for

the path planning algorithm and their stability is shown to prove their feasibility.

Proposition 1. Given a 2-D, C2 trajectory with references values, [xr, yr, ẋr, ẏr, ẍr, ÿr].

Then, the guidance commands in equations (6.1), and (6.2) along with the kinemat-

ics defined in equation (2.1) will guarantee that ||x − xr|| → 0, and ||y − yr|| → 0 as

t→∞

u1 = ψ̇d − λψeψ (6.1)

u2 = v̇d − λvev (6.2)

where λψ > 0, λv > 0, and where ψd, vd, ψ̇d and v̇d are nonlinear functions of the

reference trajectory, the state and the state tracking errors; also, eψ = ψ − ψd and

ev = v − vd.

The guidance commands are formulated to guarantee stability, in the sense of

Lyapunov, with a backstepping-like approach. Note, the position tracking errors are

given by ex = x − xr, ey = y − yr and their time derivatives are ėx = ẋ − ẋr and

ėy = ẏ − ẏr. The desired heading and velocity signals, ψd and vd respectively, are
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prescribed such that the position tracking error dynamics decay exponentially, i.e.

ėx = −λxex and ėy = −λyey for λx > 0, andλy > 0. It follows that

vd cos (ψd) = ẋr − λxex

vd sin (ψd) = ẏr − λyey
(6.3)

Then, using equation (6.3), the desired heading and velocity signals are obtained as

ψd = tan−1

(
yr − λyey
xr − λxex

)
(6.4)

vd =

√
(ẋr − λxex)2 + (ẏr − λyey)2 (6.5)

The guidance commands are derived such that the heading and velocity tracking

error dynamics, eψ = ψ − ψd and ev = v − vd, also decay exponentially. Thus, the

error dynamics are prescribed as ėψ = −λψeψ and ėv = −λvev. The time derivatives

of these state tracking errors are given by ėψ = ψ̇ − ψ̇d and ėv = v̇ − v̇d. Combining

equation (2.1) with the state tracking error time derivatives leads to

u1 = ψ̇d − λψeψ

u2 = v̇d − λvev

which are the control terms introduced in equations (6.1) and (6.2).

The time derivatives for the desired heading angle and velocity values are ob-

tained by differentiating eqs. (6.4) and (6.5) with respect to time, leading to

ψ̇d =
1

vd
[cos (ψd) (ÿr − λyėy)− sin (ψd) (ẍr − λxėx)] (6.6)

v̇d = cos (ψd) (ẍr − λxėx) + sin (ψd) (ÿr − λyėy) (6.7)

where ėx = v cos (ψ)− ẋr and ėy = v sin (ψ)− ẏr.

Note that when vd = 0, ψ̇d is not defined. Therefore, a singularity avoidance

scheme must be in place to handle this situation in practice. However, since the
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kinematics in eq. (2.1) are only implemented in the path planner, the singularity

avoidance is disregarded for now.

The closed loop stability of the system is verified through a Lyapunov stability

analysis. For a function to be considered a valid Lyapunov function it must be

positive definite, its derivative must be negative definite and both the function and

its derivative must be equal to zero at the equilibrium points (i.e. the origin) [67].

With that in mind, a candidate Lyapunov function is chosen as

V1 =
1

2

(
e2
x + e2

y + e2
ψ + e2

v

)
(6.8)

which is positive definite and is only equal to zero at the equilibrium. The time

derivative of V1 is

V̇1 = exėx + eyėy + eψėψ + evėv (6.9)

The stability of the system will be shown without considering a singularity avoidance

algorithm for the kinematics given in equation (2.1).

Proof. (No singularity, vd 6= 0)

Using the guidance commands given in equations (6.1) and (6.2), it can be

shown that equation (6.9) simplifies to

V̇1 = −λxe2
x − λye2

y − λψe2
ψ − λve2

v (6.10)

which is negative definite and only equal to zero at the origin. Therefore, equation

(6.8) is a valid Lyapunov function and the system given in equation 2.1 with the

guidance commands in equations (6.1) and (6.2) is asymptotically stable [67].
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6.2 Framework Guidance Law Design

To implement the guidance law on the robot, the input terms (u1 and u2) in

equations (6.1) and (6.2) may also be rewritten as

u1 = α1 (ψc − ψ) (6.11)

u2 = α2 (vc − v) (6.12)

with α1 > 0, α2 > 0 and where ψc and vc are guidance command values. Thus, ψc

and vc are obtained as

ψc = ψ +
u1

α1

(6.13)

vc = v +
u2

α2

(6.14)

with the values for u1 and u2 being computed from equations (6.1) and (6.2). The

kinematic equations of the robot are thus recast as,

ẋ = v cos (ψ)

ẏ = v sin (ψ)

ψ̇ = α1 (ψc − ψ)

v̇ = α2 (vc − v)

as mentioned in section 2.2.1, eq. (2.2). The above along with the guidance commands

ψc, and vc are used by the robot to track the reference trajectory.

As previously mentioned, there is a singularity present in equation (6.6), for

ψ̇d, when vd = 0, which needs to be addressed to implement the guidance commands

given in equations (6.13) and (6.14). In order to avoid this situation, the following

singularity avoidance algorithm is implemented. First, take ψ̇d = 0 when vd ≤ ε, for

some ε � 1. Also, assume that ψd is held constant as a reference value computed

based on the reference position values the vehicle is traveling in-between (call it ψr

85



which can be obtained from the path plan or waypoints). Formally, the following

algorithm is used to avoid the singularities and keep the vehicle on the path.

if vd ≤ ε then

ψ̇d = 0;

ψr = tan−1
(

∆y
∆x

)
;

ψd = ψr

end if

The values of ∆y and ∆x are computed as a cell difference from the reference position

values as

∆y = yr(i+ 1)− yr(i)

∆x = xr(i+ 1)− xr(i), ∀i = 1, ..., n− 1

where n is the number of position points in the reference trajectory and the ordered

pair (xr(i), yr(i)) denotes the (x, y) location of the ith point of the reference path.

Proposition 2. Given a 2-D, C2 trajectory with references values, [xr, yr, ẋr, ẏr, ẍr, ÿr].

Then, the guidance commands in equations (6.13) and (6.14) along with the kinemat-

ics defined in equation (2.2) will guarantee that ||x− xr|| → 0, and ||y− yr|| → 0 and

are otherwise bounded during the singularity avoidance phase.

To prove the closed loop stability of the system with the guidance commands

in equations (6.13) and (6.14) and the kinematics given in equation (2.2), we begin

with the same candidate Lyapunov function as before,

V2 =
1

2

(
e2
x + e2

y + e2
ψ + e2

v

)
(6.15)

which is positive definite and is only equal to zero at the origin. And its time derivative

is

V̇2 = exėx + eyėy + eψėψ + evėv (6.16)
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Two proofs will be given, one will show asymptotic stability of the system without

the singularity avoidance, and the second will demonstrate the boundedness of the

tracking errors during the singularity avoidance phase.

Proof. (No singularity, vd 6= 0)

For the case when vd 6= 0, the time derivative of V2 can be shown to be

V̇2 = −λxe2
x − λye2

y − λψe2
ψ − λve2

v, (6.17)

which is negative definite and only equal to zero at the origin. Therefore, equation

(6.15) is a valid Lyapunov function. Furthermore, the system given in equation (2.2)

with the guidance commands in equations (6.13) and (6.14) is asymptotically stable

and the errors will decay to the origin [67].

As soon as vd ≤ ε for some ε � 1, the singularity avoidance algorithm is

implemented. With this algorithm, the state of the system is considered with ψd = ψr

and the desired velocity vd ≤ ε.

Proof. (Singularity avoidance, vd ≤ ε for some ε� 1)

With the candidate Lyapunov function defined in equation (6.15), its time

derivative can be evaluated along with the guidance commands from equations (6.13)

and (6.14). First, consider the eψėψ term in eq. (6.16) which simplifies as

eψėψ = eψ

(
ψ̇ − ψ̇d

)
= eψ (α1 (ψc − ψ)− 0)

= eψ

[
α1

(
ψ +

1

α1

(0− λψeψ)− ψ
)]

= −λψe2
ψ (6.18)
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since ψ̇d = 0 and eψ = ψ−ψd, with ψd being equal to the reference value ψr. Similarly,

evėv = ev (v̇ − v̇d) = ev [α2 (vc − v)− v̇d]

= ev

[
α2

(
v +

1

α2

(v̇d − λvev)− v
)
− v̇d

]
= −λve2

v (6.19)

And

v̇d = cos (ψr) (ẍr − λxėx) + sin (ψr) (ÿr − λyėy)

by taking the derivative of equation (6.5) and considering ψ → ψr.

To show that the position errors are bounded during the singularity avoidance

phase, the following relationships are established. Recall,

vd =

√
(ẋr − λxex)2 + (ẏr − λyey)2

with vd ≤ ε. Also, define εx and εy as

εx = ẋr − λxex

εy = ẏr − λyey

Then, from the definition of vd, we note ‖εx‖ ≤ vd and ‖εy‖ ≤ vd.

Consider the following,

Vx =
1

2
e2
x

whose time derivative is given by

V̇x = exėx = ex (v cos (ψ)− ẋr) (6.20)

Equation (6.20) can be rewritten as

V̇x = ex (v cos (ψ)− λxex + λxex − ẋr)

= ex (vd cos (ψr)− λxex) + ex (λxex − ẋr) (6.21)
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for v → vd and ψ → ψr. With vd = ε, equation (6.21) becomes

V̇x = −λxe2
x + ex (ε cos (ψr)− (ẋr − λxex))

= −λxe2
x + ex (ε cos (ψr)− εx) (6.22)

Then, by taking the norm of the right hand side of equation (6.22), we get

V̇x ≤ −λx‖ex‖2 + ‖ex‖ (ε+ ‖εx‖)

≤ −λx‖ex‖2 + ‖ex‖ (ε+ vd)

≤ −λx‖ex‖2 + ‖ex‖ (2ε) (6.23)

since ‖εx‖ ≤ vd ≤ ε, and ‖ε cos (ψr) ‖ ≤ ε. Finally, equation (6.23) can be further

simplified as

V̇x ≤ − (λx − 1) ‖ex‖2 + ε2 (6.24)

since 2‖ex‖ε ≤ ‖ex‖2 + ε2.

In a similar fashion, the y position error can be shown to be bounded during

the singularity avoidance phase by considering the term,

Vy =
1

2
e2
y

And by following a similar approach as outlined for the x position error, it can be

shown that

V̇y ≤ − (λy − 1) ‖ey‖2 + ε2 (6.25)

Therefore, the time derivative of the candidate Lyapunov function in eq. (6.15)

can be reformed as

V̇2 ≤ −(λx − 1)‖ex‖2 − (λy − 1)‖ey‖2 − λψe2
ψ − λve2

v + 2ε2 (6.26)

Note, the above can be re-written in the following form

V̇2 ≤ −γV2 + 2ε2 (6.27)
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where, γ = 2µ (Q), µ(·) is the spectral radius (maximum eigenvalue) operator, and

Q = diag [(λx − 1), (λy − 1), λψ, λv]. Clearly, we have V̇2 ≤ 0 whenever V2 ≥ V20 ,

1
(γ/2)

ε2 , 1
µ(Q)

ε2; thus implying boundedness of all the errors and the terms in the

guidance laws during the singularity avoidance phase.

6.3 Guidance Design with Disturbance in the Acceleration

During a typical maneuver, it is safe to assume that a mobile robot will en-

counter diverse terrain types and varying levels of landscape topology. Therefore, it

is practical to consider how this may have an impact on the vehicle’s ability to track

the reference trajectories with the given guidance commands.

The main consideration in this section pertains to the stability of the guidance

law in the presence of external disturbances applied to the forward acceleration of the

robot. The disturbance in the acceleration may be considered in scenarios when the

robot is traveling up-hill or down-hill during a maneuver. Or it may be considered

when the vehicle encounters terrain types that are less than ideal, which may cause

added friction or slippage.

With this in mind, the kinematic equations for a mobile robot with external

disturbance in the acceleration is given by

ẋ = v cos (ψ)

ẏ = v sin (ψ)

ψ̇ = α1 (ψc − ψ)

v̇ = α2 (∆u− v) + d(t)

(6.28)

where α1 > 0, α2 > 0, and ψc is the guidance command given in eq. (6.13). The quan-

tity ∆u is a guidance input composed of the commanded velocity, vc from eq. (6.14),

90



and an additional guidance input ud; hence, ∆u = vc + ud. Also, the disturbance in

eq. (6.28), denoted as d(t), is assumed to be bounded by dmax, i.e. ‖d(t)‖ ≤ ‖dmax‖.

Proposition 3. Given a 2-D, C2 trajectory with references values, [xr, yr, ẋr, ẏr, ẍr, ÿr].

Then, the guidance commands in equations (6.13), (6.14) and (6.29) along with the

vehicle kinematics given in equation (6.28) will guarantee that the tracking errors are

bounded.

Recall, the guidance commands ψc and vc are given by

ψc = ψ +
u1

α1

vc = v +
u2

α2

And the additional guidance input, ud, is defined as

ud = −κvev (6.29)

where κv > 0. There will be two proofs given. One where there is no singularity

in the equation for ψ̇d, i.e. when vd 6= 0. The second will be considered during a

singularity avoidance phase in the maneuver, i.e. when vd ≤ ε for some ε� 1, similar

to the proof given in section 6.2.

To prove the closed loop stability of the system with external disturbance in

the acceleration, a candidate Lyapunov function is chosen as

V3 =
1

2

(
e2
x + e2

y + e2
ψ + e2

v

)
(6.30)

whose time derivative is

V̇3 = exėx + eyėy + eψėψ + evėv (6.31)

Proof. ( No Singularity, vd 6= 0 )
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The components of the time derivative of the candidate Lyapunov function in

eq. (6.31) are evaluated with the guidance commands in equations (6.13), (6.14) and

(6.29). First, the eψėψ term simplifies as

eψėψ = eψ

(
ψ̇ − ψ̇d

)
= eψ

[
α1 (ψc − ψ)− ψ̇d

]
= eψ

[
α1

(
ψ +

1

α1

(
ψ̇d − λψeψ

)
− ψ

)
− ψ̇d

]
= −λψe2

ψ (6.32)

Then, to consider the boundedness of the velocity tracking error, consider the follow-

ing

Vv =
1

2
e2
v

whose time derivative is

V̇v = evėv = ev (v̇ − v̇d) (6.33)

Equation (6.33) can be simplified as

V̇v = ev [α2 (vc − v) + d(t) + α2ud − v̇d]

= ev

[
α2

(
v +

1

α2

(v̇d − λvev)− v
)

+ d(t)− α2κvev − v̇d
]

= ev (−λvev + d(t)− α2κeev) (6.34)

By defining κ = λv + α2κv, eq. (6.34) simplifies to

V̇v = −κe2
v + d(t)ev (6.35)

Taking the norm of the right hand side of eq. (6.35), the following is established

V̇v ≤ −κ‖ev‖2 + ‖d(t)‖‖ev‖

≤ −κ‖ev‖2 + ‖dmax‖‖ev‖

≤ −
(
κ− 1

2

)
‖ev‖2 +

1

2
‖dmax‖2 (6.36)
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since ‖d(t)‖ ≤ ‖dmax‖.

Next, considering when ψ → ψd and v → vd, the position error terms in

eq. (6.30) can be shown to be

exėx = −λxe2
x

eyėy = −λye2
y

Thus, the time derivative of the candidate Lyapunov function in eq. (6.30) is

found to be

V̇3 ≤ −λxe2
x − λye2

y − λψe2
ψ −

(
κ− 1

2

)
‖ev‖2 +

1

2
‖dmax‖2 (6.37)

The above can be rewritten as

V̇3 ≤ −γV3 +
1

2
‖dmax‖2 (6.38)

where, γ = 2µ (Q), µ(·) is the spectral radius (maximum eigenvalue) operator, and

Q = diag
[
λx, λy, λψ,

(
κ− 1

2

)]
. Clearly, we have V̇3 ≤ 0 whenever V3 ≥ V30 ,

1
2γ
‖dmax‖2 , 1

4µ(Q)
‖dmax‖2, thus implying boundedness of all the errors and the terms

in the guidance laws. Furthermore, the effects of the disturbance on the tracking

errors are limited by dmax and can be lessened by choosing sufficiently large control

gains.

The singularity avoidance implications in section 6.2 are also considered when

the external disturbance is present. As mentioned in the previous section, when vd ≤ ε

for some ε� 1, the singularity avoidance algorithm is implemented. The state of the

system is considered with ψd = ψr and the desired speed vd ≤ ε.

Proof. (Singularity avoidance, vd ≤ ε for some ε� 1)

With the candidate Lyapunov function defined in eq. (6.30), its time derivative

is evaluated by combining the procedure from the singularity avoidance proof in

93



section 6.2 with the bounded stability proof in this section. Through the analysis

conducted with the previous proofs, it can be shown that the time derivative of the

candidate Lyapunov function in eq. (6.31) will lead to

V̇3 ≤ − (λx − 1) ‖ex‖2 − (λy − 1) ‖ey‖2 − λψ‖eψ‖2 −
(
κ− 1

2

)
‖ev‖2 + 2ε2 +

1

2
‖dmax‖2

(6.39)

Furthermore, equation (6.39) can be given in the following form

V̇3 ≤ −γV3 +

(
2ε2 +

1

2
‖dmax‖2

)
(6.40)

where, γ = 2µ (Q), µ(·) is the spectral radius (maximum eigenvalue) operator, and

Q = diag
[
(λx − 1), (λy − 1), λψ, (κ− 1

2
)
]
. Hence, we have V̇3 ≤ 0 whenever V3 ≥

V30 , 1
(γ/2)

(
ε2 + 1

4
‖dmax‖2

)
, 1

µ(Q)

(
ε2 + 1

4
‖dmax‖2

)
, thus implying boundedness of

all the errors and the terms in the guidance laws. Additionally, the effects of the

disturbance and the singularity avoidance are bounded by dmax and the tolerance

limit, ε, respectively. Furthermore, the effects can be further limited with a larger

value coming from µ (Q), which results from choosing sufficiently large control gains.

6.4 Simulation Results

The results presented in this section are found by simulating the kinematics,

given in eq. (2.2), with the guidance commands designed in sec 6.2, eqs. (6.13) and

(6.14). The guidance commands are designed to track a smooth trajectory that

is defined along path plans generated by the navigation function algorithm results

presented in chapter 3. Additionally, the trajectory along the path plans is designed

according to the methodology described in section A.5.1.
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6.4.1 Trajectory Tracking

For the results presented, the control gains are chosen as constants where λx =

λy = 2, and λψ = λv = 5 and α1 = α2 = 5. Also, for the trajectory generation,

the goal time to reach the objective destination in the path plan is 180 seconds (3

minutes).

The results for each of the examples considered demonstrate the effectiveness

of the nonlinear backstepping guidance design in following the desired trajectory.

Notice that within the position error plots, there are spikes in the errors at

certain times. These spikes correlate to the times when the vehicle reaches a point

where it must turn to continue on the trajectory. Even as the spikes occur, the errors

quickly decay to zero as expected based on the stability analysis of the guidance law.

A cause of this phenomena could be due to the fact that the trajectory design does

not consider a desired heading profile for the robot to track at the turn points.

Additionally, there is a small amount of terminal state error present in the

position tracking towards the end of the simulations. The source of this error can

be attributed to the singularity avoidance algorithm. In these instances, the heading

angle is locked to the reference value due to the desired velocity being small, vd ≤ ε,

as the robot approaches its objective and is therefore not able to adjust accordingly.

This behavior is predicted with the stability proof given in section 6.2.
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Figure 6.1: Example 1, position tracking with backstepping guidance commands and
MCE path plan.

Figure 6.2: Example 2, position tracking with backstepping guidance commands and
MCE path plan.
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Figure 6.3: Example 3, position tracking with backstepping guidance commands and
ID path plan.

Figure 6.4: Example 4, position tracking with backstepping guidance commands and
ID path plan.

6.4.2 Trajectory Tracking with Disturbance Present

The results in this subsection detail an example with the presence of an external

disturbance in the forward acceleration of the robot. The results will be presented

with an example using the framework design, that is a path plan generated by the

navigation function, which is then tracked by the backstepping guidance commands

as outlined in section 6.3.
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For the following results, it is assumed there is a constant disturbance in the

vehicle’s acceleration. This illustrates an example of the robot executing a maneuver

going up-hill in a given environment. It is assumed that the disturbance is d(t) =

−2m/s2. Also, the extra guidance command for the velocity, is set as ud = −κvev,

with κv = 10. The other control gains are chosen as, λx = λy = 2, and λψ = λv = 5

and α1 = α2 = 5. Also, for the trajectory generation, the goal time to reach the

objective destination in the path plan is 180 seconds (3 minutes).

The scenario for the robot is illustrated in figure 6.5 along with its tracking of

the trajectory reaching the goal. Plots of the tracking errors are given in figures 6.6,

6.7 and 6.9, since the effect of the disturbance cannot be fully visualized in figure 6.5.

The tracking error plots give the results for the vehicle’s performance both with and

without the disturbance effects.

The effects of the acceleration disturbance have little effect on the vehicle’s

heading angle tracking, as demonstrated by the heading angle error plot in figure 6.9.

However, the position and velocity tracking error plots show there is a slight increase

in the errors with the disturbance present. And as predicted, the tracking errors

are ultimately bounded. The presence of some terminal state errors are also shown

in figures 6.6 and 6.7, which result from a combination of the external disturbance

and the singularity avoidance algorithm, described in section 6.2. Additionally, the

velocity error, in figure 6.7, exists as the simulation concludes; however, it is important

to note that the robot has stopped, as evident by the velocity plot going to zero in

figure 6.8.
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Figure 6.5: Scenario setup and trajectory tracking with disturbance present.

Figure 6.6: Position error plots with d = −2m/s2.
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Figure 6.7: Velocity error plot with d = −2m/s2.

100



Figure 6.8: Plot of rover velocity with d = −2m/s2.
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Figure 6.9: Heading angle error plot with d = −2m/s2.
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CHAPTER 7

Cooperative Control with Artificial Potential Functions

The strategy for employing multiple mobile robots cooperatively within the

framework of this dissertation is discussed in this chapter. The objective is to demon-

strate the ability of the numerical navigation function (described in chapter 3) to be

utilized by multiple vehicles in the same environment. The navigation function algo-

rithm can represent the operational environment of the vehicles and can form path

plans leading to the goal from any point in the obstacle free space. Hence, only a sin-

gle potential field needs to be generated for the vehicles to use and it can incorporate

each of their sensed information. The fact that a single potential field can be used

for each vehicle can conceivably decrease the computational burden of the process.

The cooperative control policy described in this chapter will handle tasks con-

cerning vehicle aggregation and social foraging. For cooperative aggregation tasks,

the objective is to bring the vehicles together at a set location while avoiding collisions

among the group. And for social foraging, the objective becomes having the robots

find ‘conflict-free’ trajectories to areas of interest while avoiding collisions with haz-

ards present in the environment [57, 58]. The cooperative control policy will include

different components designed to accomplish each task.

7.1 Artificial Potential Function for ‘Conflict-Free’ Trajectory Synthesis

The cooperative trajectory synthesis for multiple vehicles using artificial poten-

tial functions (APF) is considered in this section. Assume that there are N mobile

robots present in a given environment and ri ∈ <2 is the position vector of each
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vehicle and rT =
[
r1,T , · · · , rN,T

]
is the vector containing the position vectors for the

group. Then, a steering command for the ith robot, using the APF design can be

given by

ṙipot = −∇riJ (r) (7.1)

where J (r) is a composite potential function consisting of the cooperative potentials,

constraints, the navigation function potential as well as other suitable potentials

employed for the tasks specified.

The composite potential function has the following form

J (r) = δ (Jcoop(r) + Jgoal(r)) + (1− δ)JNF (r) + Jrep(r) (7.2)

where Jcoop(r), Jgoal(r), JNF (r) and Jrep(r) denote the potential functions for swarm

aggregation, goal position, navigation function, and collision avoidance respectively.

The scalar quantity δ is user defined based on the cooperative task assigned to the

group, and is set to either 1 for swarm aggregation at a goal position or 0 for social

foraging using the navigation function. Notice that regardless of the choice of δ, the

collision avoidance potential is always present to ensure the robots do not collide.

Then, the steering command for the ith robot using the composite potential

function in eq. (7.2) is given by

ṙipot = δ (−∇riJcoop(r)−∇riJgoal(r)) + (1− δ) (−∇riJNF (r))−∇riJrep(r)

= δ
(
ṙicoop + ṙigoal

)
+ (1− δ) ṙiNF + ṙirep (7.3)

The design of each component in eqs. (7.2) and (7.3) are detailed in the following

sections.
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7.1.1 Swarm Aggregation APF Design

This section will detail a suitable potential function used for swarm aggregations

and is based on the work presented in references [57,58,63]. The APF design has the

following form

Jcoop(r) =
N−1∑
i=1

N∑
j=i+1

Jij(‖ri − rj‖) (7.4)

making it a function of the norm of the relative position of the respective robots.

The potential function given in references [57, 58] possess’ both an attractive and

a repulsive component. The potential function is designed to simultaneously draw

the vehicles in the group together while keeping them apart at a safe distance. The

cooperative potential function is defined as

Jcoop(r) =
N−1∑
i=1

N∑
j=i+1

[
a

2
‖ri − rj‖2 +

bc

2
exp

(
−‖r

i − rj‖2

c

)]
(7.5)

where a, b, c ∈ < are scalar shaping parameters for the cooperative potential. The a

and b parameters are used to set the strength of their respective components while

the c parameter sets the region of influence of the repulsive component. The steering

command for the ith robot generated with eq. (7.5) is

ṙicoop = −
N∑

j=1,j 6=i

[
‖ri − rj‖

(
a− b exp

(
−‖r

i − rj‖2

c

))]
(7.6)

The aggregation component of the composite potential function also contains

an attractive potential defined at an objective gathering point. This enables a mis-

sion planner to designate where in the environment the group should converge. The

attractive potential function has the following form

Jgoal(r) =
N∑
i=1

Ji,goal(‖ri − rgoal‖) (7.7)
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where rgoal ∈ <2 is the position vector of the gathering point. The attractive potential

for the gathering point is given as a parabolic well defined as

Jgoal(r) =
N∑
i=1

[
ka‖ri − rgoal‖2

]
(7.8)

where ka ∈ < is a design parameter to adjust the strength of the potential function.

The steering command for the ith robot generated by the attractive potential is

ṙigoal = −ka‖ri − rgoal‖ (7.9)

The combination of the steering commands in eqs. (7.6) and (7.9) allows for

the collective to travel together and ultimately gather at a desired location. However,

one aspect that was not addressed with this aggregation design is obstacle avoidance.

Thus, the aggregation component of the steering commands in eq. (7.3) assumes the

robots are working in an obstacle free space. The issue of obstacle avoidance leading

to an objective gathering point is addressed by the navigation function in the following

section.

7.1.2 Minimum Control Effort Navigation Function for Social Foraging

In short, the task of social foraging refers to having locations in a given envi-

ronment that are either considered favorable or unfavorable for a group of vehicles

to consider. In this dissertation, these regions are defined through the navigation

function framework discussed in chapter 3. In the navigation function algorithm, the

favorable region is set as the goal location and the unfavorable regions are considered

as obstacles.

It is assumed that the vehicles share information such as obstacle positions

or other constraints with each other. This information is then used to form the

navigation function’s potential field. Hence, each robot knows the potential levels

generated from the navigation function algorithm.
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The navigation function algorithm in chapter 3 details how to form a numerical

potential field in an evenly spaced grid given knowledge of the operational environ-

ment. The algorithm, as outlined in chapter 3, generates a potential field which

is then used to find a path plan using an iterative graph search method (best-first

search). So, the reference path is found before the robot has the ability to act. This

approach does not allow for a reactive element, i.e. generating steering commands,

directly based on the environment. The task then becomes how to use the resulting

potential field from the algorithm in chapter 3 to generate steering commands allow-

ing a robot to react to its environment. This result will allow the group of mobile

robots to navigate a constrained environment towards a desired gathering point.

Central Difference Approximation to NF Gradient

This section will detail how to find the numerical gradient of the navigation

function and how it is used within the cooperative control policy. The gradient of

the navigation function needs to be generated numerically since it is defined over

a discrete representation of the environment. The method chosen to compute the

gradient of the navigation function is the Central-Difference method [68].

In order to use the grid-based potential function and the central-difference ap-

proximation of the gradient, the position of a robot needs to be defined in terms of the

evenly space grid. With this in mind, let r̃i ∈ <2 denote the approximate position of

the ith robot in the evenly spaced grid. And let x̃i and ỹi be the approximate position

components of r̃i, i.e. r̃i = [x̃i, ỹi]T . Also, let ∆x and ∆y denote the spacing between

grid points in the x and y directions respectively. And since the grid is evenly spaced,

∆x = ∆y. Then, the components of the numerical gradient, computed with the
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central-difference method, is determined in terms of the robot’s approximate position

in the grid as

∂JNF (r̃i)
∂x

= ∂JNF ([x̃i, ỹi]T )
∂x

≈ JNF ([x̃i+∆x, ỹi]T )−JNF ([x̃i−∆x, ỹi]T )
2∆x

∂JNF (r̃i)
∂y

= ∂JNF ([x̃i, ỹi]T )
∂y

≈ JNF ([x̃i, ỹi+∆y]T )−JNF ([x̃i, ỹi−∆y]T )
2∆y

(7.10)

And the steering command based on the numerical gradient of the navigation function

can be set as

ṙiNF =

 −∂JNF (r̃i)
∂x

−∂JNF (r̃i)
∂y

 (7.11)

7.1.3 APF for Collision Avoidance

Within the cooperative framework, there is an extra collision avoidance poten-

tial denoted as rirep. The collision avoidance term consists of only a repulsive term

designed to prevent the robots from colliding with one another. Note that this re-

pulsive potential function may also be used to avoid collisions with obstacles in the

environment. The collision avoidance potential is of the form

Jrep(r) =
N−1∑
i=1

N∑
j=i+1

Jij(‖ri − rj‖) (7.12)

which is similar to the cooperative potential form in eq. (7.4) and is a function of

the position information of the robots. The repulsive potential chosen for the results

covered is consistent with the repulsive potential component in eq. (7.5) given by

Jrep(r) =
N−1∑
i=1

N∑
j=i+1

[
brcr

2
exp

(
−‖r

i − rj‖2

cr

)]
(7.13)

where the parameters br, cr ∈ < are used to respectively set the strength and region

of influence of the repulsive potential. The subscript r is used to distinguish the
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parameters in eq. (7.13) from the parameters in eq. (7.5). The resulting steering

command for the ith vehicle is given by

ṙirep =
N∑

j=1,j 6=i

[
br‖ri − rj‖ exp

(
−‖r

i − rj‖2

cr

)]
(7.14)

7.2 Control Design

Typical control designs with artificial potential functions, including cooperative

control designs, are applied to integrator dynamic systems (or sometimes double

integrator). The goal of this work is to apply the control design to a system with the

nonlinear mobile robot kinematics, as described in section 2.2.1. Thus, the kinematics

for the ith vehicle are

ẋi = vi cos
(
ψi
)

ẏi = vi sin
(
ψi
)

ψ̇i = α1

(
ψic − ψi

)
v̇i = α2

(
vic − vi

)
(7.15)

where α1, α2 ∈ < are positive proportional control gains and ψic, v
i
c are the guidance

commands for the ith vehicle’s heading angle and velocity. The control design affects

the robot’s heading angle turn rate and forward acceleration, which are proportional

control laws designed to drive the heading angle and velocity to the commanded

values which are obtained through the steering commands from the APF described

in the previous section.

Let ṙipot,x and ṙipot,y denote the x and y directional components of the gradient

terms that make up the steering command from eq. (7.2). Then, the heading angle

guidance command, ψic, for the ith robot is defined as

ψic = tan−1

(
ṙipot,y
ṙipot,x

)
(7.16)
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And the velocity guidance command for the ith robot is

vic = ‖ṙipot‖ (7.17)

which is the 2-norm of the steering command vector. It is possible that the velocity

command may give an unfeasible value. Therefore, the velocity command term is

saturated as

This implies that |vic| ≤ vmax where the saturation limit, vmax, is a user defined

quantity for the forward velocity of the vehicle. This signifies that the steering com-

mands will mainly influence the heading angle of the robot. Thus, the vehicles can

continue to travel forward and adjust their heading angles as needed while travers-

ing the environment with the guidance commands generated through the cooperative

control policy.

7.3 Inter-Vehicle Communication

For the results in this dissertation, it is assumed that there is full communication

among the vehicles. A graph representation is used to illustrate the communication

protocol involved in the simulations. In graph theory, a graph is described as a pair

G = (N , E), with N = {N1, · · · ,NN} a set of N nodes and E as a set of edges. The

elements of E are denoted as (Ni,Nj) which is termed as an edge from node Ni to
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node Nj [56]. In the setting of cooperative control, the nodes represent the vehicles

and the edges represent the communication of information.

An illustration of the communication graph for the cooperative control examples

with three mobile robots is given in figure 7.1. In the examples given, it is assumed

that the navigation function information as well as the position vectors are shared

among the robots through the communication protocol.

Also, the communication graph is assumed to be undirected. Making the graph

undirected implies that the information shared goes in both directions and has equal

importance, i.e. node Ni shares its information with node Nj and vice-versa [56].

Therefore, in figure 7.1, the edges are denoted as Eij = Eji, which represents an

undirected communication link between nodes Ni and Nj,

Figure 7.1: Communication protocol.

7.4 Simulation Results

The simulation results in this chapter consider scenarios involving three vehicles

in a given environment. The cooperative APF parameters for the steering command
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in eq. (7.6) for the simulation are chosen as a = 0.3, b = 1, c = 10 and the parameter

for the steering command to the goal in eq. (7.9) as ka = 0.5. The collision avoidance

parameters for the steering command in eq. (7.14) are set as br = 1, cr = 2. The

control gains for the guidance command inputs in eq. (7.15) are set as α1 = 0.5

and α2 = 0.5. The maximum velocity for each robot is set at vmax = 0.75 m/s.

The navigation function algorithm method used for the results in this chapter is the

minimum control effort approach, detailed in section 3.2.

The first scenario, shown in figures 7.2 and 7.3, is for an environment with

no obstacles present. This example represents a case where the swarm aggregation

policy can be tested and compared with the social foraging policy to the same goal.

The swarm aggregation policy in enacted by setting δ = 1 in eq. (7.3) and the social

foraging policy in enacted by setting δ = 0.

The results in figures 7.2 and 7.3 show the positions of the robots, starting

in close proximity in the bottom corner and traveling towards the opposite corner

of the environment while avoiding collisions within the group. The robots position

components look similar, but their heading angles fluctuate largely in figure 7.3 with

the social foraging policy. This behavior begins as the robots are approaching the

safety zone around the goal position. When the vehicles enter the safety zone, their

velocities are driven to zero so they stop, but the heading angles are directing the

robots away from eachother. In contrast, the heading angle plot in figure 7.2 shows

the robots smoothly achieving consensus as they enter the safety zone around the

goal.
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(a) Position plots (b) Heading angle plots

Figure 7.2: Example 1 with swarm aggregation policy, setting δ = 1 in eq. (7.3).

(a) Position plots (b) Heading angle plots

Figure 7.3: Example 1 with social foraging policy, setting δ = 0 in eq. (7.3).

The next two examples are considered only with social foraging behavior, by

setting δ = 0 in eq. (7.3). The steering commands are generated by the navigation

function’s potential field combined with the collision avoidance potential from equa-
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tions (7.11) and (7.14) respectively. The first set of plots show the given obstacle

laden environment and its associated navigation function potential field. The second

set of plots show the simulation results with the position plots and the heading angle

plots.

The results illustrated in figures 7.4 and 7.5 are for an environment where

multiple scattered hazards lie between the robots and their objective. The simulation

results in figure 7.5 show that the robot’s steering commands allow the vehicles to

avoid colliding with the obstacles and each other while reaching the safety zone near

the objective.

The next set of results illustrated in figures 7.6 and 7.7 are for an environment

where the vehicles must come together through a tight opening before spreading

apart and reaching the goal. The simulation results in figure 7.7 demonstrate that

the robots achieve their task without conflict as they come together to go through the

opening then spread apart in the free space on the other side and ultimately arrive

at the safety zone near the objective.
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Figure 7.4: Example 2 environment and navigation function potential field.

(a) Position plots (b) Heading angle plots

Figure 7.5: Example 2 with social foraging policy, setting δ = 0 in eq. (7.3).
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Figure 7.6: Example 3 environment and navigation function potential field.

(a) Position plots (b) Heading angle plots

Figure 7.7: Example 3 with social foraging policy, setting δ = 0 in eq. (7.3).
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CHAPTER 8

Real-Time Experiment Setup and Results

To validate the results for the nonlinear guidance laws in chapters 5 and 6 as

well as the cooperative control policy outlined in chapter 7, the differential drive

mobile robot testing platforms from the Aerospace Systems Laboratory were used.

An image of the mobile robot platform is given in figure 8.1. A full description,

covering the assembly and component details of the testing platforms, nicknamed the

‘ASL-Gremlin,’ is given in reference [69]. A summary of the important components

and flow of information in the experimental setup is given in this chapter along with

a summary of the experimental results gathered to validate the methods discussed in

this dissertation.

Figure 8.1: ASL-Gremlin Mobile Robot Testing Platform.
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8.1 Mobile Robot Platform

This section gives a summary description of the hardware and software com-

ponents that makeup the testing platforms. Additionally, this section will detail the

flow of information within the framework for the given tasks.

8.1.1 Hardware Components

The mobile robot platforms consist of a combination of multiple hardware com-

ponents designed to test different guidance, navigation and control techniques. The

main component directing the communication between the different parts of the robot

is the single-board computer (SBC). The SBC is an on-board computer that is used

to interface with the hardware and process information. The SBC used in the exper-

iments presented in this dissertation is an Odroid-XU4 computer. Its main task is

to collect sensor data, relay information and command the input signals to a micro-

controller that handles the actuators (motors attached to wheels) of the vehicle.

Another component used in the mobile robot platform is the Pixhawk autopilot.

The autopilot module for these platforms is a small, light-weight component that is

connected to a suite of sensors used by the mobile robot to localize itself within a

given environment. The main sensors used in this research are a global positioning

system (GPS), which is used to find the local position and velocity of the vehicles

and a compass, used to determine the heading angle of the vehicles. Although the

GPS and compass are the main sensors used in this research, the Pixhawk autopilot

system does come with a 3-axis gyroscope, 3-axis accelerometer and a magnetometer

which can be used in future research to enhance the vehicles autonomous capabilities.

The next important component on the platform is the Arduino micro-controller.

For the types of experiments conducted in this research, the micro-controller is re-

sponsible for digital signal processing and voltage regulation to control the vehicle’s
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wheels. Specifically, for the differential drive robots, the micro-controller is used to

convert commanded pulse-width-modulation (PWM) signals to a motor input voltage

to control the speed which the motor rotates its attached wheel. The mobile robot

platforms consists of four 6V brushed DC motors which come complete with gear-

boxes and quadrature encoders on the motor’s shaft. Note that the encoders may

also be used to gather position and orientation information for the vehicle through a

technique called “Dead-Reckoning.” For the results in this dissertation, however, the

encoders are not used due to the potential for the drift-error in the information that

is caused by wheel slippage.

An illustration of the top-view of a single mobile robot platform is given in

figure 8.2 which shows the hardware components on-board the vehicle. Then, a chart

depicting the the flow of information between the different components as used for

the results in this dissertation is given in figure 8.3.

Figure 8.2: On-board hardware components for the ‘ASL-Gremlin’ mobile robot plat-
form.
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Figure 8.3: Flow of information between hardware components for mobile robot plat-
form.

The flow of information, for a single vehicle, illustrating how this architecture is

used within the GNC framework, is given in figure 8.4. The results in this dissertation

make use of a cyber-physical system architecture wherein the main data processing

and guidance commands are generated on a separate ground station computer which

dictates the desired behavior for the physical mobile robot system, as illustrated in

figure 8.3. The information is transmitted between a ground station CPU and the

Odroid on-board CPU through a 4G LTE mobile network hotspot.
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Figure 8.4: Flow of information within the GNC framework for the mobile robot
platform.

8.1.2 Cooperative Platform Setup

For the cooperative control experiments presented in this chapter, two mobile

robot platforms are used in combination with a ground station computer. Similar to

the individual mobile robot tasks, the communication of information will take place

over a 4G LTE mobile network and is considered as a cyber-physical system. The

flow of information for the cooperative tasks presented, is illustrated in figure 8.5.
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Figure 8.5: Flow of information for cooperative control experiments.

Note that the cooperative guidance commands, as derived in chapter 7, are

designed within a decentralized control framework. However, for the experiments in

this dissertation, the guidance commands are synthesized on a centralized ground

station computer and are then transmitted to the individual vehicles to complete

their tasks.

8.1.3 Software

The transmission of data between the different components used in the exper-

iments is handled through the Robot Operating System (ROS). ROS is a flexible

sofware framework that is widely used by a variety of research communities and can

be applied to different robotic platforms 1. This software communication architecture

1www.ros.org
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is chosen because it simplifies the programming tasks and enables rapid implementa-

tion of theoretical robotics concepts to actual hardware.

Within the mobile robot platforms used in this dissertation, ROS is installed on

both the ground station CPU and the on-board Odroid CPU, both running flavors of

the Ubuntu Linux operating system. ROS is used to gather the sensor information

from the Pixhawk autopilot and make it available for use by the methods discussed

in this dissertation. Additionally, ROS is used to relay the wheel speed commands to

the micro-controller used to move the vehicle.

The methods derived in this dissertation were applied to the mobile robot plat-

forms using MATLAB, Simulink and the Robotics System Toolbox. The Robotic Sys-

tem Toolbox allows for the integration of ROS software within the MATLAB/Simulink

environment.

8.2 Real-Time Experiment Results

This section covers real-time experiment results using the guidance command

techniques from chapters 5 and 6 and the cooperative control steering commands

from chapter 7. First, to use the mobile robot platforms, a relationship between the

guidance commands and the wheel speeds is established. The relationships between

the wheel speeds of the differential drive vehicles and the forward velocity and heading

angle turn rate are given by

v =
r

2
(ωR + ωL) (8.1)

ψ̇ =
r

b
(ωR − ωL) (8.2)

where ωL and ωR respectively denote the left and right wheel speeds, b is the base

length of the vehicle and r is the radius of the wheel. The physical parameter dimen-

sions of the vehicles used in these experiments are r = 0.0686 m for the wheel radius

123



and b = 0.3358 m for the base-length. Equations (8.1) and (8.2) can be solved

simultaneously to give the wheel speeds in terms of the velocity and turn rate as

ωL =
1

2

(
2

r
v − b

r
ψ̇

)
(8.3)

ωR =
1

2

(
2

r
v +

b

r
ψ̇

)
(8.4)

If the guidance commands, from chapters 6 and 7, are generated in terms of

the commanded velocity (vc) and heading angle (ψc), then the velocity and turn rate

values in eqs. (8.3) and (8.4) are determined by

v = vc

ψ̇ = α1 (ψc − ψ)

where α1 is the scalar control gain used for the guidance command and ψ is the

vehicle’s current heading angle. But, if the guidance commands are generated in

terms of the vehicle’s acceleration (u2) and heading angle turn rate (u1), as in chapter

5, then the velocity and turn rate values in eqs. (8.3) and (8.4) are determined by

v = v0 + u2∆t

ψ̇ = u1

where v0 is the vehicle’s current velocity and ∆t is the given sample time used with

the NMPC formulation.

The experiment results are given in two sets. The first set will consist of the

results coming from the nonlinear guidance methods from chapters 5 and 6. These

results will consider a single mobile robot traversing multiple given waypoints using

the guidance commands to follow a trajectory. The second set of results will be

obtained using the APF cooperative control policy detailed in chapter 7. These

results will consider two mobile robots performing cooperative aggregation and social

foraging tasks.
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8.2.1 Individual Mobile Robot Results

For the individual mobile robot tasks, a series of waypoints are given for the

vehicle to reach while using the two guidance techniques from chapters 5 and 6. A

polynomial trajectory is designed between each of the waypoints for the vehicle to

track, accoring to the approach given in appendix A.5.2. There are two different

experiment setups used to test the guidance laws. The setups provide the waypoints

in patterns with different angles and distances between them. The maximum accel-

eration used to define the trajectory between the waypoints is amax = 0.08 m/s2.

The input and state constraints used for the NMPC guidance law are ‖u1‖ ≤

150 deg/s, ‖u2‖ ≤ 0.08 m/s2, 0.0001 m/s ≤ v ≤ 1 m/s, and ‖ψ‖ ≤ π rad, respec-

tively. The input and state weight matrices are defined as diagonal matrices with

R = diag(0.2, 0.2) and Q = diag(5, 5, 5, 5), respectively. Also, a waypoint prox-

imity is defined so that once the vehicle is within this proximity to a waypoint, it

can switch to approaching the subsequent waypoint in the given set. The waypoint

proximity used in these experiments is εprox = 0.8 m.

Individual Experiment 1

The first experiment, using the nonlinear guidance laws, has three waypoints

defined to form a C-shape in the environment. This example is comparable to a

vehicle needing to go around an obstacle to get to a destination on the other side.

The setup for this experiment is illustrated in figure 8.6.
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Figure 8.6: Waypoint setup for individual experiment 1.

And the resulting trajectories of the mobile robot using both guidance laws is

shown in figure 8.7. The robot’s resulting positions in figure 8.7 is given based on

the GPS position measurements. The spacing between data points in the position

data represents a loss of information either due to communication delay or some other

miscue. In both instances, the robot is able to reach each waypoint and arrives at

the goal point at the end of the experiment.

While both guidance laws reach each of the desired waypoints, the trajectory

of the robot with the nonlinear backstepping guidance law seems more direct. In

comparison, the NMPC guidance law result shows the robot gradually aligning itself

with the desired waypoints. This difference in behavior can be attributed to the

126



constraints being explicitely enforced in the NMPC guidance law synthesis whereas

these same constraints are not considered for the backstepping design.
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Figure 8.7: Robot’s waypoint traversal for individual experiment 1.

The result in figure 8.8 illustrates the heading angle of the vehicle as it moves

between the waypoints. The behavior displayed in figure 8.8 shows that with the

NMPC guidance design, there is a gradual change in the heading angle attributed to

the constraints on the system. Additionally, the changes in the heading angle from

the backstepping guidance law result are sudden and direct.
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Figure 8.8: Robot’s heading angle for individual experiment 1.

Figure 8.9 shows the vehicle’s velocity for experiment 1. The velocity profiles

using both guidance laws show interesting behavior. Both velocity profiles show

gradual changes in the velocity of the vehicle, but the NMPC result has a few more

obvious peaks compared to the backstepping design. The jumps in the vehicle’s

velocity, with the NMPC result, occur as the vehicle is coming to a stop-and-go near

the waypoint proximity limit. This behavior, with the NMPC guidance law, could

be attributed to having the wheel speed commands not being sufficiently large to

overcome the friction force on the vehicle and then jumping as the tracking errors

accumulate to get back near the desired trajectory.
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Figure 8.9: Robot’s velocity profile for individual experiment 1.

The commanded wheel speeds used for each guidance law are given in figure

8.10. One of the main differences with the two guidance commands can be seen in

the results from figure 8.10. In this set of results, it can be seen that the back-

stepping guidance law generates wheel speed commands that change suddenly and

even exhibits some “chattering” behavior at some intervals. In contrast, the wheel

speed commands coming from the NMPC design show smooth, gradual changes being

applied to the vehicle to track the trajectory between the waypoints.
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Figure 8.10: Robot’s wheel speed commands for individual experiment 1.

Individual Experiment 2

The waypoint setup for the second experiment using the guidance laws for an

individual mobile robot is given in figure 8.11. For this experiment, the waypoints

were chosen to give the vehicle a varying set of heading angles and distances to reach.
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Figure 8.11: Waypoint setup for individual experiment 2.

The resulting trajectories of the mobile robot using both guidance laws for the

second experiment is shown in figure 8.12. Same as the first experiment, the robot’s

resulting positions in figure 8.12 are given based on the GPS position measurements.

The spacing between data points in the position data represents loss of information

either due to communication delay or some other issue. With both guidance laws,

the robot is able to reach each waypoint and arrives at the goal point at the end of

the experiment.
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Figure 8.12: Robot’s waypoint traversal for individual experiment 2.

The result in figure 8.13 illustrates the heading angle of the vehicle as it moves

between the waypoints. The behavior shown in the heading angle profiles in figure

8.13 is similar to what is seen in the results from experiment 1 in figure 8.8. There are

sudden changes in the heading angle using the backstepping guidance law whereas

the NMPC guidance law has gradual changes in the heading angle over the course of

the experiment.
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Figure 8.13: Robot’s heading angle for individual experiment 2.

Figure 8.14 shows the vehicle’s velocity for experiment 2. The behavior in

figure 8.14 is simular to the vehicle’s velocities from experiment 1, in figure 8.9. In

experiment 2, there are more waypoints, therefore, there are more peaks in the NMPC

design resulting from the jumps in velocity as it exhibits the stop-and-go behavior

near each waypoint.
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Figure 8.14: Robot’s velocity profile for individual experiment 2.

The commanded wheel speeds used for each guidance law are given in figure

8.15. The results in figure 8.15 also demonstrate the key difference using both guid-

ance laws in that the wheel speed commands over the course of the experiment change

smoothly using the NMPC design compared to sudden, large or chattering changes

in the commands from the backstepping guidance law.
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Figure 8.15: Robot’s wheel speed commands for individual experiment 2.

8.2.2 Multiple Robot Cooperative Control Results

For the cooperative control experiments, three different setups are used along

with two mobile robot platforms to demonstrate the effectiveness of the cooperative

control policy outlined in chapter 7. The first two results validate the aggregation

tasks with the cooperative artificial potential functions. And the final result estab-

lishes the social foraging capability of the potential field generated by the navigation

function algorithm from chapter 3.

For the three sets of results, there is an objective location given along with a

proximity safety zone used to stop the experiment when one, or both, of the robots

enters a desired “closeness” to the goal. For the first two experiments, the parameters

for the cooperative potential function are set as a = 0.3, b = 0.8, and c = 10 for the

gains in the attractive and repulsive components. And for all three experiments, the

parameters for the repulsive potential function (from equation 7.14) are br = 1 and

cr = 2.
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Cooperative Experiment 1

The setup for the first cooperative experiment is illustrated in figure 8.16. For

this experiment, the goal position is located at (20m, 5m) in the local ENU frame.

The maximum velocity constraint on each robot is vmax = 0.65 m/s and the safety

zone proximity is set at εprox = 1.5 m.
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Figure 8.16: Setup for cooperative experiment 1.

In this experiment, the goal is known to both vehicles and the objective is

to have them come together and aggregate near the final position. The resulting

trajectories taken by the two robots is given in figure 8.17. The result has the robots

coming together as each of them approach the objective until robot 2 enters the safety

zone at the end of the experiment. The robots also avoid colliding with one another

with the effect of the repulsive potential evident in the result.
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Figure 8.17: Robot positions for cooperative experiment 1.

The resulting wheel speed commands generated by the cooperative APF guid-

ance method is depicted in figure 8.18. The wheel speed commands show the vehicles

are maneuvering and are also constrained by the saturation involved with setting vmax

within the APF method. While the velocities were constrained, the robots still have

the capability to adjust their headings, as evident by their resulting trajectories in

figure 8.17.
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Figure 8.18: Wheel speed commands for cooperative experiment 1.

The relative distance between each of the vehicles is shown in figure 8.19. From

this result, it can be seen that the two vehicles are approaching eachother and come

within close proximity toward the end of the experiment. While the vehicles do come

within 1 meter of one another, they eventually repel each other using the repulsive

potential function. Furthermore, this result demonstrates that the two vehicles do

not collide over the course of the experiment.
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Figure 8.19: Robot’s relative distance for cooperative experiment 1.

Cooperative Experiment 2

The setup for the second cooperative experiment is illustrated in figure 8.20.

For this experiment, the goal position is also located at (20m, 5m) in the local ENU

frame. The maximum velocity constraint on each robot is vmax = 0.65 m/s and the

safety zone proximity is set at εprox = 1.5 m.
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Figure 8.20: Setup for cooperative experiment 2.

In this experiment, the goal is known only to robot 1, while robot 2 only knows

to follow, or cooperate with, robot 1. The objective is to have robot 1 go to the

goal and have robot 2 follow; thus demonstrating that the two vehicles are in fact

cooperating.

The resulting trajectories taken by the two robots is given in figure 8.21. This

result depicts robot 1 moving directly to the goal and robot 2 is maneuvering to

follow, as desired.
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Figure 8.21: Robot positions for cooperative experiment 2.

The resulting wheel speed commands generated by the cooperative APF guid-

ance method is depicted in figure 8.22. The results from figure 8.22 show that robot 1’s

wheel speed commands are smoothly directing it to the goal whereas the commands

for robot 2 has the vehicle maneuvering to follow.
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Figure 8.22: Wheel speed commands for cooperative experiment 2.

The relative distance between each of the vehicles is shown in figure 8.23. From

this figure, it can be seen that the two vehicles do not collide. Also, the distance

between the robots is shrinking suggesting that robot 2 is following and trying to

close the gap.
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Figure 8.23: Robot’s relative distance for cooperative experiment 2.

Cooperative Experiment 3

The setup for the third cooperative experiment is illustrated in figure 8.24. For

this experiment, the goal position is located at (20m, 10m) in the local ENU frame.

The maximum velocity constraint on each robot is vmax = 0.60 m/s and the safety

zone proximity is set at εprox = 2 m.

In this experiment, there is an obstacle placed between the vehicles and the

goal. The obstacle is placed at a distance of 9 m from the robots’ starting positions

and their objective is to avoid collisions with each other and the obstacle and arrive

at the objective location. Also shown in figure 8.24 is the potential field generated

by the navigation function algorithm to direct the robots to the goal. Notice that

the constraints for umax and deff for the navigation function were removed, this was

done to enable the vehicles to find their way to the goal from anywhere in the free

space.

143



Figure 8.24: Setup for cooperative experiment 3.

The resulting trajectories taken by the two robots is given in figure 8.25. From

this result, it is evident that both vehicles are repelled by each other at the start and

gradually navigate around the obstacle. Robot 2 comes within close proximity to the

corner obstacle. One drawback of this method is due to the cyber-physical system

architecture employed, as there are inherent delays in the transmission of information

over a 4G LTE mobile network. This leads to the delays in gathering positioning

information and applying the guidance commands to the system. This issue also

leads to close calls such as what is shown in figure 8.25.
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Figure 8.25: Robot positions for cooperative experiment 3.

The resulting wheel speed commands generated by the cooperative APF guid-

ance method is depicted in figure 8.26. The behavior of the wheel speed command

profiles for each robot suggest they are both maneuvering to both avoid colliding with

each other as well as the obstacle present.
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Figure 8.26: Wheel speed commands for cooperative experiment 3.

The relative distance between each of the vehicles is shown in figure 8.27. This

result illustrates how the two robots start within a close proximity to one another

and then gradually drift apart to go around the obstacle and eventually come back

together and the end of the experiment.
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Figure 8.27: Robot’s relative distance for cooperative experiment 3.
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CHAPTER 9

Summary, Conclusions and Future Work

9.1 Summary and Conclusions

The purpose of this research is to put forth methods to increase the level of

autonomy for wheeled mobile robots. This dissertation presented procedures for

developing a reliable path planning and guidance framework for mobile robots to

accomplish this task. The framework discussed in this dissertation presents a new

model based path planning algorithm in addition to two nonlinear guidance laws that

form a reliable path planning and guidance framework for individual mobile robot

vehicles which was verified in simulation and parts of which hare also validated ex-

perimentally using the mobile robot platforms in the Aerospace Systems Laboratory

at The University of Texas at Arlington.

The path planning algorithm is introduced in this work as a design that is

derived from a numerical navigation function. The novel contribution from the path

planning algorithm is that it is a special form of artificial potential functions that is

constructed based on the minimum control effort to a reachable state. This method

makes use of the wavefront expansion construction procedure to form its potential

contours with a control effort based metric. The end result of this path planning

method is that it can find an obstacle free path that not only guides the robot to its

objective but also takes into account the final approach of the vehicle to a reachable

state. Additionally, this algorithm allows for obstacle free paths to be formed from

anywhere in the environment, making it useful for cooperative tasks.
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Additionally, extensions of the path planning algorithm’s control effort metric

were applied using modified versions of RRT* and D*. These extensions address the

path planning problem with different kinds of uncertainty.

This dissertation also discusses two nonlinear guidance designs meant to track

trajectories in a given environment. These guidance laws are derived to provide

high-level commands governing the robot’s velocity and heading angle as it tracks a

trajectory. The first guidance design is a state dependent coefficient-based nonlinear

model predictive control formulation. With this method, the robot’s physical con-

straints are taken into account in finding its guidance commands to track the desired

trajectory. Hence, this method provides a constraint-based design ensuring that the

robot will operate within its capabilities. The contribution of this work lies in the

method’s use with a wheeled mobile robot vehicle that is verified in simulation and

also applied to a real-time mobile robot platform for experiment results.

The next guidance law is based on a nonlinear backstepping-like approach.

With this design, the contribution comes from proving that the robot is guaranteed

to have bounded tracking errors as it traverses the trajectory leading to its goal. The

ability of this guidance technique to closely follow the trajectory makes it a suitable

choice when the robot needs extra assurance in tracking on its way to the goal. Also,

this guidance law is verified in simulation and applied to a mobile robot platform for

real-time experiment results.

The final contribution covered in this dissertation is the cooperative control for-

mulation with artificial potential functions. This contribution arose when studying

the capabilities of the novel navigation function algorithm. The significant aspect

realized with regards to the navigation function path planner and performing coop-

erative tasks is that it has the capacity to form a path plan from any point within a

known environment. This ability allows the potential field generated by the algorithm
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to be used by any and all of the robots performing a cooperative task. Hence, the

mobile robots can share their knowledge of the environment among themselves and

form a single potential field for the collective which could potentially decrease the

computational burden required. The contribution from this aspect of the research

is the cooperative control policy outlined for aggregation and social foraging tasks

with the minimum control effort navigation function algorithm. In this dissertation,

the cooperative control policy is verified in simulation and also applied to two mobile

robot platforms to provide real-time experiment results.

The combination of the different aspects described in this dissertation can form

a framework that can be used for path planning and guidance involving a variety of

mobile robot platforms. However, the main contributions covered in this dissertation

lies in the application of the methods described to differential-drive wheeled mobile

robots both in simulation and in real-time experiments.

9.2 Future Work

The research presented in this dissertation emphasizes analytical and exper-

imental results for the path planning and guidance methods employed within the

framework. The results demonstrate the effectiveness of each component within the

framework individually and in combination through simulation and real-time exper-

iments. However, there are still areas within the framework that can be expanded

upon. One area that can be explored further is proving the optimality of the SDC-

based NMPC guidance technique. The optimality of SDC-based control designs is at

this time an open area of research with progress limited to specific applications.

Also, with regards to the path planning algorithms. The results were presented

in a simulated environment and weren’t rigorously tested on the real-time platform.

Hence, one possible extension of the path-planning research would involve applying
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the planners to a testing platform with virtual obstacles constraining the environ-

ment. Another extension would involve real-time planning of an environment with

the path planning algorithms applied in tandem with other sensors, such as lidar or

sonar, gathering information about obstacles present. These applications can also

include comparisons of the different planning methods presented in this dissertation

to determine which one works best under certain circumstances.

Possible extensions with the cooperative control policy outlined in this disserta-

tion can include adding more vehicles into the given setups. The experiments covered

in this dissertation were limited to two mobile robots, while the simulated results in-

vestigated three robots. Another possible extension of this work would be to remove

the cyber-physical system architecture which constrains the robot’s communication

by way of the ground station computer. This would allow the cooperative control

policy to be validated in a decentralized manner as it was presented in chapter 7.
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APPENDIX A

Preliminary Material
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This appendix details some preliminary information and material which influ-

enced the research presented in this dissertation. The first part will cover some notable

definitions used. This is followed by considerations toward stability of dynamical sys-

tems and optimization techniques. Then, a brief overview of the wavefront expansion

is given followed by a section that covers the design of trajectories considered in this

research.

A.1 Definitions

Define the 2-norm of a vector x ∈ <n as

||x|| =
√

xTx

A general configuration in a two dimensional workspace is denoted as the vector

q ∈ <2. For the problems considered, q = [x, y]T , representing a two dimensional

position vector composed of the x and y position coordinates in a grid based workspace

[12].

Given a configuration q in a two dimensional workspace, its 1-neighbors are

defined as the configurations in the grid that have at most one coordinate differing

from q. The amount of difference is equal to one increment in either direction, or

the cell difference in the grid, represented as ∆x in the x-direction and ∆y in the

y-direction. For example, a configuration q′ = [x±∆x, y]T , or q′ = [x, y ±∆y]T , is

a 1-neighbor of q = [x, y]T . In total, there are four 1-neighbors in a two dimensional

workspace [12].

Similarly, given a configuration q in a two dimensional workspace, its 2-neighbors

are defined as the configurations in the grid that have at most two coordinates differ-

ing from q. There are eight 2-neighbors for a configuration when considering a two

dimensional workspace [12].
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A square n × n matrix Q is considered to be positive definite (p.d.) if given

a vector x ∈ <n, where x 6= 0, then the resulting inequality holds with a quadratic

function

xTQx > 0

Furthermore, the following holds true for a p.d. matrix Q

µmin (Q) ‖x‖2 ≤ xTQx ≤ µmax (Q) ‖x‖2

where µmin (·) is the minimum eigenvalue operator and µmax (·) is the spectral radius

(maximum eigenvalue) operator.

A continuous scalar function V : <n → < is said to be positive definite if

V (0) = 0 and V (x) > 0 over the whole state space. Also, a continuous scalar

function V (x) is considered negative definite if −V (x) is positive definite.

The fundamental or state transition matrix of a continuous system, denoted as

Φ(t, t0) ∈ <n×n, is used to map the state at the initial time, x(t0) ∈ <n to the current

state, x(t) ∈ <n, as [70]:

x(t) = Φ(t, t0)x(t0)

A.2 Stability of Dynamical Systems

The concepts of stability in this dissertation are presented using Lyapunov

stability theory. For a more complete analysis of Lyapunov stability theory, refer

to references [67, 71]. In short, a point in the state space is considered stable if it

starts in a nearby region, and stays nearby. Furthermore, the point is considered

asymptotically stable if the state converges to an equilibrium point as time goes to

infinity.

154



The following notation is adopted, as expressed in reference [67]. A spherical

region denoted by BR, also called a ball, is defined by ‖x‖ < BR in the state-space

of the system.

Now, consider an autonomous system

ẋ = f (x) (A.1)

where the function f : D → <n is a locally Lipschitz mapping from a subset D ⊂ <n

into <n. Then, a state x = 0 is considered an equilibrium point if f(0) = 0. And

the equilibrium point is considered stable in the sense of Lyapunov if given some r,

where 0 < r < R,

‖x(0)‖ < Br =⇒ ‖x(t)‖ < BR, ∀t ≥ 0

Additionally, an equilibrium point x = 0 is considered asymptotically stable if given

some r > 0, then

‖x(0)‖ < Br =⇒ x(t)→ 0 as t→∞

The objective with the stability proofs is to ultimately show that the system’s

energy is continuously dissipated and that it will eventually settle at an equilibrium

point. Then, for a system, of the form in eq. (A.1), the concept of stability is consid-

ered with Lyapunov’s direct method [67]. With this method, a scalar energy function,

V : <n → <, is defined and is considered as a representation of the total energy of

the system. The goal becomes to show that the function V (x) is a valid Lyapunov

function, which will establish the asymptotic stability of the system.

Let V (x) be a non-negative function with its time derivative given by V̇ (x)

along the state trajectories of system (A.1). Then, in order for the function to be

considered a valid Lyapunov function, the following properties must be satisfied

• V (x) is positive definite.

• V̇ (x) is negative definite.
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• V (x) = 0, if x is an equilibrium point.

When these properties hold, the function V (x) is a Lyapunov function and the system

is considered asymptotically stable [67].

A.3 Optimization

Another important aspect of this research involves optimization. This is par-

ticulary important within the nonlinear model predictive control design outlined in

chapter 5. The presentation and notation used in this section are based on refer-

ences [29,70]. Given an initial state vector x0 and assuming a discrete system model

of the form

xk+1 = Φxk + Γuk (A.2)

where Φ ∈ <n×n, Γ ∈ <n×m, xk ∈ <n and uk ∈ <m are the state transition matrix,

input matrix, state vector and input vector respectively. Then, the optimization

problems concerned in this dissertation are for finite horizon quadratic cost functions

with a free terminal state, constrained optimization and semi-definite (specifically

quadratic) programming.

A.3.1 System and Constraints in Batch Form

The discrete system model in equation (A.2) is placed in the predictive form

(described in reference [29]):

xk+j+1 = Φxk+j + Γuk+j (A.3)

where the index k is the current time and the index j represents the time-distance

from the current time. The input and state constraints are given by

ulb ≤ uk+j ≤ uub, j = 0, 1, · · · , N − 1

glb ≤ Gxk+j ≤ gub, j = 0, 1, · · · , N
(A.4)
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where the matrix G is considered as an output matrix for the constrained states.

Also, the states in the closed interval [k, k +N ] can be defined in batch form as

Xk = Fxk + HUk (A.5)

where Xk, F, H, Uk are defined as:

Xk =



xk

xk+1

...

xk+N−1


, Uk =



uk

uk+1

...

uk+N−1


, F =



I

Φ

...

ΦN−1



H =



0

Γ 0

ΦΓ Γ 0

...
...

. . . . . .

ΦN−2Γ ΦN−3Γ . . . Γ 0


And the terminal state is defined as

xk+N = ΦNxk + Γ̄Uk (A.6)

where

Γ̄ ,

[
ΦN−1Γ ΦN−2Γ · · · ΦΓ Γ

]
The constraints given in eq. (A.4) can also be placed in batch form as

ulb

ulb
...

ulb


≤ Uk ≤



uub

uub
...

uub


,



glb

glb
...

glb


≤ ḠN (Fxk + HUk) ≤



gub

gub
...

gub


(A.7)

where ḠN = diag {G, · · · , G} is a block diagonal matrix formed by the output

matrix G.
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A.3.2 Constrained Finite Horizon, Quadratic Cost Regulator with Free Terminal

State

The quadratic cost function for the constrained optimization problem is chosen

as

J(xk,uk) =
1

2

N−1∑
j=0

(xTk+jQxk+j + uTk+jRuk+j) +
1

2
xTk+NQfxk+N (A.8)

with the constraints given in batch form in equation (A.7).

The cost function in equation (A.8) can be separated into two parts as

J(xk,uk) = J1(xk, k) + J2(xk+N , k) (A.9)

where

J1(xk, k) ,
1

2

N−1∑
j=0

(xTk+jQxk+j + uTk+jRuk+j) (A.10)

J2(xk+N , k) ,
1

2
xTk+NQfxk+N (A.11)

The constrained control is obtained by solving the above optimization problem at

time k and repeating it at the next time k + 1.

This problem can be reduced to the following semi-definite programming prob-

lem [29]:

U∗k = min γ1 + γ2 (A.12)

where J1(xk, k) ≤ γ1 and J2(xk+N , k) ≤ γ2, and is subject to γ1 − 2xTkFT Q̄NHUk − xTkFT Q̄NFxk UT
k

Uk (HT Q̄NH + R̄N)−1

 ≥ 0 (A.13)

 γ2 [ΦNxk + Γ̄Uk]
T

ΦNxk + Γ̄Uk Q−1
f

 ≥ 0 (A.14)

where Q̄N = diag {Q, · · · , Q} and R̄N = diag {R, · · · , R} are block diagonal

matrices consisting of the state and input weighting matrices respectively. The op-
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timal control U∗k can be obtained by solving eq. (A.12) subject to the linear matrix

inequalities in eqs. (A.13) and (A.14).

A.3.3 Linear Matrix Inequalities

The guidance input synthesis involved in this research makes use of linear matrix

inequalities to show stability and feasibility. A matrix F(x) is considered a linear

matrix inequality (LMI) if it has the following form

F(x) = F0 +
m∑
i=1

xiFi > 0 (A.15)

where the variable vector x = [x1, · · · , xm]T ∈ <m and the symmetric matrices Fi ∈

<n×n, for i = 0, · · · ,m are given.

A LMI of the form in Eq. (A.15) is considered convex on x, in other words,

the set defined by {x|F(x) > 0} is convex. The LMI form can be used to represent

nonlinear matrix inequalities such as quadratic inequalities.

In fact, nonlinear matrix inequalities can be represented as LMI’s using the

Schur complement. For example, consider the LMI given by Q(x) S(x)

S(x)T R(x)

 > 0 (A.16)

where Q(x), R(x) are symmetric and Q(x), R(x), and S(x) each depend affinely on

x. Then, the LMI is equivalent to the following matrix inequalities using the Shur

compliment of R(x) and Q(x) respectively

R(x) > 0, Q(x)− S(x)R(x)−1S(x)T > 0. (A.17)

and

Q(x) > 0, R(x)− S(x)TQ(x)−1S(x) > 0. (A.18)
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A.3.4 Semidefinite Programming

A short introduction to semidefinite programming (SDP) is given here since it

is used to obtain results in this dissertation, shown in chapter 5. The SDP discussion

here is based on information available in reference [29].

SDP is an optimization routine used to minimize a linear function of a variable

x ∈ <m subject to a matrix inequality. Consider the following optimization problem:

minimize cTx

subject to: F(x) > 0

where c ∈ <m and F(x) is a LMI.

The SDP problem can also be used to represent other important optimization

problems, such as a quadratic programming (QP) problem, which will be used in this

proposal. Consider a QP problem given by

minimize
1

2
xTPx + qTx + r (A.19)

subject to: Gx < h

where G ∈ <m×m, P ∈ <m×m, P > 0, q ∈ <m, x ∈ <m, and r ∈ <. The QP problem

in eq. (A.19) can be equivalently represented in SDP form as

minimize t (A.20)

subject to:

 t− r − qTx xT

x 2P−1

 > 0

Gx < h

where t ∈ <. This problem involves the QP subject to linear constraints. However,

in order to solve the kinds of optimization problems required, the QP problem needs
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to be subject to a quadratic constraint. For example, consider the following convex

quadratic constraint

(Ax + b)T (Ax + b)− cTx− d < 0

which can be rewritten in the following form I Ax + b

(Ax + b)T cTx + d

 < 0 (A.21)

Note that the left hand side in eq. (A.21) depends afinely on x. Furthermore, the

inequality in eq. (A.21) can be placed in the LMI form of eq. (A.15), where values for

F0 and Fi can be defined as

F0 =

 I b

bT d

 , Fi =

 0 ai

aTi ci

 , i = 1, . . . ,m (A.22)

where A = [a1 . . . am] [29].

A.4 Numerical Navigation Functions

The numerical navigation functions which influence this research are described

fully in references [12,13]. The two main numerical navigation functions are the simple

wavefront expansion algorithm and the improved wavefront expansion algorithm [12,

13]. Both methods utilize counting and logic to construct the navigation function’s

potential contours. The simple wavefront expansion algorithm is the main influence

of the work presented in this dissertation and is briefly described in this appendix.

The first step for the wavefront expansion algorithm is to discretize the workspace

into an evenly spaced grid. After the grid representation of the workspace is formed,

there are three main steps to be performed. The steps for the wavefront expansion

algorithm are:
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1. Identify the free configurations.

2. Set the potential at the goal to zero.

3. Expand the potential within the free space.

The free space is identified by forming a bitmap over the grid where the free config-

urations are represented by 0 and the restricted configurations are represented by 1.

Then, the potential at the goal configuration, denoted as qgoal is set to 0. This is

done to ensure that it will be the global minimum in the potential field.

After the potential at the goal is set, the potential for all the 1-neighbors are set

to 1; and to 2 at every 1-neighbor of these configurations; etc. This process is repeated

until it has visited every free configuration reacheable from qgoal. An example result

of the wavefront expansion algorithm is illustrated in figure A.1 and the full algorithm

is shown in the flowchart in figure A.2.

Ob Ob 5 4 3 2 3 4

Ob Ob 4 3 2 1 2 3

Ob Ob 3 2 1 0 1 2

6 5 4 3 2 1 2 3

7 6 5 4 3 2 3 4

8 7 6 5 4 3 Ob Ob

9 8 7 6 5 4 Ob Ob

10 9 8 7 6 5 Ob Ob

Figure A.1: Example result using the traditional wavefront expansion algorithm.

The result in figure A.1 shows that the potential contour levels are formed by

a metric defined by the distance from the goal. Also, the algorithm shown in figure
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A.2 shows that after the navigation function’s potential field is formed, it is sent to a

best-first search algorithm to find the reference path from a given initial position.

Figure A.2: Traditional wavefront expansion algorithm.

The reference path, xr, is obtained by following the negative gradient of the re-

sulting potential field from a given initial location to the objective location. Through

the best-first search method, the paths are attained by observing the potential values

of the neighboring points and then choosing the neighbor with the lowest value. This

is done in an iterative manner until the objective is found. Hence, the path is found

by starting at some initial location in the environment and continuing along a path

of minimal potential until it reaches the goal. The best-first graph search algorithm

is fully described in reference [12]. In short, the search algorithm creates a tree of

nodes from the grid that when followed leads to the objective position.
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A.5 Trajectory Generation

This section describes two different approaches for designing a trajectory for

a mobile robot to track. The first approach is to design a trajectory that is fitted

along a reference path, or set of x and y coordinates, leading to a goal. The second

approach is to define a trajectory between two waypoints.

A.5.1 Trajectory Design Along a Path Plan

For the guidance designs introduced, there needs to be a two dimensional, C2,

trajectory to track. The reference signals needed for the trajectory tracking controller

are [xr, yr, ẋr, ẏr, ẍr, ÿr], which represent the desired position, velocity and acceler-

ation in the x and y directions. The trajectory is designed to fit over the reference

path, xr, that is generated through the navigation function algorithm described in

chapter 3.

In order to generate the trajectory, a desired time to reach the goal needs to

be set. With the goal time set, a time stamp to reach each point can be assigned by

creating a time vector that can be evenly spaced across all the points in the reference

path. In other words the time step, δt, it takes to go from one point to the next along

the path is held constant.

Then, the reference velocities along the path can be computed by

ẋr(i+ 1) =
xr(i+ 1)− xr(i)

δt
,

ẏr(i+ 1) =
yr(i+ 1)− yr(i)

δt
,
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where i is the index number of the point in the path. And it is assumed that the

initial velocity is zero, i.e. ẋr(0) = 0 and ẏr(0) = 0. The reference acceleration signals

are computed by

ẍr(i+ 1) =
ẋr(i+ 1)− ẋr(i)

δt
,

ÿr(i+ 1) =
ẏr(i+ 1)− ẏr(i)

δt
,

where i is the index number and it is assumed that the initial acceleration is zero, i.e.

ẍr(0) = 0 and ÿr(0) = 0. Finally, when the vehicle is traveling between points in xr,

the references are found by linear interpolation.

For the NMPC design, the reference heading angle and velocity can be found

by

ψr(i+ 1) = arctan

(
ẏr(i+ 1)

ẋr(i+ 1)

)
vr(i+ 1) =

√
ẋ2
r(i+ 1) + ẏ2

r(i+ 1)

A.5.2 Trajectory Design Between Two Waypoints

For the results in this dissertation, a constrained acceleration design is used

to define the trajectory between two waypoints. Hence, a 5th order polynomial is

considered, which will provide sufficient boundary conditions to solve for reference

position, velocity and acceleration profiles in the x and y directions.

The boundary conditions on the position, velocity and acceleration of the robot

can be used to define the coefficients of the polynomial in terms of the final time,

tf . Also, a constraint on the maximum magnitude of the acceleration is used to find

the final time to reach the next waypoint as well as the coefficients of the trajectory

polynomial.
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The cost function associated with the minimum jerk trajectory problem is given

by

J
(
X(t)

)
=

1

2

∫ tf

t0

[(
d3x(t)

dt3

)2

+

(
d3y(t)

dt3

)2
]
dt, (A.23)

where X(t) = [x(t) y(t)]T is a two dimensional position vector. Through minimizing

the above cost function, the trajectory profiles for the position, velocity and accelera-

tion can be obtained. Furthermore, the coefficients of the polynomials generated can

be found by considering the constraints on the magnitude of the maximum accelera-

tions of the system, i.e. |ẍ(t)| ≤ |ẍmax| and |ÿ(t)| ≤ |ÿmax|.

To define the resulting trajectory, the position, velocity and acceleration profiles

are given in terms of a generalized coordinate q(t) as

q(t) = a0 + a1t+ a2t
2 + a3t

3 + a4t
4 + a5t

5, (A.24)

q̇(t) = a1 + 2a2t+ 3a3t
2 + 4a4t

3 + 5a5t
4, (A.25)

q̈(t) = 2a2 + 6a3t+ 12a4t
2 + 20a5t

3, (A.26)

where q(t), in general, can represent x(t) or y(t). Then, the boundary conditions on

the position, velocity and acceleration of the robot are given by

q(0) = qi, (A.27)

q(tf ) = qf , (A.28)

q̇(0) = q̇(tf ) = 0, (A.29)

q̈(0) = q̈(tf ) = 0, (A.30)
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where tf denotes the final time. Substituting the boundary conditions into equa-

tions A.24, A.25 and A.26, the following relations for the polynomial coefficients are

obtained

a0 = q(0), (A.31)

a1 = 0, (A.32)

a2 = 0, (A.33)

qf − qi = a3t
3
f + a4t

4
f + a5t

5
f , (A.34)

0 = 3a3t
2
f + 4a4t

3
f + 5a5t

4
f , (A.35)

0 = 6a3tf + 12a4t
2
f + 20a5t

3
f . (A.36)

And through solving equations A.34, A.35 and A.36 simultaneously, the coeffi-

cients, a3, a4, a5, are obtained in terms of the boundary conditions and the final time,

tf , as

a3 = 10

(
∆q

t3f

)
, (A.37)

a4 = −15

(
∆q

t4f

)
, (A.38)

a5 = 6

(
∆q

t5f

)
, (A.39)

where ∆q = qf − qi. Then, the final time for the maneuver can be determined by

considering the following inequality with the maximum acceleration constraint

|q̈(t)| ≤ |amax| , (A.40)

This leads to the following necessary condition on the jerk of the system,

d(q̈(t))

d(t)

∣∣∣∣
q̈(t)=amax

= 0. (A.41)
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By defining τ = t
tf

and using equations A.26, and A.37-A.40, the following inequality

in terms of the boundary conditions, current time, final time and maximum acceler-

ation is obtained ∣∣∣∣∣60

(
∆q

t2f

)[
τ(1− 3τ + 2τ 2)

]∣∣∣∣∣ ≤ |amax| . (A.42)

The inequality in equation A.42 is then solved using the necessary condition to find

the value for τ as,

τ =
1

2
± 1√

12
. (A.43)

By using this result for τ along with the inequality in equation A.42, the final time

tf is obtained in terms of the maximum acceleration of the robot and the boundary

conditions as

tf ≥

√
10√

3

∆q

amax
. (A.44)

Using the result for tf in equation A.44, the values for a3, a4 and a5 can be obtained.

Overall, the minimum jerk trajectory design will provide not just reference profiles

for the position, velocity and acceleration, but also a solution for the expected time

it would take for a vehicle to reach a point based on its maximum acceleration.
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