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“We didn’t reinvent the circus. We repackaged it in a much more modern way.”
LArIAT is a liquid argon time projection chamber (LArTPC) that aims to measure an interaction process known as multiple coulomb scattering, which describes the millions of scatters a particle experiences as it passes through a material due to its interactions with the nuclei of the material. This work presents a characterization of charged particle multiple coulomb scattering as a function of incoming momentum and particle type. Employing data collected by the LArIAT experiment and single particle Monte Carlo reconstruction, we measure the scattering angles of single particle tracks at specified momentum ranges. The scattering angles are modeled as an exponential distribution with a slope parameter that is used to calculate $\sigma^{HL}$, a value that is related to the particle’s momentum via the Highland Formula. The results of the data and simulation measurement are compared against the Highland Formula and fit to a tuned variation of the Highland formula to extract a new particle-dependent, data-driven parameter for various particles in liquid argon. This method and its results are compared to the standard Highland formula and previous measurements in argon performed by the MicroBooNE experiment. This cross-check provides a more accurate understanding of $K^+$, $\pi^+$, $\mu^+$, and $p$ scattering behavior in LArTPC detectors and highlights a discrepancy between Monte Carlo reconstruction and data.
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Chapter 1

Introduction

1.1 Neutrino Physics

Neutrinos were first proposed in a letter dating back to 1930 in which W. Pauli outlined what he described to be a "desperate remedy" to the apparent nonconservation of energy in radioactive $\beta$-decays and the contradictory spin statistics of N$^{14}$ and Li$^6$ nuclei\cite{1}. The Proton-Electron model predicts that the $\beta$-decay of a nucleus $(A, Z)$ emits an electron in the nuclear transition $(A, Z) \rightarrow (A, Z + 1) + e^-$. Conservation of energy and momentum within this model show that an ejected electron would have a fixed kinetic energy $Q = (m_{A,Z} - m_{A,Z+1}) - m_e$. However, experiments showed that the kinetic energy occurred in a continuous spectrum with Q as an end-point. The 1927 Ellis and Wooster calorimetric $\beta$-decay experiment\cite{2} then showed that the predicted energy released by Radium E (also known as bismuth-210) decaying into Polonium was four times larger than the detected energy, motivating Pauli’s proposal for a new, electrically neutral particle which is emitted in the $\beta$-decay together with the electron and was not detected in experiments.

Originally dubbed the "neutron", this particle changed the $\beta$-decay to a three-body process such that $(A, Z) \rightarrow (A, Z + 1) + e^- + "n"$. In this process, the released energy is distributed between the electron and the "neutron", giving rise to a continuous electron energy spectrum. Pauli postulated that the "neutrons" had spin $1/2$ and mass on the same order of magnitude as the
electron mass. The theory of nucleic β-decay was more fully developed by E. Fermi in 1934, who then renamed Pauli’s "neutron" the neutrino[3].

Being a chargeless and nearly massless particle, neutrinos are incredibly difficult to detect. In 1950, F. Reines and C. Cowan designed an experiment to verify the particle’s existence using a detector in close proximity to a nuclear reactor. The machine expected to produce neutrino fluxes on the order of \(10^{12}-10^{13}\) neutrinos per second per cm\(^2\), nearly seven orders of magnitude higher than common radioactive sources. These neutrinos would be incident on Reines and Cowan’s experiment causing inverse β-decay events which produce neutrons and positrons in the reaction \(\bar{\nu}_e + p \rightarrow n + e^+\). The positrons produced by this reaction quickly pair-annihilate with nearby electrons, giving off two 0.5 MeV gamma rays in opposite directions that are easily detectable. To confirm the reaction was in fact neutrino-induced, Reines and Cowan employed liquid scintillator saturated with dissolved cadmium chloride that produced one pulse in response to the annihilation product gamma photons and a second pulse upon capture of the moderated neutron on the cadmium atom and emission of a third gamma ray in the reaction.
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\( n + ^{108} \text{Cd} \rightarrow ^{109} \text{Cd}^* \rightarrow ^{109} \text{Cd} + \gamma \). Their setup prescribed a distinctive signature for the neutrino reaction: a pair of simultaneous gamma rays followed by another gamma ray after a 5 \( \mu \)s delay. In 1956, Reines and Cowan achieved an experimental cross-section measurement of \( 6.3 \times 10^{-44} \pm 0.315 \times 10^{-44} \text{ cm}^2 \), which when compared to their predicted \( 6 \times 10^{-44} \text{ cm}^2 \), was enough to confirm the existence of the neutrino[4][5].

The next significant problem in neutrino physics began in 1965 with R. Davis and J. Bahcall’s Homestake Experiment[6]. This experiment was designed to measure the flux of solar neutrinos and prove that the sun runs on thermonuclear power. Based on the inverse \( \beta \)-decay reaction \( \nu_e + ^{37} \text{Cl} \rightarrow ^{37} \text{Ar} + e^- \), Davis used two 500 gallon tanks of perchlorethylene, \( \text{C}_2\text{Cl}_4 \), 2300 feet deep inside a limestone mine equipped with agitators and an auxiliary system to measure the extracted \( ^{37} \text{Ar} \) content. The number of \( ^{37} \text{Ar} \) atoms extracted from the detector was determined by observing their decay in a miniature gas-filled proportional counter. This type of counter produced a pulse proportional to the 2.8 keV charge liberated by an electron passing through the counter and thus to the energy lost in the counter gas by the electron. Davis found that the combined result of 108 extractions was a solar neutrino-induced \( ^{37} \text{Ar} \) production rate of \( 2.56 \pm 0.16 \) (statistical) \( \pm 0.16 \) (systematic) SNU (1 SNU \( \approx 10^{-36} \) capture per second per target atom). This count was less than 1/3 of the 9.3 \pm 1.3 SNU production rate theorized by Bahcall, and hence gave birth to the solar neutrino problem[7][8].

The solar neutrino problem was repeatedly verified by multiple experiments [9][10][11], each observing between 1/3 and 1/2 of the predicted solar neutrino flux. Members of the scientific community put forth several possible solutions:

- All the previous experiments were wrong;
- The predicted solar neutrino fluxes of the Standard Solar Model were wrong;
Solar neutrinos change flavor from $\nu_e$ to $\nu_\mu$ and/or $\nu_\tau$;

Something else happens to the solar neutrinos (e.g. $\nu_e$ mix with another flavor of neutrinos that is yet to be detected).

The most intriguing of these solutions was the possibility that neutrinos might change flavor as they travel to Earth. If this were true, it would also imply the significant requirement that solar neutrinos have non-zero rest mass. In 1998, the Super-Kamiokande experiment provided strong evidence for muon neutrinos changing into tau neutrinos. They found that the through-going upward muon flux and the ratio of stopping to through-going fluxes as a function of zenith angle both deviated significantly from expectation based on the absence of neutrino oscillations, but they agreed with expectation assuming two-flavor $\nu_\mu \rightarrow \nu_\tau$ oscillations. The Super-Kamiokande experiment also provided a solar neutrino cross section by counting neutrino scatters in water, which offered sensitivity to electron neutrinos as well as a slight sensitivity to other flavors[12]. In 2001, the SNO collaboration published their findings for a neutrino cross section that was made by counting neutrino scatters in heavy water, which has no sensitivity to neutrino flavors other than electron neutrinos. The discrepancy between the SNO solar neutrino count and the Super-Kamiokande neutrino count lent further evidence to the theory of neutrino oscillations. One year later, SNO published data from an experiment based on neutral-current reactions that allowed electron, muon, and tau neutrinos to scatter on an equal footing. The data showed that the sum total of solar electron, muon, and tau neutrinos equaled the predicted count to within 5.3 standard deviations, thus verifying the theory of neutrino oscillations and putting the solar neutrino problem to rest[13].

Since the early days of neutrino physics, we have significantly focused our knowledge into a few key characteristics. Neutrinos are leptons with no electrical charge that interact only via the weak subatomic force and gravity. Weak interactions create neutrinos in one of three known flavors: electron
neutrinos, muon neutrinos, or tau neutrinos determined by the corresponding lepton involved in the interaction. A neutrino created with a specific flavor is in an associated specific quantum superposition of all three mass states. As a result, neutrinos oscillate between different flavors in flight. The masses of each of the three flavors are believed to be less than one millionth of the mass of an electron, although we only have some neutrino mass-squared differences[14][15]. There is intense research activity involving neutrinos, with goals that include the ordering of the three neutrino mass values, the measurement of the degree of charge-parity violation in the leptonic sector (leading to leptogenesis), and searches for evidence of physics beyond the Standard Model—our classification model for the known fundamental forces and elementary particles—such as neutrinoless double $\beta$-decay, which would be evidence for violation of lepton number conservation.

In order to answer these questions in neutrino physics, high accuracy and high resolution data is needed to continue pushing the development of ever more precise neutrino detectors. In the next section, I will describe some different types of neutrino detectors used in modern neutrino experiments.

### 1.2 Neutrino Detectors

In modern neutrino physics, there are 4 major types of neutrino detectors commonly used. These include magnetized iron/steel calorimeters, Cherenkov detectors, liquid scintillators, and most pertinent to this paper, time projection chambers. Each type has 3 major components in common: a particle beam, an interaction medium, and an electronic readout system.

An example of a modern iron calorimeter is the proposed iron calorimeter (ICAL) experiment at the India-based Neutrino Observatory (INO). The goal of the first phase of this experiment is to measure atmospheric neutrinos and antineutrinos produced by interactions of cosmic rays in the Earth’s
The present generation water Cherenkov detector is Super-Kamiokande atmosphere. INO will use an iron calorimeter (ICAL) constructed in horizontal layers sandwiched with the detector material that will trigger whenever a charged particle passes through it. The direction and the energy of the original incoming neutrino that caused the interaction can then be determined. By winding coils solenoidally around the iron plates and passing current through them, a uniform magnetic field can be created inside the detector. The charged particles bend in the magnetic field with oppositely charged particles bending in opposite directions. This will not only allow a charge identification of the emitted particle, but it also will provide a good measurement of its momentum. The site for the INO has been identified, and the construction is expected to start soon. Meanwhile, the design for the ICAL detector, including the design of its modules, magnet coils, active detector elements, and associated electronics, has been underway over the past decade[16].
(SuperK), whose results dominate our understanding of atmospheric neutrinos [17]. Cherenkov detectors function by holding a large volume of liquid that acts as a dielectric medium. As particles reach speeds faster than the phase velocity of light in that medium, they release a “sonic boom” of electromagnetic radiation known as Cherenkov radiation. Arrays of photomultiplier tubes around the dielectric medium then collect the electromagnetic signals for processing[18]. SuperK began taking data in 1996 and has a total mass of 50 kilotons. SuperK uses 11,146 photomultiplier tubes, each with a 20 inch diameter. An outer detector surrounds the inner detector with 2 meter thickness of water, equipped with 1885 photomultiplier tubes, each with an 8 inch diameter and wavelength-shifting plates. The fiducial volume for neutrino vertices is 2 meters from the plane of photomultiplier tubes, resulting in a 22.5 kiloton mass. The large mass and photocathode coverage allow for high statistics and detailed studies of atmospheric neutrinos[19][20]. Previous significant results of the Super-Kamiokande experiment include the first unambiguous evidence of neutrino oscillation in atmospheric neutrinos.

Figure 1.3: Diagram of the Super-Kamiokande detector. The detector is mainly comprised of two segments, the inner and outer detectors. The boundary between the two segments is defined by a cylindrical scaffold used to mount photomultiplier tubes and optically separate the segments.
[21], confirmation of the solar neutrino flux deficit and proof that solar neutrinos truly come from the sun using real-time observations[22], the first measurement of the solar neutrino energy spectrum above 5 MeV[23], and the world’s highest lower limits on partial lifetimes for nucleon decay modes such as $p \rightarrow e^+\pi^0$ and $p \rightarrow \nu K^+$[24][25].

**Figure 1.4:** Leftmost portion shows a 3D view of the NOνA detector. Middle portion shows a neutrino interaction in both views of the detector. Rightmost portion shows a PVC plastic cell containing liquid scintillator and wavelength-shifting fiber to collect scintillating light and routes the light to an avalanche photodiode.

The NOνA experiment uses two variations of liquid scintillator detectors: a 300 metric-ton near detector at Fermilab and a much larger 14 metric-kiloton far detector in Minnesota just south of the U.S.-Canada border. The detectors are made up of 344,000 cells of extruded, highly reflective plastic PVC filled with liquid scintillator. Each cell in the far detector measures 3.9 cm wide, 6.0 cm deep and 15.5 meters long. Neutrinos that strike an atom in the liquid scintillator release a burst of charged particles. As these particles come to rest in the detector, they are collected using wavelength-shifting fibers connected to photo-detectors. Scientists can determine what kind of neutrino caused the interaction and what its energy was via its unique track shape and energy deposition[26]. The goals of the NOνA experiment include isolating the oscillation of muon neutrinos to electron neutrinos, finding the
ordering of the neutrino masses, and characterizing the asymmetry between matter and antimatter by observing charge-parity violation in action.

![Schematic of the gas TPC used in the PEP-4 experiment.](image)

**Figure 1.5:** Schematic of the gas TPC used in the Positron Electron Project IV (PEP-4) experiment at the Stanford Linear Accelerator Center (SLAC).

Time-projection chambers (TPCs) come in two major variations: gas and liquid. Gas TPCs typically employ a chamber filled with an active gas medium inside a generated electric field with a position-sensitive electron collection system. The chamber is divided in half lengthwise via a central high-voltage electrode disc, and the disc establishes an electric field directed outward towards either end plate that is sometimes joined by a parallel magnetic field to minimize the outward diffusion of ionization electrons. As a particle propagates through the chamber, it ionizes the gas along its track, and the ionized electrons are drifted via electric field to a wire grid that provides positional information on their trajectory. The particle’s Z-axis position is calculated using the electron’s known drift time from the ionization event to the wire grid at the end, and a 3D representation of the particle track can then be reconstructed. The first example of a Gas TPC was the PEP-4 experiment at SLAC-PEP, which initially studied electron-positron collisions and particle identification by measuring the ionization losses in the relativistic rise...
region\textsuperscript{27}. Liquid TPCs generally function using the same principles as gas TPCs except with a liquid as the active medium. The most prominent form of liquid TPC used in modern neutrino experiments is the liquid argon TPC (LArTPC), which I discuss in depth in the next section.

### 1.3 Liquid Argon TPC

LArTPCs are designed to characterize long and short-distance neutrino oscillations by studying neutrino-nucleus interactions via fine-grained tracking, precise calorimetry, and particle identification capabilities. Charged particles ionize the liquid argon as they pass through the detector leaving a trail of ionized electrons in their wake. These ionization electrons are subject to an electric field that drifts them to sensing wires arranged in parallel planes along one side of the active volume. The wires within each plane are parallel to their neighbors and oriented at an angle to those in the adjacent planes as indicated in Figure 1.6\textsuperscript{28}. The ionization charge is collected on the sensing wires, which are read out by the detector electronics. A three dimensional image of the readout can be reconstructed using the drift speed resulting from the electric field strength, the temporal data of the particle interactions, and the magnitude and duration of the charge signal. Both deposited charge and topology of the ionization are used for particle identification and calorimetry. In addition to the ionization that is created when charged particles travel through the argon, scintillation light is also produced, with a narrow spectrum peaked at 128 nm. The timing profile of this light has components which are understood via the decay of excimer states created during the interaction. The nature of these timing profiles depends on the presence of an electric field and on the level of impurities in the argon. Given the vacuum
Figure 1.6: Schematic of the readout of a LArTPC caused by a charged particle traversing the medium creating ionization charge which is detected by sensitive wire planes containing parallel wires typically spaced a few millimeters apart. Each wire plane has its parallel wires oriented at a different angle relative to the adjacent plane, providing multiple 2D stereo-views of the path of the ionization charge and the magnitude of the deposited charge at each wire.

The ultraviolet (VUV) nature of the scintillation light, traditionally a wavelength-shifting material is used to enable detection by traditional light detection devices (e.g., photomultiplier tubes or silicon photomultipliers) to detect them. The prompt scintillation light signal (relative to the slow drifting ionization signal) can be used as a trigger, indicating activity inside the LArTPC. This light can also, as explored by the LArIAT collaboration, allow for an enhancement in the calorimetric information provided by these detectors.

The LArTPC detector technology was pioneered by the ICARUS[29] collaboration, which also demonstrated the feasibility of using LArTPCs in long baseline underground neutrino experiments through its run at the INFN
Gran Sasso Laboratory[30]. Following this effort, the Argon Neutrino Test-
stand (ArgoNeuT) experiment[31] was deployed in the Neutrinos from the
Main Injector (NuMI) beamline at the Fermi National Accelerator Laboratory
(FNAL)[32]. The ArgoNeuT collaboration has published some of the first
neutrino-argon cross section measurements[33–38], along with a number of
calibration and detector studies[39, 40], serving as the start of the US-LArTPC
program.

In 2012, LArTPC technology was chosen to follow up on the LSND/Mini-
BooNE electron neutrino (\(\nu_e\)) appearance anomaly[41, 42], since LArTPCs,
unlike Cherenkov detectors, have the ability to distinguish between electron-
and photon-initiated showers. The first phase of this follow-on experiment
was the deployment of the Micro-Booster Neutrino Experiment (MicroBooNE)
whose aim is to determine the true nature of the electron-like excess seen at
low energies in MiniBooNE. The MicroBooNE detector[43] is an 89-ton ac-
tive mass LArTPC located 470 m downstream of the Booster Neutrino Beam
(BNB) target, just upstream of the MiniBooNE experiment. MicroBooNE
serves as the pioneer LArTPC experiment on the BNB; the \(e/\gamma\) discrimi-
nation capabilities that are inherent to LArTPCs will allow MicroBooNE to
determine the nature of the LSND/MiniBooNE anomaly. The second phase
of this program, known as the Short-Baseline Neutrino (SBN) Program, will
see the addition of two more functionally identical LArTPCs located on-axis
in the BNB. The Short-Baseline Near Detector (SBND) will be a new 112-
ton LArTPC serving as the near detector to the SBN program, located 110 m
downstream of the BNB target. SBND will measure the unoscillated neutrino
flux in the BNB, enabling searches in both the neutrino appearance and dis-
appearance channels. The ICARUS-T600 detector, previously installed and
operated at the Gran Sasso National Laboratory, now upgraded and shipped
to FNAL, will serve as the far detector, located in a new building 600 me-
ters from the BNB target. The large detector mass of ICARUS provides the
SBN program with the experimental sensitivity to definitively determine the nature of the $\nu_e$ appearance anomaly.

Further down the road, the Deep Underground Neutrino Experiment (DUNE)\cite{44–47} aims to measure the CP phase in the neutrino sector and to determine the neutrino mass hierarchy using four massive LArTPCs totaling 40 kilotons fiducial mass. DUNE is positioned to be the world’s flagship neutrino experiment for the next twenty years; it will use a high-power wide-band beam capable of producing neutrinos and anti-neutrinos directed from FNAL toward its underground LArTPCs located in the Sanford Underground Research Facility (SURF) 1300 km away in Lead, South Dakota. By measuring the asymmetry between appearance of electron neutrinos from a beam of muon neutrinos ($P(\nu_\mu \rightarrow \nu_e)$) compared to the appearance of electron antineutrinos from a beam of muon antineutrinos ($P(\bar{\nu}_\mu \rightarrow \bar{\nu}_e)$) as well as the precise measurement of the $\nu_e$ energy spectrum measured at the far detector, a measurement of both the CP violating phase and the ordering of the neutrino mass states, known as the mass hierarchy, can be done in the same experiment.

In this experimental landscape, the calibration and characterization of LArTPC response serves as a critical step in understanding the output of these detectors. This is where the Liquid Argon in a Testbeam (LArIAT) experiment enters\cite{28}.

In the subsequent chapters, the scientific goals of the LArIAT experiment will be outlined as well as the details of the experimental programs that were executed by the LArIAT collaboration between 2014 and 2017. Following this, the details of the experimental setup will be presented, including the LArIAT beamline instrumentation, the LArTPC, and its cold electronics and light detection devices, and then the details of the LArIAT software and data will be explained. Next, we will discuss Multiple Coulomb scattering and
how it applies to the LArIAT experiment, our techniques and scattering measurements, and how our results compare to previous results and scientific standards. We will finish with possible conclusions to be drawn from the experimental results and possibilities for future experiments.
Chapter 2

Liquid Argon In A Testbeam

The Liquid Argon In A Testbeam (LArIAT) experiment[28] is a type of liquid argon time projection chamber (LArTPC) designed to optimize calibration of LArTPC detector response for future and ongoing neutrino experiments. In Section 2.1, the purposes of the LArIAT experiment are described. In Section 2.2, the experimental setup is detailed including specifics about the charged particle beamline, time projection chamber (TPC), and the hardware work I did to support the experiment. Lastly, in Section 2.3, the software and data used in conjunction with LArIAT will be explained.

2.1 Purpose of LArIAT

A major contribution to systematic uncertainties in neutrino oscillation measurements comes from hadron-nucleon interaction cross sections and from the impacts of final state interaction (FSI) modeling[48]. This uncertainty enters both within the target nucleus and in how the hadrons emerge from the neutrino interaction and their ability to be detected.

Calibration of the LArTPC detector response for particles found emerging from neutrino interactions in the energy range relevant for the short-baseline and long-baseline neutrino experiments is one of the primary science goals of the LArIAT experiment. The design of the LArIAT LArTPC detector was
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primarily driven to reproduce as closely as possible the technical features of larger future neutrino detectors based on this technology.

The LArIAT experiment, as described further in Section 2.2.2, has collected data with three different sets of wire planes with 3 mm, 4 mm, and 5 mm wire-to-wire spacing to allow for characterization of the $e/\gamma$ separation power for multiple experimental setups.

The LArIAT experimental setup was designed to enable full exploration of the particle identification capabilities of the LArTPC technology. Auxiliary detectors in the charged particle beam tag particle species and incident momenta (or kinetic energy), providing the information that is necessary to check the performance of existing particle identification (PID) algorithms and further the development of such techniques.

Because current LArIAT PID algorithms significantly depend upon the tracking capabilities of the LArTPC, it is important to understand precisely how particles behave as they interact in the detector medium. The LArIAT LArTPC is in a unique position to study interactions of $\kappa$, $\pi$, $\mu$, and $p$ particles among others in a momentum range from 0.2-1.4 GeV/c. The magnet controlling the beam polarity is also configurable, thus providing the ability to select for positive or negative particles.

2.2 Experimental Setup

In this section a description of the charged particle beamline and associated non-LArTPC detectors is given. These detectors allow for the identification of the particle type entering the LArTPC at the heart of the LArIAT experiment. Moreover, the beamline detectors allow for precise incoming momentum to be measured, allowing for identification and characterization as a function of incident momentum.
2.2.1 Beamline

The Fermilab Test Beam Facility (FTBF) receives a 120 GeV/c primary proton beam with variable intensity, split by electrostatic septa from beam circulating in the Main Injector. Each supercycle of the Fermilab accelerator complex, roughly 60 seconds in duration, includes a four-second "spill" of primary beam to FTBF. Primary beam is sent to either or both of two experimental halls, named Meson Test and Meson Center.

The LArIAT experiment utilized the Meson Center beam line and had this primary beam focused onto a tungsten target. The resulting secondary charged particle beam is selected to have peak momentum between 8-80 GeV/c and is transported to the LArIAT experimental hall, designated MC7, where it is focused onto a copper target. This target, and the steel collimator hosting it, form the beginning of the tertiary particle beam and the LArIAT apparatus shown in Figure 2.1[28]. For most of the LArIAT data taking this secondary beam peak momentum was fixed at 64 GeV/c, although some lower secondary beam momentum settings were explored. The copper target produces a tertiary beam as a result of the energy of the secondary beam, which is comprised of mostly pions and protons, with a small fraction of electrons, muons, and kaons present as well.

The tertiary beam consists of a target and collimator system and two bending magnets. A set of four wire chambers and two time-of-flight scintillating paddles shown in Figure 2.1[28] provide tracking, momentum determination, and particle identification (PID).

The geometry of the tertiary beam line in MC7 has been optimized for LArIAT. A 13° production angle at the target, the target’s enclosing collimator, and a 10° bend through a pair of dipole magnets provide particle momenta spectra tunable in the range from 0.2 to 2.0 GeV/c as a function of the field intensity in the magnets.
In the subsequent paragraphs, we will detail the various subsystems installed along the beamline.

The LArIAT time-of-flight (TOF) detector system consists of two scintillator paddles, which bracket the beamline and are shown in blue in Figure 2.1[28]. The upstream paddle has a small active area (10 cm x 6 cm) and was chosen to be a thin piece of scintillator to minimize any impact on the momentum of the particles coming from the target. Light guides were mounted on all four edges which lead to two PMTs mounted on the beam left side. The downstream paddle was chosen to have a slightly larger area (14 cm x 14 cm) and had two PMTs which were read out on opposite ends of the paddle. To improve performance and timing resolution in Run-III, the large area scintillator paddle was replaced with a smaller paddle similar to the upstream, and was read out with four new PMTs inherited from the muon g-2 experiment (E821 at BNL[49]) located on the diagonals of the counter.

The pair of spectrometer magnets in the LArIAT tertiary beam provide the necessary bend in the particle trajectory to allow for a momentum measurement. The aperture presented by the magnets is larger than that of the wire chambers; thus, only the central part of the magnet is utilized where
there is negligible variation of the field. The field intensity in one of the pair of magnets was measured using two Hall probes, both calibrated with NMR, to obtain the excitation curve shown in Figure 2.2[28]. The second magnet, having been made to the same standard and having the same history, is assumed to have a very similar response.

![Excitation Curve for NDB1](image)

**Figure 2.2**: Excitation Curve, B/I vs. I, for one NDB magnet, using two Hall probes (blue and green). Parameters from a cubic fit (black curve) to average of measurements (red) given in legend.

The wire chambers are based on the Fenker Chambers[50] long in use at Fermilab. The chambers have been upgraded by adding additional grounding to improve the signal to noise in the electronic readout. The chambers, shown in Figure 2.3[28], have an effective aperture of 128 mm in both horizontal and vertical distances. The wires are spaced at 1 mm, with 128 wires in each view. The gas used is 85% Argon + 15% isobutane. The wire chambers typically operate between 2400 and 2500 volts. In a test beam, the chambers have typical efficiencies of 98% to 99% for protons at 120 GeV.

The aerogel threshold Cherenkov detector in the LArIAT beam line functions to separate muons and pions in the momentum range where muons emit Cherenkov radiation while pions do not. Aerogel is a material in which
99.8% of the liquid component of the gel has been replaced with a gas. The result is a solid with extremely low density, low thermal conductivity, and low index of refraction. This technique was demonstrated by the MICE and Belle II experiments[51, 52]. LArIAT uses two aerogel threshold Cherenkov detectors with indices of refraction of 1.057 and 1.103. Having different indices of aerogel allows LArIAT to do separation in two different momentum ranges of interest. The Aerogel Threshold Cherenkov Detector with the refractive index of 1.103 is placed just behind the second collimator on the tertiary beam line, between the two downstream wire chambers. The aerogel detector was not used in this analysis.

The identification of particle tracks passing through the active volume of the TPC is augmented by placing calorimeters behind it to track the depth exiting particles penetrate into this material. Two detectors have been placed downstream of the LArIAT TPC: the punch-through detector and the muon range stack. These detectors were designed to play a role as a part of a trigger/veto system and in particle species identification and energy reconstruction.

The punch-through detector is composed of four identical scintillator slabs, optically coupled through tapering light guides to PMTs. These bars overlap, creating a rhomboidal region, where a passing particle encounters at least
two layers of scintillator. Signals from the PMTs are sent to a discriminator and coincidence units. The resulting logic signal can be used as a part of all trigger configurations used for taking beam data.

The muon range stack is the last detector in the LArIAT beamline, and is used for the detection of beam particles that are energetic enough to penetrate all the way through the TPC (and cryostat vessel). Its construction, a simplified sampling calorimeter design consisting of eleven steel slabs of various thickness and several layers of scintillator paddles, allows for more detailed energy measurement of through-going particles.

![Diagram of muon range stack](image)

**Figure 2.4:** (Top) Schematic of the first five layers of the muon range stack showing the orientation and relative position of the scintillator paddles (grey) placed between the steel (pink). (Bottom) Simulated muons passing through the LArIAT TPC (red rectangle on the left) into the muon range stack (Green rectangles on the right). Layers of scintillator existing in the actual design are marked on the top of the picture (right part).

LArIAT’s system to trigger on cosmic rays is based on two so-called "cosmic towers" which stand upstream and downstream of the cryostat—one on beam right and one on beam left, framing the cryostat as seen in Figure...
Each cosmic tower is composed of two paddle assemblies, upper and lower. The paddle assemblies each consist of four paddles, a matched pair which stand upright and a second matched pair lying across the top of the assembly, to act as a veto for downward-going cosmic ray air showers. Unless vetoed by the horizontal paddles, signals from paddle assemblies along the body diagonals of the TPC are combined in a logical “AND” to select cosmic muons crossing the TPC along one of its diagonals. A high proportion of events triggered this way contain cosmic ray tracks crossing both anode and cathode. Such tracks provide a sample of liquid argon ionization with effectively uniform linear ionization density, but they experience the entire range of charge attenuation available in the TPC before they drift to the anode. These tracks are used to calculate and monitor the level of electronegative contaminants in the liquid argon and provide a calibration sample for calorimetry and electric field studies.

**Figure 2.5:** Schematic of the downstream and upstream cosmic detector paddle assemblies
2.2.2 TPC

The Liquid Argon Time Projection Chamber (LArTPC) can be broken down into three major subcomponents: 1) The high voltage system which provides the drift field voltage; 2) the cathode and field cage which steps down the high voltage through a network of voltage-dividing resistors to form a uniform electric field for charges to drift within; and 3) the wire planes which provide the charge sensitive readout for the detector. Here we describe each of the subcomponents which make up the LArIAT LArTPC.

The drift high voltage system for the LArIAT detector, shown pictorially in Figure 2.6[28], is designed to allow ionization electrons from the interaction of charged particles in the liquid argon to drift to the wireplanes. The high voltage system consists of a power supply capable of generating -125 kV and 16 mA of current. The voltage from the power supply is transmitted through high voltage cables to a series of filter pots before finally reaching the high-voltage feedthrough on the top of the LArIAT cryostat. This feedthrough brings the voltage into the liquid argon volume to be transmitted to the TPC cathode.

![Figure 2.6: Schematic of the LArIAT high voltage system.](image)

The dimensions of the TPC active volume are $47 \times 40 \times 90 \text{ cm}^3$ ($w \times h \times l$), which is defined by the volume enclosed by the cathode and field cage structures. The rectangular field cage structure of the TPC is composed of
copper-clad G10\(^1\) pieces, where the copper strips spaced at 1 cm intervals lining the TPC. The four walls of the field cage are connected electrically such that each copper strip forms a complete loop around the drift volume. Four 1 GΩ resistors are arranged in parallel between the strips of the field cage, for an effective strip-to-strip resistance of 250 MΩ. The circuit steps the voltage down in magnitude uniformly going from the cathode towards the anode, providing the uniform 500 V/cm electric field throughout the TPC active volume. EPCOS A71-H45X gas discharge tubes were used for surge protection, building on experience gained during MicroBooNE construction[53].

The cathode for the initial run of LArIAT was composed of a single piece of copper-clad G10 with the copper area of 40 × 90 cm\(^2\) exactly matching the aperture of the field cage structure. The HV feed-through is electrically connected to the cathode using a simple flexible cable.

Before run III, the original cathode was replaced with a version composed of stainless steel frames able to hold a layer of steel mesh. This design served to test the behavior of wavelength-shifter foils installed on the cathode. During run IIIa the frames held one layer of mesh, resulting in a semi-transparent cathode, while during run IIIb TPB-evaporated foils were placed between two layers of mesh. Placing the di-electric foils behind the metal mesh served to avoid build up of positive ions drifting towards the cathode.

As shown in Figure 2.7[28], the LArIAT TPC has three drift volumes, each of which has its own electric field. The main drift volume is defined as the region between the cathode plane and the shield plane (C-S). Note that the shield plane wires are *not* read out. The other two drift regions are those between the shield plane and the induction plane (S-I), and between the induction plane and the collection plane (I-C). The electric field in these regions is chosen to satisfy the charge transparency condition to allow for 100% transmission of the drifting electrons through the shield and then the induction

\(^1\)High-pressure curated fiberglass laminate.
Once the wire planes have been wound and attached to their G10 boards, the wires are soldered to their pads. Figure 2.8[28] shows the process of soldering the wires in a photo taken by the author. Once all wires have been soldered in place, the wires are broken off behind the solder pads and the temporary epoxy strip is removed. The entire board is cleaned with ethyl alcohol to remove any residue of solder flux before the finished wire planes ahead of installation in the TPC.

2.2.3 Cryogenics

The LArIAT cryostat, shown in Figure 2.9[28], was repurposed from the ArgoNeuT experiment with a series of modifications to allow for operations in a charged particle test beam. The cryostat consists of an inner volume containing the purified liquid argon and an outer volume serving as a vacuum jacket with layers of aluminized mylar. The main axis of the cryostat is horizontal.
and oriented parallel to the beam. The inner vessel is 76.2 cm in diameter and 130 cm in length, corresponding to a liquid argon volume of about 550 L, or a mass of 0.76 t. The cryostat has a wide neck, or “chimney”, protruding from its top at mid-length which serves as an access path for signal cables from the LArTPC and the internal instrumentation, as well as for the high voltage feedthrough.

Figure 2.8: Author’s photo of the wire plane soldering process during troubleshooting between Run-II and Run-III.

Figure 2.9: The LArIAT cryostat open with the TPC placed in the inner volume.
LArIAT uses liquid argon with a specified maximum contamination of 2 parts per million (ppm) oxygen, 3.5 ppm water, and 10 ppm nitrogen. Free electrons readily attach to oxygen and water molecules as they drift through the detector volume, so they must be avoided. Nitrogen contamination is detrimental to the collection of scintillation light. The level of these contaminants in the delivered argon is determined using a suite of commercial gas analyzers.

The argon is delivered from the commercial dewar to the cryostat through 2.54 cm diameter schedule 10 stainless steel piping insulated with 20.32 cm of polyurethane foam. The argon then passes through LArIAT’s argon filtration system. The purification system consists of a single 77 liter filter which is filled halfway with a 4A molecular sieve that primarily removes water contamination but can also remove small amounts of nitrogen and oxygen. The remaining volume of the filter contains BASF CU-0226 S, a highly dispersed copper oxide impregnated on a high surface area alumina, to remove oxygen and water. The filter is insulated with a vacuum jacket and aluminum radiation shields, and the filter media are regenerated in place using heated gas. The filter media are very efficient at removing oxygen and water and the argon is pure enough after a single pass through the media to allow several millisecond electron drift lifetimes in the TPC.

From the filter, the argon is directed into the inner cryostat via a liquid feedthrough on the top of the cryostat. The feedthrough continues down into the inner volume via a pipe the deposits the incoming liquid into the bottom of the cryostat volume. The argon level, temperatures, and pressures are continuously monitored during operation both in the commercial dewar supplying the argon as well as the levels inside the cryostat, as shown on the top of Figure 2.10[28]. The argon in the cryostat is allowed to boil and vent to the atmosphere during operation and the argon level is monitored via the level probes. Flow of argon into the cryostat is enabled whenever the liquid
level goes below a predetermined value to ensure that the TPC high voltage feedthrough and cold electronics are always submerged. During normal operations, the liquid level inside the cryostat is replenished several times per day, as can be seen by the cycle of the liquid level and valve positions shown at the bottom of Figure 2.10[28].

The temperature of the argon inside the cryostat can be determined through direct use of temperature probes based on Resistance Temperature Detectors (RTDs) deployed at the bottom, middle, and top of the cryostat (listed as TE213A, TE314A, and TE212A in Figure 2.10[28] respectively). This can be crossed check using the pressure in the cryostat gas volume and extrapolating this to the center of the liquid volume. The pressure at the surface of the liquid argon is maintained by the cryo-system at ∼20 psi ±0.4 psi.

We also measure the pressure in the cryostat gas volume and calculate the pressure at the center of the TPC to cross-check the temperature inside the TPC. From this pressure and the boiling point curve of argon, we calculate the temperature.

2.2.4 Electronics

The LArIAT TPC front-end electronics comprises a 480-channel analog signal path from the TPC wireplanes to the signal digitizers. The front-end system also includes a digital control system for the TPC-mounted electronics, a power supply, and a distribution system. A block diagram of the overall system is shown in Figure 2.11[28].

The electrical signals on the TPC readout wires are typically quite small, being a direct readout of the ionization of the liquid argon. To achieve a good Signal-to-Noise Ratio (SNR) for such signals, the LArIAT TPC is instrumented with cold amplifiers developed by Brookhaven National Lab (BNL) and mounted directly to the TPC frame inside the liquid argon cryostat.
BNL amplifiers are built as custom Application-Specific Integrated Circuits (ASICs). The BNL ASICs adopted in LArIAT are designated as LArASIC.

2.3 Software and Data

The beamline and TPC data used in this analysis was simulated, reconstructed, and analyzed with version 6.34.01 of the Liquid Argon Software (LArSoft) framework. LArSoft provides an integrated, art-based, experiment-agnostic set of software tools for all planned and running LAr neutrino experiments at Fermilab to perform simulation, reconstruction and analysis. LArSoft uses C++ and is built on the ROOT data analysis software and the art analysis framework supported by the Fermilab Scientific Computing Division for intensity frontier experiments. The software framework is compatible with git / mrb / ups, and the core LArSoft code includes detector interfaces, simulation and reconstruction data structures, event data reconstruction algorithms, data simulation algorithms, and plug-in interfaces.

The reconstruction process begins with the digital information received from the wire plans within the TPC. Its goal is to use these basic digital signals to identify the particles in an interaction event in the detector via a fully reconstructed 3D visualization of the particle tracks. The basic steps, which will be outlined further in Section 4.3, move consecutively through raw data reception, signal processing, hit-finding, clustering, shower-finding, flash-finding, and analysis-phase reconstruction[54]
Figure 2.10: (top) Screenshot of the LArIAT cryosystem monitoring page showing the levels of the argon both inside the cryostat and in the supply dewar as well as the monitored levels plotted over a twenty-four hour period. (bottom) Plots showing the liquid argon level inside the cryostat as well as the corresponding liquid valve which allows argon to flow into the cryostat and the level drops due to boiling. The frequency of the typical fill/vent cycle can be seen with the typical time between fills being slightly more than 3 hours.
Figure 2.11: Overview of LArIAT Front End electronics.
Chapter 3

Multiple Coulomb Scattering

This chapter provides an overview multiple coulomb scattering (MCS) theory as applies to LArTPC’s. Historical and current MCS experiments will then be explained, which will finally lead to an explanation of the goals and techniques used in this analysis.

3.1 General Overview

The propagation of a particle in a medium depends upon interactions of the particle with the medium itself. Particles often interact inelastically with atomic electrons and elastically in a process called multiple Coulomb scattering. MCS represents the multiple electromagnetic interactions between a charged particle and the atomic nuclei of the medium the particle traverses. When a particle experiences a single coulomb scatter in a medium with thickness on the order of 1 µm, the effect is well described by the Rutherford formula[55]

\[
\frac{d\sigma}{d\cos \theta} = \frac{\pi}{2} \frac{Z^2 \alpha^2}{Z^2} \frac{\hbar c}{KE} \left( \frac{1}{(1 - \cos \theta)^2} \right)
\]

(3.1)

where \( \frac{d\sigma}{d\cos(\theta)} \) is the differential cross section, \( \theta \) is the scattering angle, \( Z \) is the atomic number of the medium, \( KE \) is the kinetic energy of the particle, and \( \alpha \) is the fine-structure constant. As the number of interactions and thickness of the interaction medium increase, MCS results in a statistical angular
deviation of the charged particle from its original trajectory.

In the simple two-dimensional representation shown in Figure 3.1, we define the incident momentum as $p_{\text{inc}}$, the outgoing momentum as $p_{\text{out}}$ and the scattering angle as $\theta_0$. According to the theory of Molière[56], the scattering angle distribution is Gaussian-like at small angles ($\theta_0 < 10^\circ$) with a more moderate Rutherford-like tail. It is customary to model the distribution of the scattering angles at a given incoming momentum for small angles with a Gaussian centered at zero and standard deviation $\sigma_{\text{MCS}}$ given by the Highland-Lynch-Dahl formula (referred to as the Highland formula in what follows)[57].

The Highland formula reads

$$\sigma_{\text{MCS}} = \frac{S_2}{p_{\text{inc}}\beta c z} \sqrt{\frac{l}{X_0}} [1 + \epsilon \ln \left( \frac{l}{X_0} \right)], \quad (3.2)$$

where $c$ is the speed of light, $\beta$ is the speed of the particle in units of $c$, $z$ is the magnitude of the charge of the particle, $l$ is the width of the material traversed, and $X_0$ is the radiation length in the medium. $S_2$ and $\epsilon$ are experimental parameters determined to be 13.6 MeV and 0.038 respectively[58] as discussed further in Section 3.2, and they will be reevaluated with respect to the LArIAT LArTPC in Section 3.3.

### 3.2 Previous Results

The accuracy of the Highland formula has historically been demonstrated on several occasions to be within the range of $\pm 5\%$ as Highland originally claimed in 1975[59].

The experimental parameters $S_2$ and $\epsilon$ in the Highland formula 3.2 play a fundamental role in the accuracy of its predictions. $S_2$ and $\epsilon$ were originally determined to be 13.6 MeV and 0.036 respectively using a global fit
to MCS simulated data using a modified Geometry and Tracking (GEANT) simulation package of 14 different elements and 7 thickness ranges. All of the simulated particles were relativistic, with $\beta = 1$. The materials studied ranged from hydrogen ($Z=1$) to uranium ($Z=92$)[57].

In 1999, B. Gottschalk et al. measured multiple Coulomb scattering of 158.6 MeV protons in fourteen materials from beryllium to uranium including brass and several plastics. Targets ranged from thin (negligible energy loss) to very thick (greater than the mean proton range). The scattering angle distribution was measured by means of a single diode dosimeter scanned typically over two decades of dose falloff. Each data set was fitted with a Gaussian distribution to extract a characteristic angle $\theta_0$. The $\theta_0$ values were compared with the Highland formula using Gottschalk’s own generalization to thick targets. The distribution of the deviation from Highland theory for 115 independent measurements was as expected, with a mean value of $-2.6 \pm 0.5\%$ and an rms spread of 6%[60].

With its demonstrated accuracy for some materials, particle types, and momentum ranges, the Highland formula can be employed as a tool for various circumstances where charged particle momentum calculation is problematic and scattering angle data is readily available. In 2017, MicroBooNE
utilized the Highland formula to determine muon momentum within their LArTPC because it did not require a full particle ionization track to be contained inside of the detector volume, unlike range-based momentum reconstruction and calorimetric momentum reconstruction[61].

However, given that the parameters $S_2$ and $\epsilon$ in the Highland formula were determined from a single fit to a wide range of particles and material thicknesses, MicroBooNE believed that they could differ for scattering specifically in liquid argon with $l \approx X_0$. They also had reason to believe that the parameters might be momentum dependent for particles with $\beta < 1$. MicroBooNE tested their hypothesis by simulating a large sample of muons inside the MicroBooNE TPC using GEANT4 and simplifying the Highland formula by using track segments of length $l \approx X_0$ so that

$$\sigma_{0HL} = \frac{S_2}{p\beta c}. \quad (3.3)$$
With the formula’s dependence on $\epsilon$ now removed, they measured true energy depositions $S_2$ at several true track segment momenta and fit a plot of $S_2$ vs. true momentum with a modified momentum-dependent function

$$S_2 = \frac{a}{p^2} + c$$  \hspace{1cm} (3.4)

as seen in Figure 3.2 [61]. This functional form was chosen because it captures the trend in the fit value of $S_2$ with respect to momentum and asymptotically approaches a constant value when $\beta$ approaches 1. The fitted value of $S_2$ was consistently less than the standard 13.6 MeV for momenta greater than 0.25 GeV/c, and the fit returned values of 0.105 MeV and 11.004 MeV for $a$ and $c$ respectively. The resulting Highland equation used in this study was thus

$$\sigma_{0}^{RMS} = \sqrt{\left(\frac{\kappa(p)}{p\beta c}\right)^2 + \left(\sigma_{0}^{res}\right)^2}$$  \hspace{1cm} (3.5)

where $\kappa(p)$ is the newly modified function

$$\frac{0.105MeV}{(p(GeV))^2} + 11.004MeV$$  \hspace{1cm} (3.6)

and $\sigma_{0}^{res}$ is 3 mrad based on MicroBooNE simulation studies of muons at higher momenta. A visualization of the Highland prediction before and after tuning can be seen in Figure 5.2[61]. With the tuned formula, the Highland calculation and simulation data agreed for contained tracks, with a small bias in the momentum reconstruction and with resolutions that varied as a function of track length, improving from about 10% to 5% from shorter to longer tracks. For simulated exiting muons with at least one meter of track contained, there was a similarly small bias and a resolution less than 15% for muons with momentum below 2 GeV/c. On this basis, MicroBooNE asserted that the standard Highland formula should be re-tuned specifically for scattering in liquid argon[61].
3.3 Our Technique

The technique used in this analysis is intended to tune the experimental constant $S_2$ of the Highland formula 3.2 to more accurately reconstruct the momenta of various particle types in liquid argon from their multiple Coulomb scattering angle. This technique diverges from that of the simplistic two-dimensional model explained in Section 3.1 and the techniques used in previous analyses due to our attention to three-dimensional scatters, our unique exponential fit approach to the standard deviation, and our reliance on a data-driven, particle-dependent constant value for $S_2$.

In a more realistic three-dimensional representation of multiple Coulomb scattering shown in Figure 3.4, we define $\theta_x$ and $\theta_y$ as the angle between the projections in the XZ and YZ planes. These angles are both distributed as gaussians centered at zero with standard deviation $\sigma_x$ and $\sigma_y$ respectively,
mathematically expressed as

$$\theta_x \sim N(0, \sigma_x^2) \text{ and } \theta_y \sim N(0, \sigma_y^2). \quad (3.7)$$

For small angles, we can approximate the 3D angle between the incoming and outgoing momenta as

$$\theta_{3D}^2 = \theta_x^2 + \theta_y^2 \quad (3.8)$$

We can assume that $\theta_{3D}^2$ is distributed as the sum of two independent gaussian distributions with the same mean $\mu_x = \mu_y = 0$ and same standard deviation $\sigma_x = \sigma_y = \sigma_0$ such that

$$\theta_{3D}^2 = \sum_{i=x,y} \theta_i^2 \sim \sum_{i=x,y} \Gamma(1/2, 2\sigma_i^2) = \Gamma(n/2, 2\sigma_0^2), \quad (3.9)$$

where $n$ is the number of gaussian-distributed variables in the sum (in our case $n = 2$) and $\Gamma$ is the gamma distribution. Substituting $n$, we simply find

$$\theta_{3D}^2 \sim \Gamma(1, 2\sigma_0^2). \quad (3.10)$$
A common analytical parametrization of the gamma distribution in the $k$ and $\alpha$ parameters is as follows:

$$\Gamma(k, \alpha) = \frac{1}{\Gamma(k)\alpha^k} x^{k-1} e^{-\frac{x}{\alpha}},$$  \hspace{1cm} (3.11)

where $\Gamma(k)$ is the compact version of the factorial, $\Gamma(k) = (k-1)!$

In our case, the form of the gamma distribution is greatly simplified by the fact that $k = n/2 = 1$. In fact, $\Gamma(1) = 1$, $x^{k-1} = x^0 = 1$ and the gamma function becomes:

$$\theta_{3D}^2 \sim \Gamma(1, 2\sigma_0^2) = \frac{1}{2\sigma_0^2} e^{-\frac{\theta_{3D}^2}{2\sigma_0^2}}.$$  \hspace{1cm} (3.12)

The form of the function used to fit the $\theta_{3D}^2$ distributions is the following

$$\theta_{3D}^2 \sim Ce^{\alpha \theta_{3D}^2},$$  \hspace{1cm} (3.13)

where $C$ is a normalization factor and $\alpha = -\frac{1}{2\sigma_0^2}$. Thus, accounting for the propagation of uncertainties, we find

$$\sigma_0 \pm \delta\sigma_0 = \sqrt{-\frac{1}{2\alpha} \pm \sigma_0 \frac{\delta\alpha}{2\alpha}},$$  \hspace{1cm} (3.14)

where $\delta\alpha$ is the uncertainty of the fit parameter.

In order to calculate the Highland formula as a function of the momentum, we divide LArIAT data and Monte Carlo events into bins of incident momentum. For each bin, we plot the $\theta_{3D}^2$ distribution, we fit it with an exponential curve, and we find the slope. Then we calculate $\sigma_0 \pm \delta\sigma_0$ from the estimated slope and the fit uncertainty as described above. With this technique, we have measured the Highland formula on LArIAT data events for $\kappa^+$ and $\pi^+ / \mu^+$ as well as Monte Carlo events for $\kappa^+, \pi^+, \mu^+$, and protons.
Once this data was obtained, the standard Highland formula (using $S_2 = 13.6\text{MeV}$, $\epsilon = 0.038$, $\chi_0 = 14\text{cm}$ and $l \approx 14\text{cm}$)

$$\sigma_{0}^{HL} = \frac{13.6\text{MeV}}{p\beta c}, \quad (3.15)$$

and the "tuned" Highland formula (using $\epsilon = 0.038$, $\chi_0 = 14\text{cm}$ and $l \approx 14\text{cm}$)

$$\sigma_{0}^{T\text{HL}} = \frac{S_T}{p\beta c} \quad (3.16)$$

were plotted together for comparison. The Highland formula tuning process was done by fitting the energy depositions in each momentum bin of each available data particle type with the function $\sigma_0 = \frac{S_T}{p\beta c}$ with $S_T$ being the fit parameter and $\sigma_0$ calculated from data. The results of these fits can be seen in Figure 3.5.

This new particle-dependent, data-driven constant $S_T$ was then used in place of the $S_2$ constant in the Highland formula to create a variation of the Highland formula tuned specifically for each particle type in the LAr-IAT LArTPC. Highland calculations for Monte Carlo $\kappa^+$, $\mu^+$, $\pi^+$, and proton events were then plotted on top of the nominal Highland formula and tuned Highland formula for each respective particle type. It is important to note that the $S_T$ constant used in the tuned Highland formula for this comparison is the same $S_T$ that was derived from data.
Figure 3.5: The plot of the fit S2 Parameter vs. particle track momentum per data particle. The left figure is the fit for data $\pi^+/\mu^+$ particles, right is for data $\kappa^+$ particles.
Chapter 4

Measurement

In this chapter, the Highland measurement will be discussed including details about the data and Monte Carlo samples used, reconstruction techniques, and results for data and Monte Carlo measurements. The results will be displayed as a series of histograms for each particle type: first the one-dimensional histograms showing the distribution of scattering angles at various consecutive momentum ranges which are then extrapolated via the fitting process described in Section 3.3 to the second set of histograms showing the two-dimensional plot of momentum vs. standard deviation. The second set histograms are plotted on top of reference curves representing the nominal and tuned Highland formulas 3.15 and 3.16 respectively, and our various methods of comparison are later discussed in Chapter 5.

4.1 Data Samples

The pion and kaon data set used in this analysis come from a December 2017 "Picky" run in the LArIAT detector. The "Picky" parameter is used to optimize reconstruction for efficiency and low background. This tracking algorithm works by requiring that the wire chamber have exactly one unique hit in each wire plane. This requirement greatly increases the probability that each hit originated from the same incident particle to an uncertainty of about 1%. The kaon data set consists of 1081 events of $K^+$ particles with momenta
ranging from 500-1100 MeV/c. The pion/muon data set consists of 15,916 events of about 82% $\pi^+$ particles and about 18% $\mu^+$ particles with momenta ranging from 450-1200 MeV/c. Some histograms in Section 4.4 have been omitted due to null data population.

4.2 Monte Carlo Samples

The Monte Carlo portion of this analysis consists of simulated $\pi^+$, $p$, $K^+$, and $\mu^+$ particles with momenta ranging from 400-1200 MeV/c. We use a combination of the G4Beamline Monte Carlo [62] and the Data Driven single particle Monte Carlo (DDMC) to generate simulations of LArIAT events and dataset particle composition. G4Beamline Monte Carlo is used to simulate the particle transport in the LArIAT tertiary beamline and calculate the particle composition of the beam leading to the TPC. The DDMC uses the G4Beamline momentum and position data at wire chamber 4 to generate the event within the TPC. The $\pi^+$ sample contained 147,075 events from the 100A pion run-II positive polarity data-driven Monte Carlo beam configuration after relevant cuts and filters discussed in Section 4.3. The $p$ sample contained 71,138 events from the 100A proton run-II positive polarity data-driven Monte Carlo beam configuration after relevant cuts and filters. The $K^+$ sample contained 172,502 events from the 100A kaon run-II positive polarity data-driven Monte Carlo beam configuration after relevant cuts and filters. The $\mu^+$ sample contained 272,086 events from the 100A muon run-II positive polarity data-driven Monte Carlo beam configuration after relevant cuts and filters. Some histograms in Section 4.5 have a poor statistics due to a low data count or have been omitted entirely because of a null data count. These occurrences will be discussed further in Section 5.1.
4.3 Reconstruction Techniques

The first stage to successfully reconstructing Monte Carlo data is Generation, Simulation, and Digitization (GenSimDigi). The function of this stage is to generate a Monte Carlo momentum and $\theta$ distribution, simulate a response to these distributions in LAr, and then simulate the LArIAT electronics response to the simulated LAr response signals so that it looks similar to true data. Once similarity is achieved, the events move to the reconstruction stage for identification and measurement.

As outlined in Section 2.3, the job of reconstruction is to use unipolar pulses received from the induction and collection plane wires in both simulated Monte Carlo and in data to accurately identify particle data via their 3D track topology. The process begins with the raw wire data, represented by a waveform on a channel. The raw data is composed of an interaction signal, background noise, and a pedestal offset, and each of these must be processed to acquire the optimal signal-to-noise ratio. This optimization is done through a process called deconvolution. Once the data has been deconvoluted, the next step is hit-finding. Hit-finding groups together Analog to Digital Converter (ADC) signals from each wire to determine "hits". Hits correspond to physical ionizations within the TPC that occur as the particle traverses the LAr. Hit-finding thus provides the track start and end positions as well as some geometric information. Hits are then grouped together by time and space in a process called clustering, which allow us to organize them into 3D objects, tracks, or showers. A shower-finding algorithm is then employed to tag showers. This leads to the second phase of reconstruction, called the "Analysis-phase" reconstruction. Energy and $dE/dx$ are estimated for each track, which lead to a momentum estimation and particle identification. The momentum of the scattering track has taken into account
the energy loss from Wire Chamber 4, where the initial momentum measurement is made, to the point inside the TPC where the incoming best fit line and outgoing best fit line intersect using the equation

$$P_{TPC} = \sqrt{P_{WC4}^2 + E_{LOSS}^2 - 2E_{LOSS}\sqrt{P_{WC4}^2 + m^2}} \quad (4.1)$$

with $E_{LOSS}$ being the energy loss of each particle type through the various media leading up to the intersection point.

Once these processes have successfully defined a particle and its characteristics, we run our custom Highland Formula Module to analyze the particle track for the data we need. The first step of this analysis is called the Wire Chamber to TPC Match (WC2TPC), and is particularly useful in instances where more than one track is reconstructed either due to multiple interactions within the detector or due to pile up of other particles when the readout is triggered. WC2TPC matches one wire chamber track to one reconstructed track by measuring the angle $\alpha$ between the wire chamber trajectory and reconstructed trajectory, and the positional difference between the projected start point of the track inside the TPC from the wire chamber track and the actual reconstructed start point of the track inside the TPC. The latter value is measured as

$$\Delta R = \sqrt{\Delta x^2 + \Delta y^2}. \quad (4.2)$$

with $\delta x$ and $\delta y$ being the difference in position of the wire chamber trajectory and reconstructed trajectory for $x$ and $y$ respectively. If $\alpha < 8^\circ$ and $\Delta R < 4$ cm, WC2TPC determines this to be a match, and any events with multiple matches for a single track are removed.

With this successfully matched track, we can apply our filters and cuts needed for the final process of finding the 3D angle between the incoming and outgoing track. In the first filtering process, we selected the first 28 cm of particle tracks 28 cm or longer after standard fiducial cuts. Fiducial cuts
serve to filter out portions of tracks in areas along the edges of the detector where the electric field is poorly characterized, leaving us with an effective TPC volume from 1 cm to 41.5 cm in the $x$ direction, -19 cm to 19 cm in the $y$ direction, and 1 cm to 89 cm in the $z$ direction for the LArIAT LArTPC. By eliminating the pieces of tracks that are in these incompatible areas, we are left with tracks that behave as expected. We then split these tracks to make two 14 cm tracks intersecting at the middle, and calculate the 3D angle between their individual best-fit lines using standard Root functions. The tracks have been chosen to be 14 cm to simplify the Highland equation as discussed in Section 3.3. The Highland Formula module also provides us with values for total number of points in the track, number of spacepoints in the first track segment, number of spacepoints in the second track segment, $\chi^2/ndf$ for the full track, $\chi^2/ndf$ for the first track segment, $\chi^2/ndf$ for the second track segment, an estimate of the energy loss before the TPC front face, and the particle track momentum as measured at wire chamber 4.

4.4 Data Results

In Figures 4.1-4.4, the distribution of the square of the 3D angle is plotted for each momentum range of each particle. The distribution is fit with an exponential function as outlined in Section 3.3 with fit parameters and errors listed in the table of each histogram. In Figure 5.1, the MCS standard deviations are plotted against each momentum bin for each particle. The $x$-coordinate of each point is taken to be the center of each momentum bin, with the bin width being the $x$ error. The $y$ error is calculated using Equation 3.14. The nominal Highland formula curve is superimposed on each histogram for comparison, and the tuned Highland formula is fit to the data for each particle species.
Figure 4.1: The distribution plot of the 3D Angle^2 for 500-800 MeV/c reconstructed data K^+ particles
Figure 4.2: The distribution plot of the 3D Angle² for 800-1100 MeV/c reconstructed data K⁺ particles.
Figure 4.3: The distribution plot of the 3D Angle^2 for 450-800 MeV/c data particles consisting of about 18% $\mu^+$ particles and about 82% $\pi^+$ particles.
Figure 4.4: The distribution plot of the 3D Angle$^2$ for 800-1200 MeV/c data particles consisting of about 10% $\mu^+$ particles and about 90% $\pi^+$ particles.
Figure 4.5: The plot of standard deviation vs. particle track momentum per data particle with the nominal Highland formula and tuned Highland formula superimposed for comparison. The left figure is for data $K^+$ particles, and the right figure is for $\pi^+/\mu^+$ particle data.
4.5 Monte Carlo Results

In Figures 4.6-4.12, the distribution of the square of the 3D angle is plotted for each momentum range of each particle. The distribution is fit with an exponential function as outlined in Section 3.3 with fit parameters and errors listed in the table of each histogram. In Figure 4.14, the MCS standard deviations are plotted against each momentum bin for each particle. The x-coordinate of each point is taken to be the center of each momentum bin, with the bin width being the x error. The y error is calculated using Equation 3.14. The nominal Highland formula and tuned Highland formula curves are superimposed on each histogram for comparison to Monte Carlo. The tuned Highland formula for each particle uses the $S_T^2$ constant collected from the fit of their respective data particle. The pion and kaon $S_T^2$ values are 17.11 MeV and 17.38 MeV respectively. Monte Carlo particles that do not have a respective data fit, namely muons and protons, use $S_T^2 = 17.245$ MeV, the average of the pion and kaon $S_T^2$ values.
Figure 4.6: The distribution plot of the 3D Angle$^2$ for 450-800 MeV/c Monte Carlo simulated K$^+$ particles
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Figure 4.7: The distribution plot of the 3D Angle$^2$ for 800-1200 MeV/c Monte Carlo simulated K$^+$ particles
Figure 4.8: The distribution plot of the 3D Angle$^2$ for 450-800 MeV/c Monte Carlo simulated $\pi^+$ particles
Figure 4.9: The distribution plot of the 3D Angle\(^2\) for 800-1200 MeV/c Monte Carlo simulated \(\pi^+\) particles.
Figure 4.10: The distribution plot of the 3D Angle$^2$ for 450-800 MeV/c Monte Carlo simulated $\mu^+$ particles
Figure 4.11: The distribution plot of the 3D Angle$^2$ for 800-1200 MeV/c Monte Carlo simulated $\mu^+$ particles
Figure 4.12: The distribution plot of the 3D Angle$^2$ for 700-1100 MeV/c Monte Carlo simulated protons.
Figure 4.13: The distribution plot of the 3D Angle$^2$ for 1100-1200 MeV/c Monte Carlo simulated p particles
Figure 4.14: The plot of standard deviation vs. particle track momentum per Monte Carlo simulated particle with the nominal Highland formula and tuned Highland formula superimposed for comparison. The top-left figure is for Monte Carlo \( K^+ \) particles, top-right is for Monte Carlo \( \mu^+ \) particles, bottom-left is for Monte Carlo \( \pi^+ \) particles, and bottom-right is for Monte Carlo \( p \) particles.
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Discussion

In this chapter, the results of the error and $\chi^2/ndf$ accuracy analysis are presented, and we diagnose possible sources of error. We then discuss the fit of the tuned Highland formula as compared to the nominal Highland formula. Finally, we compare the results of the Monte Carlo exponential and Highland fits to those of the data. All errors are summarized in Table 5.1.

5.1 Error and Accuracy

Each exponential fit of a squared 3D angle distribution has an associated error, defined here as the tolerances of the constant and slope value, and an associated accuracy, defined here as the $\chi^2/ndf$ value.

Similarly, each tuned Highland fit $\sigma_0$ vs. momentum plot has an associated error, defined here as the tolerance of $S_2$, and an associated accuracy, defined here as the $\chi^2/ndf$ value. The x error bars on each point of the Highland comparison plots are given as the bin width. A 50 MeV span of momentum is the most precise the LArIAT detector hardware can measure at the time of this study. The y error bars on each point of the Highland comparison plots are calculated using Equation 3.14.

Some possible sources of error were poor statistics with small data samples especially for kaons, a slightly inaccurate estimated momentum value of each track, and an unadjusted exponential fit to the $\theta_{3D}^2$ distribution. Each of
these are discussed more in detail in Chapter 6. There are also no statistics for proton data or muon data of acceptable purity, so the averaged $S_T^2$ parameter used when calculating the tuned Highland formula with Monte Carlo simulation is slightly inaccurate. $\chi^2/ndf$ values for several $\theta_{3D}^2$ plots were high, though we do not believe they had a significant effect on the final results.

5.2 Data vs. Monte Carlo Results

An interesting characteristic in the comparison between the data and Monte Carlo results is the significantly contrasting $\chi^2/ndf$ accuracy values for the fit of the tuned Highland formula. The $\chi^2/ndf$ values for data $\pi^+/\mu^+$ and $K^+$ particles were 25.89/15 and 15.04/15 respectively. The $S_T^2$ parameter in the tuned Highland formula was constructed with data, so the $\chi^2/ndf$ values for data show expected accuracy.
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5.3 Comparison to MicroBooNE Method

In an effort to validate our method, we both directly compared our results to the results of MicroBooNE’s study[61] outlined in Section 3.2 and applied the MicroBooNE method to LArIAT data to measure accuracy.

Figure 5.2 shows the results of the direct comparison between the MicroBooNE curve generated by fitting their parameterized $S_2$ to Monte Carlo muon particles, the nominal Highland formula curve with $S_2=13.6$ MeV which has been used in the past for all particle types by default, and our tuned Highland curve using the data-driven muon $S_2$ value 17.11 MeV. The MicroBooNE curve underpredicts both our method and the nominal Highland formula.

Employing the MicroBooNE parameterization of the $S_2$ variable[61], we adjusted our tuned Highland curves for each particle type and plotted the $\pi^+ / \mu^+$ and $K^+$ data points on top. The results of this exercise can be seen in Figure 5.3. These results most notably align $K^+$ data with the predicted...
Highland curve for protons and $\pi^+ / \mu^+$ with the predicted Highland curve for $K^+$. The LArIAT tuned Highland method used in our analysis is thus a more accurate characterization of particle data in LAr.

**Figure 5.3:** Comparison of $\pi^+ / \mu^+$ and $K^+$ data points with the tuned Highland curves for each particle type adjusted using the MicroBooNE $S_2$ parameterization.
Table 5.1: Error values for $S_2^T$, exponential fit constant, exponential fit slope, exponential fit $\chi^2/ndf$, and tuned Highland $\chi^2/ndf$ for each particle type of both Monte Carlo and data.
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Conclusion

This analysis has presented a characterization of $\kappa^+$, $\pi^+$, $\mu^+$, and $p$ multiple coulomb scattering as a function of incoming momentum and particle type. By fitting the squared 3D angle distribution with an exponential function, we were able to deduce the standard deviation $\sigma_{HL}$, which was then plotted against momentum. This curve was then compared to the nominal Highland function and fit with the tuned Highland function, where the $S_2$ parameter was uniquely defined as a function of particle type in LAr. Using this newly parameterized Highland equation that disagreed with the uniquely parameterized results found in a similar MicroBooNE study, we were able to attain a maximum $\chi^2/ndf$ inaccuracy to data of 25.89/15. This analysis presents an alternative technique for characterizing data in LArTPCs that more accurately predicts data particle behavior.

We made some necessary simplifications in this analysis that can be improved upon in future studies. The first of these simplifications was the momentum value, which was calculated from the value collected at wire chamber 4 and the estimated energy loss from the wire chamber to the point of intersection between the incoming and outgoing best fit lines. We believe the effect of this simplification is insignificant because it is small compared to the 50 MeV/c momentum bin size. A second simplification was the lack of re-fitting the exponential function to the squared 3D angle distribution. While this could be improved by adjusting fit limits and bin size in future studies,
our first fit was valid because the underlying distribution of the squared 3D angle is defined as exponential.

In the future, we plan to use this method in conjunction with proton data and larger data samples in general to further verify its accuracy. We hope that with more analyses, we may come closer to understanding the narrative behind the discrepancies in the Highland formulation between data and Monte Carlo particles.
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