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Abstract 

 
HEALTH MONITORING OF ATLAS DATA CENTER CLUSTERS AND 

FAILURE ANALYSIS  

 

 

Meenakshi Balasubramanian, MS 

 

The University of Texas at Arlington, 2018 

 

Supervising Professor: David Levine 

Monitoring the health of data center clusters is an integral part of any industrial 

facility.  ATLAS is one of the High Energy Physics experiments at the Large Hadron Collider 

(LHC) at CERN. ATLAS DDM (Distributed Data Management) is a system that manages 

data transfer, staging, deletions and experimental data on the LHC grid. Currently, the 

DDM system relies on Rucio software, with Cloud based object storage and No-SQL 

solutions. It is a cumbersome process in the current system, to fetch and analyze the 

transfer, staging and deletion metrics of a specific site for any regional center. 

In this thesis, a web-based cluster health monitoring framework is designed to 

monitor the health of the sites at the Tier 2 facility in the Southwest region of US, which 

eases these problems. A large volume of data flows in and out of each of these sites. If the 

transfer / deletion rate of files goes below the user-defined threshold at any source or 

destination site, the data center monitor  is alerted automatically. This thesis also analyses 

the failures that have happened between any two performing sites. A machine learning 

algorithm finds the pattern of transfer / deletion with the existing data and detects the sites 

that may possibly fail due to diminishing transfer / deletion of files. 
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Chapter 1  

Introduction 

“Data Never Sleeps” [1] is the online behavior today, leading to data generation 

of roughly 2.5 quintillion bytes (1018) a day. The application programs which solves 

complex computational problems in scientific experiments, utilizing vast amount of data 

and performing modeling and simulation require High Performance Computing (HPC) [2]. 

Various monitoring software, to track and measure data, is available for managing the 

HPC clusters, to ensure they are running without any failures. ATLAS (which we will 

discuss in the next section) is one of the biggest scientific experiments, which creates an 

enormous flow of data. The ATLAS Distributed Data Management (DDM) system, based 

on Rucio (which we discuss in next chapter), is responsible for handling multi-petabyte 

volume of ATLAS data. The ATLAS DDM helps to store, manage and process the 

experimental data in a heterogeneous distributed environment [3].  

The main goal of this Thesis is to provide an enhanced web-based monitoring 

solution for the ATLAS experimental sites, UTA_SWT2, SWT2_CPB, OU_OSCER_ATLAS 

at US-South Western Tier 2 Regional Center. In addition to the efficient monitoring, the 

administrators at UTA ATLAS operations will receive alerts when the transfer / deletion 

rates fall behind a threshold, which can be configured within our monitoring solution. The 

failures at CERN may not be discovered for a long time, because of the volume, velocity, 

variety and veracity (4 V’s of big data) [4] of data. This thesis provides a solution by 

analyzing the transfer of files that are happening between two performing sites. A machine 

learning algorithm finds the pattern of transfer / deletion with the existing data and detects 

the sites that may possibly fail due to diminishing transfer / deletion of files. 
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1.1 CERN and ATLAS Background 

CERN, a European Organization for Nuclear Research, in which the world’s most 

complex scientific experiments are done to study the fundamental structure of the 

universe [5] and its main area of research is particle physics. The Large Hadron Collider 

(LHC) [6] is the world’s largest and powerful particle collider and is the largest machine in 

the world. ATLAS is the biggest experiments at LHC at CERN. The data generated from 

LHC are sent to CERN Data Center for reconstruction. CERN has grid-based 

infrastructure (which we discuss in next chapter), called Worldwide LHC Computing Grid 

(WLCG), to perform computation.   

 WLCG [7] is a distributed computing infrastructure, used to store, distribute 

analyze enormous amount of data. It is composed of four levels or Tiers (Tier 0, Tier 1, 

Tier 2, Tier 3). Each Tier has a collaboration of computer centers and perform specific 

services. The Southwest Tier 2 is an ATLAS tier 2 facility and is a consortium among the 

Physics department of University of Texas at Arlington (UTA), University of Oklahoma 

(OU) and Langston University (LU) [8].  

1.2 My Motivation for Thesis 

CERN Data Center had crossed the milestone of 200 petabytes of permanently 

archived data by the of June 2017. With such massive data and the volume still 

increasing, data management and monitoring the health of clusters is always challenging. 

CERN uses Ganglia (which we discuss in next chapter), a distributed monitoring system 

for high performance computing systems. As ATLAS experiment creates non-trivial 

amount of data, it uses a Distributed Data Management system based on Rucio (which 

we discuss in next chapter) for extreme scalability. Motivated by the complex scientific 

experiments, data center facility in UTA and tremendous data generated by the world’s 
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largest machine, a solution was developed to monitor the cluster health and detecting 

anomalies of the sites at US Southwest Regional Center.  

1.3 Goal for Thesis 

The main objective of this thesis is to implement an enhanced web-based cluster 

health monitoring solution, for ATLAS operations. The administrators at the ATLAS will 

receive alerts if the data deletion/ transfer between the sites fail and this would help them 

to resolve issues quickly. To know more details on  failures, this thesis provides an 

analysis on failures between two performing sites. To further improve the quality, a 

machine learning algorithm is implemented which finds the pattern of transfer / deletion 

with the existing data and detects the sites that may possibly fail due to diminishing 

transfer / deletion of files, so they could take preventive steps and the keep the clusters 

always running. This thesis would help in monitoring the cluster health effectively, 

analyze failed sites and predict the site failures that would happen in future. 

1.4 Organization of Thesis 

            Chapter 1- Starts with the introduction, explains about CERN and ATLAS 

background, and mentions the goal of the thesis. 

Chapter 2- This chapter explains Grid computing, Worldwide LHC Computing 

Grid, Storage Resource Manager that handles space and data management in ATLAS 

experiments. It also explains the existing monitoring systems like Ganglia Monitoring 

System and ATLAS Distributed Data Management system. 

Chapter 3- The drawback of ATLAS DDM and the problems faced by the 

administrators to monitor the health of clusters are discussed in this chapter. 

Chapter 4- This chapter explains the technical environment used for the 

proposed solution , architecture, design and data collection process. 
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Chapter 5- Implementation of the proposed solution, about how the cluster health 

is monitored with the file deletion and transfer metrics is explained in this chapter. 

Chapter 6- This chapter explains how the site failures are analyzed during file 

transfers and the implementation of identifying sites having failed transfers. 

Chapter 7- This chapter contains the summary and conclusion of this thesis. 

Chapter 8- This chapter explains the future work.  
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Chapter 2  

The current monitoring system 

2.1 Grid Computing 

CERN passed the milestone of archiving 200 petabytes of data, by June 2017. 

Even after a huge data reduction performed by the experiments, CERN Data Center 

computes an average of 1 petabyte of data every day [9]. See Figure 2-1 for the data 

transfer throughput of different CERN experiments. On any hour of the day, the transfers 

are happening in an average of 20GB for ATLAS. To compute such vast data, grid 

computing is used to share the computing burden among different centers. 

 
 

Figure 2-1 Transfer rate of CERN experiments 

Image src: http://monit-grafana-open.cern.ch/d/000000306/wlcg-transfers-dashboard?orgId=16 
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The grid-based infrastructure offers many advantages over centralized system and is 

most effective for data analysis and management at LHC. Multiple copies of data are kept 

at different centers around the world, to ensure there is no single point of failure. It also 

helps scientists access data independent of geographical locations across multiple time 

zones, providing flawless access to computing resources.  

Users can make job requests, without worrying from where they are using the 

computing resources. A job request can be storage, processing or analysis. The 

computing grid authenticates the identity of the user and redirects them to the available 

sites, that can provide their requested resources.  

2.2 Worldwide LHC Computing Grid Architecture 

The goal of the Worldwide LHC Computing Grid (WLCG Mission) [10] is to 

provide computing resources to store, distribute and analyze the petabytes of data 

generated from the LHC at CERN. WLCG has more than 170 computing centers in 42 

countries. 

WLCG is the world’s largest computing grid and is based on two main grids. The 

computer centers in the grid are arranged in tiers [10].   

a) Tier 0 is CERN DC (Data Center) and is the heart of all LHC experiments and stores 

the first copy of raw data. The data from LHC is passed to this DC, but the data center 

has only 20% of the grid capacity. Tier 0 transfers the raw data to Tier 1 and reprocesses 

the data, when LHC is down. 

b) Tier 1 has 13 large computer centers and they provide enough capacity and around 

the clock grid support. They store a proportional share of both raw and reconstructed 

data. It distributes data to Tier 2 and keeps a share of simulated data produced at Tier 2. 

c) Tier 2’s are usually scientific institutions and universities which provides sufficient 

computing power for specific task analysis and store required data. There are currently 
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around 160 Tier 2 centers. The data centers in UTA comes under Tier 2. See Table 2-1 

for Southwest Tier 2 centers in US. 

 

 

Site Name Location 

SWT2_CPB University of Texas, Arlington 

UTA_SWT2 Fort Worth 

OU_OSCER_ATLAS University of Oklahoma 

 

Table 2-1 Southwest Tier 2 Centers 

 

d) Tier 3 is used by individual access to computing resources, either in their systems or 

the local clusters in the University. See Figure 2-2 for WLCG architecture. 
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Figure 2-2 WLCG Architecture 

Image src: http://wlcg-public.web.cern.ch/tier-centres 

 

2.3 Storage Resource Manager  

 Storage services are important components of WLCG to serve the computing 

and storage resources of High Energy Physics experiments at CERN. To cater the needs 

of the growing large data sets, WLCG uses an interface called Storage Resource 

Manager (SRM) ,which ensures prevention of data loss, decrease the task analysis time 

and decrease error rates in data replication. As SRM’s come with multiple disk arrays, 

parallel files systems, they are predominantly used in petascale computing.[11] 

SRM is a middleware component, that provides dynamic space allocation and file 

management in Grid.  The main functions provided by SRM interface are space 
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management functions and data transfer functions [12]. Space management functions 

allows user to reserve, manage or release any space on their computation needs. Data   

management functions allows user to send/ receive files to/from their computer to the 

remote storage in the grid.  

Grid FTP [13] is a secure, reliable data transfer protocol used to transfer files to / 

from the grid. Files can be downloaded simultaneously from multiple sources. FTP does 

not allow a portion of file to be transferred, but Grid FTP allows a subset of file to be 

transferred. Grid FTP also provides a fault tolerant implementation [14], so the transfers 

can start automatically if any problem occurs. 

 Monitoring of resources and data is very crucial in such complex experiments, 

which requires massive data transfers between multiple centers and enormous use of 

resources for task analysis. The monitoring systems used by ATLAS are explained 

below. 

2.4 Ganglia Monitoring  System 

 The LHC cloud resources are monitored using Ganglia [15]. Ganglia is a 

distributed monitoring system for high performance systems like grid and clusters. It is 

highly scalable and uses XML for data representation, portable data transport and RRD 

tool [16] for data storage and visualization. RRD (Round Robin Database) tool is a 

system to store and display time-series data [17] such as network bandwidth, 

temperatures and so on. The tool extracts and processes data and display the results in 

meaningful graphs. The implementation is very robust and is used on thousands of 

clusters around the world. 

 In Ganglia, a cluster is a group of hosts, that has a similar configuration. The 

Ganglia Monitoring System consists of three components [18]. 
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a) Ganglia Monitoring Daemon (gmond):  It runs on each cluster host and monitors 

changes in the host state. It collects the metric changes and distributes within each 

cluster. 

b) Ganglia Metadata Daemon (gmetad): It polls every cluster, receives metric data and 

stores the data in to the database using RRDtool. 

c) Ganglia Web Frontend (gweb): It is the web-based user front end for the Ganglia 

Monitoring System. This interface accesses the database and provides the metric 

result as graphs to the user. 

See Figure 2-3 for Ganglia Monitoring System architecture. 

 

Figure 2-3  Ganglia Monitoring System Architecture 

 

2.5 ATLAS Data Monitoring System 

ATLAS Distributed Data Management (DDM) is a system used by ATLAS for 

managing large volume of data. It is based on the Rucio [19] project, which is an 

evolution from the ATLAS DDM system Don Quixote 2 (DQ2). Rucio ensures system 
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scalability and addresses the needs of complex scientific experiments like ATLAS. Rucio 

manages the entire life cycle of the experimental data from the raw data to the derived 

data. It uses parallel and distributed mechanism to ensure safety and performance of 

data [20]. One of the main components of Rucio is the user interface. The users can 

view details about the experiment data, data transfers and deletions. See Figure 2-4 for 

ATLAS DDM. 

 
 

Figure 2-4 ATLAS DDM System for Data Monitoring 

 
Image src: http://dashb-atlas-ddm.cern.ch/ddm2/# 
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Chapter 3  

The Current problem with ATLAS DDM 

In the current dashboard of the ATLAS DDM, it is laborious to view the metrics 

such as the successes, failures, efficiency, throughput of the data transfers / deletions of 

the files within any site in a Regional Center. By default, the dashboard shows the metric 

details for all the destinations. See Figure 3-1 for a sample chart to view the number of 

files deleted for all the clouds.  

 

Figure 3-1 Successful deletion details for all clouds 

Image src: http://dashb-atlas-ddm.cern.ch/ddm2/#tab=deletion_plots 
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 The administrator needs to set various filters to fetch the visualizations of the 

above metrics for any individual site and it is really daunting to drill down to the exact 

chart. See Table 3-1 for various filters used in the dashboard. 

 

Serial Number Filter Description 

1. Time Interval, E.g. Last hour, Last 4 hours 

2. Activities, E.g. Staging, Recovery, Deletion 

3. Sources, E.g. Tiers, Countries, Cloud, Sites 

4. Destination, E.g. Tiers, Countries, Cloud, Sites 

5. Transfer, E.g. Efficiency, Throughput, Success, Errors 

6. Deletion, E.g. Efficiency, Throughput, Planned, Success, Errors 

 

Table 3-1 Filters in ATLAS DDM 

Each cloud has several regional centers and every regional center has many 

sites. See Figure 3-2 for a sample chart, which shows the number of files deleted in the 

US, after setting the required filters. (Filter: Clouds: US) 
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Figure 3-2 Successful deletion details at US cloud 

Image src: http://dashb-atlas-ddm.cern.ch/ddm2/#tab=deletion_plots 

There is no option in the current dashboard to visualize both deletion and transfer 

details in a wholistic view for all sites in any regional center. See Figure 3-3 for a sample 

chart, which shows the deletion failures in SWT2_CPB site, after setting the required 

filters. (Filter: Clouds: US; Sites: US SWT2_CPB DATADISK; Interval: Last 12 hours).    

The chart below shows on the disk basis but does not provide a whole picture of 

the entire SWT2_CPB site. To overcome the hard process of visualization and to address 

the current problem, a web-based interface is developed to monitor the health for all the 

Tier 2 sites of US South West Regional Center. 
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Figure 3-3 Deletion failures at the SWT2_CPB site 

Image src: http://dashb-atlas-ddm.cern.ch/ ddm2/ dst.cloud=(%22US%22)& 

dst.site=(US,SWT2_CPB,DATADISK)&grouping.dst=(cloud,site,token)&m.content=(d_dot,

d_eff,d_plf,s_err,s_suc,t_eff,t_thr)&s.state=DELETION_FAILED&tab=deletion_plots 
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Chapter 4  

Cluster Health Monitoring Web Framework 

4.1 Technical Environment 

The web-based monitoring framework is developed on an environment, which 

uses the following:  

a. Programing Language – Python 

b. Web Framework for Python – Flask 

c. Visualization libraries – matplotlib, plotly 

d. Configuration settings – Easy settings library 

e. JavaScript 

f. Framework for HTML and CSS – Bootstrap 

g. Cron – Task Scheduler 

h. Shell script for cron job 

i. Database - MySQL 

4.2 Design  

The web framework is built with web API’s and web resources. Various 

processes are handled for the framework design and are explained below.   

 
4.2.1 ETL (Extract, Transform and Load) 

ETL [21] is a process, which has three phases. The first phase is ‘Extract’, in 

which the data is fetched from a single or multiple source. The second phase is 

‘Transform’, in which the data is cleaned, validated and made into a proper storage 

format. The final phase is ‘Load’, in which the cleaned data is inserted into a working 

database.   The framework uses ETL process to fetch data from ATLAS DDM API, which 
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is received in JSON (JavaScript Object Notation) [22]. JSON is a language independent 

data format and the data objects are represented in key-value pair and array data type. 

 The JSON data contains the details of deletions, transfers and staging 

processes for all the sites related to ATLAS experiments. The thesis looks at the 

deletions and transfers, which are more important in health monitoring and focuses on 

the sites of the US Southwest Regional Center. The data is then serialized for deletion 

and transfer metrics and inserted into the respective tables in MYSQL. 

4.2.2 Define threshold for email alerts 

The inserted data explains the number of successful and failed deletions at each 

site. This is similar for transfer details, in which each site can be either a source or a 

destination. The administrators must be alerted at this point, when the deletions and 

transfers are failing below a defined threshold. Thresholds for deletion and transfer (both 

source and destination) for each site can be configured within the web framework. See 

Figure 4-1 for email threshold configuration for the sites at US SW Regional Center. 

 

Figure 4-1 Email Threshold configuration for US SW Regional Center 
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4.2.3 CRON Scheduler 

Cron [23] is a software utility in Unix based systems for running time-based job 

schedulers. Cron jobs are used to automate a task repeatedly at specific date or time or 

interval. In this thesis, a cron scheduler is set to run at a time interval of 1-hour; if cron is 

set for 30 mins, the alerts would be too frequent, and it is not significant to look the data 

so frequently. Also, a 2-hour interval is very large and there are chances that 

administrators fail to receive email alerts promptly. 

 The cron scheduler runs the script every 1 hour, which does the ETL process 

and sends an email alert to administrator for low thresholds. If the deletion / transfer 

success rates are below the defined threshold, an email alert is sent to the administrator 

with the details of the site and the failure point, with the count of the number of successes 

and failures. See Table 4-1 which shows how to find the success percentage in deletion 

and transfer. This is calculated on each site basis. 

Serial Number Description Success Percentage (By site) 

1. Success percentage in deletion Total number of done files / 

(Total number of done files 

+Total number of failed files) 

2 Success percentage in transfer Total number of transferred files 

/ (Total number of transferred 

files +Total number of failed 

files) 

 

Table 4-1 Success percentage in deletion and transfer 
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See Figure 4-2 for a sample email alert received when deletion and transfer of files failed.  

 

Figure 4-2 Email alerts for deletion and transfer failures 

 
The alerts help the administrators to take corrective actions effectively. The 

success and failure of cron job is also logged automatically in the server. See Figure 4-3 

for the sample logs generated when the cron job is successful.  

 

Figure 4-3 Log generation for successful cron jobs 
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When a cron job fails, the cause of failure is also logged, which helps in debugging and 

fixing the issues efficiently. See Figure 4-4 for the sample logs generated when the cron 

job fails. 

 

Figure 4-4 Log generation for failed cron jobs 

 
4.2.4 CRON Architecture 

If the cron job fails for the first time, it is triggered to run again automatically. If 

the job fails subsequently for the second time, an email alert is sent to the administrator, 

with the reason of failure. See Figure 4-5 for Cron job process. 
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Figure 4-5 Cron job process 

See Figure 4-6 for the architecture of the design process used in this thesis. 

 

 

Figure 4-6 Design process architecture 
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The design process used in this thesis helps to collect data and reports failures 

effectively. With this data, we will discuss in the next chapter, how do we monitor the 

health of the sites. 
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Chapter 5  

Cluster Health Monitoring Implementation 

Cluster Health Monitoring [24] involves tracking and measuring data. The 

monitoring solution in this thesis gives the administrators an insight of how the clusters 

are working by providing the deletion and transfer details of files within each Tier 2 site 

in US South west Regional center. The deletion and transfer metrics, which are more 

important for health monitoring, are visualized in graphs in this thesis. This thesis uses 

Matplotlib and Plotly for monitoring the health of clusters in real time. 

Matplotlib [25] is a visualization library which produces quality charts across any 

platforms. One of the important advantages [26] of matplotlib is, it can be used with any 

operating systems and support different output types. Plotly [27] is an open source 

interactive graphing library for python. It is a data visualization toolbox [28] and under 

every graph is a JSON object, with which any type of graph can be constructed. 

 

5.1 Data visualization 

Everyone is aware of the expression,” A picture is worth a thousand words” [29], 

a statement which references accurately about Data visualization. We would stare a 

table with numbers and would never see any results, but the same are immediately 

obvious in visualization. Our brains interpret through verbal processing, which becomes 

visible and understandable when communicated visually. This is the power of "data 

visualization."[30].  Data visualization [31] is a general term, which means, the 

representation of data in a visual form that people can easily understand. Any patterns 

or trends cannot be detected in a text data but can easily be recognized through 

visualization.  
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5.1.1 Advantages of Data Visualization 

The important advantage is, huge volume of data can be accessed easily. The 

human brain [32] processes visual information easily than the written information. The 

visual charts allow administrators to analyze critical data and move in the right direction, 

taking required action on time, which reduces the risk of large failures. 

5.2 Implementation 

A cluster [33] is a collection of datacenters. A data center is a collection of racks. 

A rack is a collection of servers. A node is the data storage layer within a server. The 

cluster manages the resources of all servers associated with it. A cluster health 

monitoring system [34] analyzes the cluster resources and provides real time metrics of 

cluster failures.  The number of metrics varies from 30 to 40 [35] ,which includes basic 

checks like network, load, memory, disk, in addition to hardware monitoring. The metrics 

in this thesis, checks for deletion and transfer of files, for ATLAS Tier 2 operations in US 

South west region. 

The cluster health monitoring solution in this thesis, monitors the following sites: 

a) UTA_SWT2 

b) SWT2_CPB 

c) OU_OSCER_ATLAS 

See Table 5-1 for the metric details monitored for the above sites. 

Serial Number Site name Metrics Monitored 

1. UTA_SWT2 File deletions 

2. SWT2_CPB File deletions 

3. OU_OSCER_ATLAS File deletions 

4. UTA_SWT2 File transfer as source site 
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5. SWT2_CPB File transfer as source site 

6. OU_OSCER_ATLAS File transfer as source site 

7. UTA_SWT2 File transfer as destination site 

8. SWT2_CPB File transfer as destination site 

9. OU_OSCER_ATLAS File transfer as destination site 

 

Table 5-1 Metrics monitored for the sites 

 

See Table 5-2 for monitoring frequency in each of the above sites. 

Serial Number Monitoring  Frequency 

1. Last 24-hrs 

2. Last 7 days, with 24-hrs on each day 

3. Last 14 days, with 24-hrs on each day 

 

Table 5-2 Monitoring frequency for the sites 

 

This thesis provides the solution to monitor the metrics of all sites in a single 

point of view. The overall dashboard provides file deletion metrics, file transfer metrics  

with both source and destination. See Figure 5-1 for the overall 24-hour monitoring 

dashboard for all sites. 
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Figure 5-1 Overall monitoring dashboard for all sites 

The administrators can click on any chart and view the enlarged graph for a 

detailed view. There can be situations when the admin wanted to view a site for a clear 

picture. This thesis provides solution, to choose the required site from the dropdown and 

view the metrics on per site basis. See Figure 5-2 for deletion and transfer metrics related 

to OU_OSCER_ATLAS. 

 

Figure 5-2 Deletion and transfer metrics in OU_OSCER_ATLAS 
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Similarly, the deletion and transfer metrics can be viewed separately for UTA_SWT2 and 

SWT2_CPB sites. 

5.2.1 File deletion metrics 

The file deletion metrics shows the following details for each site: 

a) No.of files Planned 

b) No.of files done  

c) No.of files failed  

The last 24-hour cluster health file deletion shows how many files are planned, how many 

files are deleted successfully and how many files failed deletion for any time of the day. 

See Figure 5-3 for the last 24-hour file deletion in SWT2_CPB. 

 

Figure 5-3 Last 24-hour file deletions in SWT2_CPB 
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In the above graph, it’s very explicit, that the graph is generated at 9.00am of the 

day, and it shows the metrics till 10.00am of the previous day. It is clear for the admin, 

when the graph was generated and the file deletion metrics for any hour of the day. The 

failure metrics makes the admin to take corrective actions on the respective clusters. 

There are cases, in which file deletions would not have happened for a site for the past 

24-hours, although it is not a failure. Here the number of done files, failed files and 

planned files are zero. See Figure 5-4, when there are no file deletions for the last 24-

hours. 

 

Figure 5-4 No file deletions for the last 24-hours in OU_OSCER_ATLAS 
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Figure 5-5 Last 24-hour file deletions in UTA_SWT2 

This thesis provides admin to view the cluster health not only for the past 24-

hours, but also for the past one week and past two weeks for any site. In addition to the 

past one- and two-weeks cluster health, the admin also monitors the cluster health for 

every day of the week. See Figure 5-6 for Cluster health dashboard for previous weeks. 
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Figure 5-6 Cluster health dashboard for the previous weeks 

See Figure 5-7 , which shows the cluster health for the past one week in 

UTA_SWT2. 

 

Figure 5-7 Cluster health for the past one week in UTA_SWT2 

The weekly cluster health monitoring uses plotly library for visualization. See 

Figure 5-8 for the weekly deletion metrics for UTA_SWT2, as on 10/20/2018. 
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Figure 5-8 Weekly deletion metrics for UTA_SWT2 

In the above chart, the other dates within the seven-day range are not displayed, 

which indicates no deletion operations happened on those dates. The chart provides an 

interactive visualization [36],  which enables the manipulation of chart images with the 

data and color. In this thesis,  the admin can view the number of deletions planned, 

number of deletions done successfully and number of failed deletions individually for a 

unique view. By clicking on the ‘Failed’ legend, the chart shows only the failure metrics. 

See Figure 5-9 for number of deletions failed in SWT2_CPB. 
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Figure 5-9 Number of deletions failed in SWT2_CPB 

When clicking on the ‘Done legend, the chart shows only the files that are deleted 

successfully. See Figure 5-10 for number of successful file deletions in SWT2_CPB. 

 

Figure 5-10 Number of successful file deletions in SWT2_CPB 
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As plotly library provides an interactive visualization, the administrators on hover 

of the chart, can view and compare the details on the number of files planned for 

deletion, number of files failed in deletion and number of files deleted successfully for the 

chosen day.   

The graph can also be downloaded and saved in the local disk using camera 

icon in the chart.  The user can also zoom in and zoom out the chart for an enlarged and 

detailed view. See Figure 5-11 to view the interactive visualization of deletion metrics in 

OU_OSCER_ATLAS site on 10/14. 

 

Figure 5-11 Deletion metrics in OU_OSCER_ATLAS 

The deletion metrics can also be viewed for any day for the two-week time.  

See Figure 5-12 for overall cluster health in UTA_SWT2 for the past 14 days. 
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Figure 5-12 Overall cluster health in UTA_SWT2 for the past 2 weeks 

The graph can be viewed for any chosen site. See Figure 5-13 for file deletion metrics in 

SWT2_CPB for the past 14 days. 

 

Figure 5-13 Deletion metrics in SWT2_CPB for the past 2 weeks 
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Starting with the current date as 11/2, the chart can be viewed for the following 

dates for the past two weeks. 

 

For example, we click on the date 10-26, to view the deletion metrics for the 24-hour 

time starting from 12.00am of the day to 11.59pm. The x-axis scale value 1, shows the 

metrics of the first hour.ie. 12.00 am to 12.59am. See Figure 5-14 for file deletion 

metrics in SWT2_CPB for a chosen date. 

 

 

Figure 5-14 File deletion metrics in SWT2_CPB for the chosen date 
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With the above monitoring details, the administrators can view the deletion 

metrics for any site and any time just on the click of a button. They can take actions in 

prior, even before receiving alerts from the existing Rucio monitoring system. 

 

5.2.2 File transfer metrics 

The file transfer metrics shows the following details for each site: 

a) No.of files transferred 

b) No.of files failed  

The  24-hour cluster health for file transfer shows how many files are transferred 

successfully and how many files have failed in transfer both at the source and destination 

for any time of the day. With file transfers, it is important for the administrators to know 

the details with respect to source as well as destination. See Figure 5-15 for the last 24-

hour file transfers with UTA_SWT2 as source site. 

 

Figure 5-15 Last 24-hour file transfers with UTA_SWT2 as source 
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In the above graph, it is clear, that the graph is generated at 2.00pm of the day, 

and it shows the metrics till 3.00pm of the previous day. It is useful for the admin to know 

when the graph was generated and the file transfer metrics for any hour of the day. See 

Figure 5-16, for the last 24-hour file transfers with UTA_SWT2 as destination site. 

 

Figure 5-16 Last 24-hour file transfers with UTA_SWT2 as destination 

  

See Figure 5-17, for the last 24-hour file transfers with SWT2_CPB as source site. 
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Figure 5-17 Last 24-hour file transfers with SWT2_CPB as source 

 See Figure 5-18, for the last 24-hour file transfers with OU_OSCER_ATLAS as   

destination site. 

 

Figure 5-18  Last 24-hour file transfers with OU_OSCER_ATLAS as destination 
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The admin can also view the transfer metrics for the past one week and past two 

weeks for any site for both  source and destination. See Figure 5-19 for the transfer 

details for the past one week in SWT2_CPB as source. 

 

Figure 5-19 SWT2_CPB as source transfers for the past one week 

 

The administrator can click on any date to view the transfer metrics for the site 

with respect to source and destination. See Figure 5-20 for the transfer details for the 

past one week in SWT2_CPB as destination site. 
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Figure 5-20 SWT2_CPB as destination transfers for the past one week 

 

The admin can have a comparative view of transfers and failures like the above 

graph or can view the number of successful and failed transfers separately by clicking on 

the respective legends. See Figure 5-21 that shows only the successful transfers at 

UTA_SWT2 as the source site for the past one week. See Figure 5-22 that shows only 

the failed transfers at UTA_SWT2 as the source site for the past one week. 
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Figure 5-21 Successful transfers at UTA_SWT2 as source 

 

 

Figure 5-22 Failed transfers at UTA_SWT2 as source 
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The admin can also view the transfer details for the past two-week period. See Figure 

5-23 for transfers at OU_OSCER_ATLAS as the source site for the past two weeks. 

 

Figure 5-23 Transfers at OU_OSCER_ATLAS as source for the past two weeks 

See Figure 5-24 for transfers at OU_OSCER_ATLAS as the destination site. 

 

Figure 5-24 Transfers at OU_OSCER_ATLAS as destination for the past two weeks 
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The admin can view the transfer details of any site for any date under the two 

weeks period. See Figure 5-25 for transfers at SWT2_CPB as source for a chosen date. 

 

Figure 5-25 Transfers at SWT2_CPB as source for a chosen date 

 

See Figure 5-26 for transfers at SWT2_CPB as destination for a chosen date. 

 

Figure 5-26 Transfers at SWT2_CPB as destination for a chosen date 



 

53 
 

The monitoring of file deletion and transfer metrics in this thesis provides 

administrators a more efficient solution than the existing Rucio monitoring system. This 

thesis provides real time metrics and required information for monitoring the health of 

clusters and the solution thus becomes more effective. This work does not stop in 

monitoring the cluster health, but also analyzes the failures in file transfers happening 

between two performing sites. The thesis explains how the failures are analyzed in the 

next chapter. 
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Chapter 6  

Failure Analysis in File transfers 

 
ATLAS experiments create a large volume of data. High computing systems [37] 

are used to analyze the data. The data is growing every year and the computation 

involves more input output operations per second (IOPS) [38]. To handle such enormous 

volume of data and perform computations, the applications need to be distributed over 

clusters [39]. 

6.1 Cluster Failures 

 The clusters must be protected against the three important types of outages [40] 

which are mentioned below: 

a) Application /Service failure – This outage affects applications and services on 

the network. 

b) System / Hardware failure – This outage affects hardware components like 

CPU, drives, memory. 

c) Site failure – These are generally caused by natural disasters. 

The current problem is, as there are multiple sites within CERN, the failures may not be 

discovered for a long period of time. In this thesis, we are identifying the partner sites, 

which are having issues with the Tier 2 sites in US SW region, being source and 

destination. This thesis analyzes the  success percentage in transfers and ranks the sites 

having highest difference in success rates between the maximum and minimum 

thresholds.  

6.2 Define threshold for failure analysis 

The thesis allows to configure the analytics thresholds within the web framework.  

See Figure 6-1 for analytics thresholds configuration for failure analysis. 
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Figure 6-1 Analytics thresholds configuration for failure analysis 

 

The following parameters are considered when analyzing failures during file transfers 

between sites.  

a) Success Threshold defines to analyze the sites having successful transfer 

rates less than 70%.  

b) No.of files defines the total number of failed transfer files for any site. If the 

number of files failed is less than 10, we can ignore as it is not a huge failure 

to analyze. 

c) The minimum and maximum  time period are the days through which we 

compare the failures. We analyze the failure for a weeks’ time, then we 

analyze the failures for 3 months’ time and compare the failures between the 

sites that occurs in both the time periods and rank them based on their 

difference in success rate. 

6.3 Failure analysis implementation 

The thesis analyzes the failures in Tier 2 default sites being the source and 

destination with other sites.  See Figure 6-2 for failure analysis dashboard. 
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Figure 6-2 Failure analysis dashboard 

                       

See Figure 6-3 for failures by destination sites with SWT2_CPB as source for the past 7 

days’ time. 

 

Figure 6-3 Failures by destination sites with SWT2_CPB as source for the past 7 days 
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From the above graph, we could see that the transfers within SWT2_CPB and 

UKI_SOUTHGRID_SUSX had failed and their success rate is 0%, as no files have 

transferred between them. The destination sites are arranged with increasing success 

rates. See Figure 6-4 for failures by destination sites with SWT2_CPB as source for the 

past 90 days’ time. 

 

Figure 6-4 Failure by destination with SWT2_CPB as source for the past 90 days 

 

  Now we can compare the failure with SWT2_CPB as source to the 

destinations in the 7 days and 90 days’ time and identify the sites which are having a 

problem as destination during transfer. This thesis then ranks the sites based on their 

success rate difference in the two time periods. See Figure 6-5 for the sites that failed as 

destination with SWT2_CPB as source. 
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Figure 6-5 Failed destination sites with SWT2_CPB as source and success rate 

 

Similarly, we can identify the sites that are failing as source with Tier 2 default sites 

being the destination. See Figure 6-6 for failures by source sites with UTA_SWT2 as 

destination for the past 7 days’ time. 

 

Figure 6-6 Failure by source with UTA_SWT2 as destination for the past 7 days 
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See Figure 6-7 for failures by source sites with UTA_SWT2 as destination for the past 

90 days’ time. 

 

Figure 6-7 Failure by source with UTA_SWT2 as destination for the past 90 days 

We can compare these failures with UTA_SWT2 as source and identify the sites 

failing during transfers. See Figure 6-8 for the sites that failed as source with 

UTA_SWT2 as destination. 

 

Figure 6-8 Failed source sites with UTA_SWT2 as destination and success rate 
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For example, when analyzing the failure results, it is seen that the transfers to 

and from the site PSNC, is failing and obvious that the site has some problems. These 

failure sites may take a longer time to be detected by CERN and failure analysis in this 

thesis helps to discover the failed sites easily. 
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Chapter 7  

Summary and Conclusion 

 
This thesis started with a goal to monitor the health of clusters in an effective 

way, analyze the failures and use machine learning algorithms to predict the site failures 

in future. This research provides a web-based framework for monitoring the health of 

clusters in Tier 2 facility of US South west region. This work collects real time data every 

hour through cron and alerts are sent to the administrators when the success rates fall 

below the defined threshold. This thesis focuses on the deletion and transfer metrics, 

which are important in cluster health monitoring. The deletion metrics shows the number 

of files planned for deletion, number of files deleted successfully, and number of files 

failed in deletion process. The transfer metrics shows the number of files transferred 

successfully and the number of files failed to transfer both as source and destination. 

The cluster health is monitored for various time intervals of the last 24 hours, 

past one week and past two weeks. This research monitors the day wise health for any 

day of the week. Site failures are also analyzed in this work for  7days period and 90 

days period and the failures are compared and ranked based on their success rates. All 

the thresholds defined in this thesis are configurable, which enables to monitor the cluster 

health for any period.  

In addition to monitoring and failure analysis, this thesis also predicts the sites 

which may fail due to diminishing deletions or transfers by machine learning algorithm. 

Cluster health monitoring and failure analysis is an important part of any data center and 

this solution is designed keeping in mind the problems in the current monitoring solution. 

This thesis provides a solution to monitor cluster health in an effective way , tracks the 

hourly deletion/ transfer metrics, analyzes failed sites and predicts site failures in future. 
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Chapter 8  

Future Work 

 
The Tier 2 data centers must have 99.74% uptime [41]  and experiences only 22 

hours of down time per year. The experiments at CERN involves enormous data flowing 

and the data centers must process petabytes of data every day. For such complex 

computation, the reliability of data centers is very important, and the sites must be 

performing the operations without failing. However, failure in data centers is unavoidable 

due to manual errors is network management, installations and maintenance works. The 

solution to know about the failures and the current cluster health is given in this thesis. 

The failures in deletion/transfer between the sites gives us several logs about it. 

Many logs may be irrelevant for the failure. The administrator must go through the failure 

logs, understand the reason behind the failure and then provides solution. In future, if we 

can come up with any solution or algorithm to analyze the logs from the failed sites and 

provide the administrator with the exact reason for failure, a lot of time can be saved. A 

small increase in the uptime percentage in such enormous data flow can increase the 

reliability which could save the computing resources. 
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