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Abstract 

 
FRACTURE DENSITY AND BRITTLENESS OF THE MESOZOIC FORMATIONS 

EXPOSED ON THE CANADIAN ESCARPMENT OF EASTERN NEW MEXICO 

Scott Alexander Moore, MS 

 

The University of Texas at Arlington, 2018 

 

Supervising Professor: John S. Wickham 

Production of hydrocarbons from tight and unconventional reservoirs has become 

so prevalent, the need to understand rock fracture mechanics has become 

increasingly important. A specific research goal is the need to understand fracture 

density and brittleness and what can affect the two. Fracture density is defined as 

the fracture surface area per unit volume and is calculated from strain energies 

and material properties of the rocks. Brittleness has been defined as the fracture 

density at a particular strain state (Wickham et al., 2013).  

There are three goals for this study. One is to use the dimensionless 

geomechanical fracture density equation, 
ி𝑑𝐾𝐼𝐶మସఓమሺଵ+ఔሻ = ܣ 𝜐ଵ−ଶ𝜐 +  to test whether ,ܤ

the strain conditions were constant in the sampled stratigraphic layers. If strain 

conditions were constant, then the data will plot as a straight line with a positive 

slope where A is the slope of the line and B is the intercept. A and B are estimates 

of the strain state as a function of the strain invariants.  
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Another goal is to compare a brittleness equation commonly used in the industry, ܤଵ9 = ா೙+𝜐೙ଶ  (Equation 1), and the geomechanical equation, 

ௗܨ = ସఓమሺଵ+𝜐ሻ𝐾𝐼𝐶మ ܣ] 𝜐ଵ−ଶ𝜐 +  All layers were ranked according to their .(Equation 4)[ܤ

brittleness using the two equations. If the two methods are equivalent, the ranking 

should be the same. The advantage of the geomechanical equation (Equation 4) is 

that the results are based on established fracture mechanics equations and not 

intuitive relationships. 

A third goal is to directly measure fracture toughness using a method 

recommended by the International Society of Rock Mechanics, the Cracked 

Chevron Notched Brazilian Disc Test (CCNBD) and compare those measured 

values with values calculated using an equation that correlates fracture toughness 

with Young’s Modulus (Whittaker, 1993) and see if the two methods correlate 

with one another. 

Fracture density measurements were taken at a road-cut in the Tucumcari Basin 

on the Canadian Escarpment in East Central New Mexico. The road-cut is located 

on NM Highway 104 and is about 30 miles east of Las Vegas, NM. Samples were 

collected and brought back to UTA to measure density, fracture toughness, and 

dynamic material properties (Poisson’s Ratio, Young’s Modulus, and Shear 

Modulus) calculated from P and S wave velocities.  
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Results show that the measured stratigraphic layers were subject to constant 

strain, the fracture density brittlness and the Jin et al., (2014) brittleness 

calculations did not correlate, and that the fracture toughness values obtained 

from the CCNBD did correlate well with the values obtained for fracture 

toughness using the Young’s Modulus correlation equation (Whittaker et al., 

1993).    
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Chapter 1  

Introduction 

Over the past decade, the oil and gas industry has evolved through the emergence 

of new drilling and completion technologies that now allow companies to access 

and exploit oil and gas reserves that weren’t previously accessible through 

standard drilling and completions practices. Hydraulic fracturing in horizontally 

drilled wells has created a new batch of questions to be answered and problems to 

be solved. Brittleness of rocks is an important variable in the oil and gas industry 

due to the rise of production through hydraulic fracturing in unconventional 

reservoirs. Another problem related to hydraulic fracturing is the definition of 

brittleness. There are many definitions of brittleness and not one is exactly the 

same (Jackson, Mehl, and Neuendorf, 2005; Jin et al, 2014; Kahraman and 

Altindag, 2004; Mullen et al., 2012; Wickham et al, 2013). In this thesis. 

brittleness is defined as fracture density at a particular strain state; this can be 

calculated from an equation based on geomechanical principles. The other 

definitions seem to be based on intuitive relationships. 

As exploration and production companies continue making new discoveries and 

look back at older fields, research in this area will become critical for companies 

to understand how to produce hydrocarbons in an economic fashion.  

In addition, fracture toughness of rocks is an important material property that has 

not been previously used in the industry to estimate brittleness. Using Fracture 
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density (fracture surface area per unit volume) as the definition of brittleness, 

fracture toughness as well as the other material properties of the rock, such as 

Poisson’s Ratio, Young’s Modulus, and the Shear Modulus. Are all included 

(Wickham et al., 2013). 

At this time, brittleness does not have a standard definition. Other ways used to 

predict brittleness are based on internal friction angle, Young’s Modulus, 

Poisson’s Ratio, and mineralogy. The Young’s Modulus and Poisson’s Ratio 

brittleness is often used in the industry and is defined by the following equation 

from Jin et al., (2014):  

ଵ9ܤ = ா೙+𝜐೙ଶ ……Equation 1 

where ܧ௡ and 𝜐௡ are normalized dynamic Young’s Modulus and Poisson’s Ratio, 

and are defined as:  

௡ܧ = ா−ா೘𝑖೙ா೘𝑎𝑥−ா೘𝑖೙……Equation 2 

𝜐௡ = 𝜐೘𝑎𝑥−𝜐𝜐೘𝑎𝑥−𝜐೘𝑖೙……Equation 3 

where Emin and Emax are the minimum and maximum dynamic Young’s Modulus 

for the stratigraphic column (Triassic through Cretaceous in this case), min and 

max are the minimum and maximum for Poisson’s Ratio for the column and are 

all constants. E and  are Young’s Modulus and Poisson’s Ratio for the particular 
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layers being measured and are variables. Equation 1 indicates the sample with 

highest Young’s Modulus and lowest Poisson’s Ratio has higher brittleness and is 

derived from the assumption that brittle materials experience both less axial strain 

and lateral strain (Jin et al., 2014).  

In this thesis the fracture density and Young’s Modulus/Poisson’s Ratio 

definitions of brittleness are compared using the Mesozoic outcrops described in 

Ch 4. 
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Chapter 2  

Purpose and Expected Results 

The purpose of this study is to use the following geomechanical fracture density 

equation: 

ௗܨ = ସఓమሺଵ+𝜐ሻ𝐾𝐼𝐶మ ܣ] 𝜐ଵ−ଶ𝜐 +  Equation 4 .……[ܤ

to predict fracture density-brittleness at a particular strain state measured by A 

and B (See Table 1 for definitions of each variable). This equation assumes linear 

elasticity and that energy to create new fracture surface area comes from the 

elastic strain in the rock volume (Wickham, et al., 2013). By applying progressive 

uniaxial strain to samples with different material properties and using this 

equation, a brittleness graph can be created that shows the rock with largest 

fracture density at a particular strain state and therefore most brittle. The 

geomechanical measure of brittleness can then be compared to Equation 1. The 

purpose of brittleness evaluation is to identify formations of low, medium, and 

high brittleness, so that companies can better appraise a rock’s potential for 

hydraulic fracturing (Rickman, et al., 2008). Using the geomechanical equation, 

brittleness is defined as the fracture density of a material at a specified strain state, 

so given two materials under the same strain state, the material with the higher 

fracture density is most brittle. Using Equation 1, the rock with the highest 
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Young’s Modulus and the lowest Poisson’s Ratio is most brittle. All layers will be 

ranked for brittleness using the two equations (Equations 1 and 4). If the two 

methods are equivalent, the ranking should be the same. Since the equations differ 

in the material properties that they use, we do not expect them to give the same 

results. 

Another purpose is to use Equation 5, the dimensionless form of Equation 4, to 

test whether the strain conditions are constant from layer to layer or whether the 

ultimate strength has been reached.  

ி𝑑𝐾𝐼𝐶మସఓమሺଵ+ఔሻ = ܣ 𝜐ଵ−ଶ𝜐 +  Equation 5 .……ܤ

Refer to Table 1 for definition of variables used. If strain conditions are constant 

and within the yield portion of the stress-strain curve, then the data will plot as a 

straight line with a positive slope where A and B are related to the strain 

invariants. 

A third goal is to compare fracture toughness values obtained through the Cracked 

Chevron Notched Brazilian Disc Test method (CCNBD) with values obtained 

through a series of correlation equations from Whittaker et al., (1993). Because 

the CCNBD is a direct measure of fracture toughness we expect this to provide a 

test of the accuracy of the correlation equations and more accurate values for 

fracture toughness. 
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Chapter 3  

Theoretical Formulation 

Fracture density and brittleness are defined as fracture area per volume in units of 

(Length)
-1

. Table 1 lists all of the symbols used and their meaning. 

Table 1 - Explanation of symbols used. 

Symbol Meaning 

U Energy 

UV Strain energy in volume V 

A Area 

G Energy release rate 

 Stress 

 Strain 

Fd Fracture Density 

Ua Energy per fracture area created 

 Elastic Shear Modulus 
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 Poisson’s Ratio 

E Young’s Modulus 

 Mass Density 

Vp Compressional wave velocity – P Wave velocity 

Vs Shear wave velocity – S Wave velocity 

I1 First strain invariant 

I2 Second strain invariant 

KIC, KIIC, KIIIC Critical stress intensity factors for Mode I, II, III fractures for fracture 

toughness 

 

Strain energy density is the area under a stress-strain curve: 

     ܷ𝑣 = ∫ ௫݀௫భ௧బ ……Equation 6 

A.A. Griffith (1921) developed a fracture criteria based on strain energy and G.C. 

Sih (1985) has expanded on this creating a more comprehensive theory 

summarized as follows: 
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 “The strain energy density theory in its most basic form can be formulated 

from the basic hypothesis that the surface and volume energy density of each 

material element are related by the rate of change of volume with surface.” (Sih 

1985 p. 167).  

Shown as a differential equation as: 

     ቀௗ஺ௗ௏ቁ ቀௗ௎ௗ஺ቁ = ሺௗ௎ௗ௏ሻ……Equation 7 

where A is the fracture surface area, V is volume, and U is the strain energy. 

However, for this study, the integrated form over a volume element is used: 

     ሺܨௗሻሺܷ𝑎ሻ = ሺܷ𝑣)……Equation 8 

where Fd = Fracture density (the fracture surface area in the volume of rock); Ua = 

energy per fracture area, which is considered a material property; Uv = strain 

energy in the volume of rock. Ua also accounts for all of the energy that goes into 

producing a new fracture surface area, energy dissipated as heat, acoustic 

emissions, and other crack growth in the process zone. Ua takes into account the 

energy associated with damage and plastic deformation emphasized by Busetti et 

al., (2012). Uv is understood to be the elastic strain energy associated with a 

volume. Below the elastic yield point Uv might be associated with closing cracks 

and a reduction of fracture density, while above the yield point Uv might be 
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associated with increasing volume, fracture density, and plastic deformation. 

Additionally, above the yield point, the assumption is that the matrix material 

away from the fracture and damage zones continues to behave elastically, 

building elastic strain energy. Some of that elastic energy, Uv, is converted into 

fracture energy, so in this approach it should not matter whether the material 

yields in tension or compression. The important result of this theory is that 

fracture density measured over some volume of rock is a function of the strain 

energy in that same volume of rock at the time the fractures formed.  

Strain energy density is expressed as: 

 ܷ𝑣 = ଵଶ (௫௫௫௫ + ௬௬௬௬ + ௭௭௭௭) + ሺ௫௬௫௬ + ௬௭௬௭ +
௭௫௭௫ሻ……Equation 9 

The assumption is made that up to the yield point all strain energy is elastic, and 

above the yield point, the matrix material away from the damage zones is also 

deforming elastically. Some of the elastic strain energy in the matrix is now used 

to create more fracture surface instead of elastic distortion. Another assumption is 

that Ua, the energy per fracture area, is constant for a particular rock type since it 

is related to fracture toughness, which tends to be constant for a particular 

material. Linear elasticity is also assumed, so substituting the equations for linear 

elasticity into Equation 9, the strain energy density in a particular rock volume of 
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constant elastic properties is: 

ܷ𝑣 = 𝑣ଵ−ଶ𝑣 ሺ௫௫ + ௬௬ + ௭௭ሻଶ + (௫௫ଶ + ௬௬ଶ + ௭௭ଶ ) + ʹሺ௫௬ଶ + ௬௭ଶ +
௫௭ଶ )……Equation 10 

where Uv is the elastic strain energy (some of which can be used to create fracture 

surface area), Nu (ݒ) is Poisson’s ratio, and Mu () is the Shear Modulus. Written 

in terms of the strain invariants, Equation 10 becomes: 

    ܷ𝑣 = ሺܣ 𝑣ଵ−ଶ𝑣 +  ሻ……Equation 11ܤ

The strain invariants are as follows: 

𝐼ଵ = ଵ + ଶ + ଷ 

𝐼ଶ = ଵଶ + ଶଷ + ଷଵ 

Rewriting A and B in Equation 11 in terms of the strain invariants gives:      

ܣ = 𝐼ଵଶ = ଵଶ + ଶଶ + ଷଶሺଵଶ + ଶଷ + ଷଵሻ 

ܤ = ଵଶ + ଶଶ + ଷଶ = 𝐼ଵଶ − ʹ𝐼ଶ 

Substitute Equation 11 into Equation 8 and we get: 

ௗܨ     = ఓ௎𝑎 ሺܣ 𝑣ଵ−ଶ𝑣 +  ሻ……Equation 12ܤ
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And rewriting Equation 12 yields the dimensionless form: 

    
ி𝑑௎𝑎ఓ = ሺܣ 𝑣ଵ−ଶ𝑣 +  ሻ……Equation 13ܤ

If the strain state represented by A and B is constant, then the measurements of 

fracture density and the material properties should plot as a straight line with a 

positive slope. 

Ua, the fracture surface energy, is related to the critical energy release rate Gc. For 

brittle-elastic materials, the following equation can be derived (Bakers T., 2005):  

௖ܩ      = ʹܷ𝑎……Equation 14 

There is a critical stress intensity factor associated with each mode of fracturing. 

The critical stress intensity factor is dependent on sample geometry, size and 

location of the crack, and the magnitude and distribution of load on the material. 

Irwin (1985) showed the equivalence of the energy release rate and the stress 

intensity factor, which is expressed as: 

௖ܩ     = 𝐾𝐼𝐶మଶఓሺଵ+𝑣ሻ + 𝐾𝐼𝐼𝐶మଶఓሺଵ+𝑣ሻ + 𝐾𝐼𝐼𝐼𝐶మଶఓ ……Equation 15 

Since we measure joints in the field, we assume Mode 1 fractures (opening mode 

fractures) dominate, so Equation 15 can be simplified to: 
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௖ܩ      = 𝐾𝐼𝐶మଶఓሺଵ+𝑣ሻ……Equation 16 

 

Combining Equations 14 and 16 gives: 

     ܷ𝑎 = 𝐾𝐼𝐶మସఓሺଵ+𝑣ሻ……Equation 17 

Equation 12 becomes: 

ௗܨ     = ସఓమሺଵ+𝑣ሻ𝐾𝐼𝐶మ ሺܣ 𝑣ଵ−ଶ𝑣 +  ሻ……Equation 18ܤ

And Equation 13 becomes: 

    
ி𝑑𝐾𝐼𝐶మସఓమሺଵ+𝑣ሻ = ሺܣ 𝑣ଵ−ଶ𝑣 +  ሻ……Equation 19ܤ

(Derivations from Wickham, et al, 2013). 



 

 13 

Chapter 4  

Geologic Background 

The study area is located in the Tucumcari Basin on the Canadian Escarpment in 

East Central New Mexico along NM Highway 104 about 30 miles east of Las 

Vegas, NM (Figure 1). All the stratigraphic units used in this study are Triassic 

through lower Cretaceous in age (Figure 2). The following is an overview of each 

of the formations found in the area surrounding Las Vegas, New Mexico. 

Triassic 

The Chinle Formation lies conformably above the Santa Rosa Sandstone. 

Baltz (1972) divided the formation into three members in the Las Vegas area: a 

lower shale member, middle sandstone member, and an upper shale member. The 

Chinle was deposited in fluvial channels and floodplains, which is shown by 

fluvial cross-stratification, ancient channels, and lithology of its members. There 

are also numerous deposits of petrified wood in the middle sandstone member, 

(Lessard and Bejnar, 1976).  

Jurassic 

There are three Jurassic units in the Las Vegas area. The Entrada Sandstone, 

Todilto Limestone, and the Morrison Formation. The Entrada Sandstone is a pale 

orange sandstone that lies unconformably over the Chinle Formation. It has also 

been referred to as the Exeter and Ocate Sandstone. It is a fine- to medium-



 

 14 

grained, feldspathic quartz arenite, varies from thin to thick beds, and contains 

some cross laminations (Lessard and Bejnar, 1976). The Entrada Sandstone was 

deposited in a lacustrine environment in the Las Vegas area and in an eolian 

environment in the Tucumcari Basin area.  

The Todilto Limestone lies conformably on the Entrada Sandstone. It contains 

limy siltstone and shale and is medium to dark gray and thinly bedded. It was 

deposited in a lacustrine environment with little influence from terrestrial 

sedimentation (Lessard and Bejnar, 1976).  

The Morrison Formation overlies the Todilto Limestone both conformably and 

unconformably and is divided into three members in the Las Vegas area. The 

lower member contains thin, alternating beds of claystone, siltstone, dolostone, 

limestone, and quartz arenite. It also contains bentonite and channel deposits. The 

middle member contains thick quartz arenites that alternate with mudstones and 

quartz rudites, with cross-stratification and channeling. Alternating claystones, 

siltstones, and arenites containing channeling and cross-stratification make up the 

upper member. In the Las Vegas area, the Morrison Formation is a fluvial unit 

that was deposited in channels, lakes, and floodplains (Lessard and Bejnar, 1976). 

In the Tucumcari Basin the Morrison is made up of thick sandstones and 

conglomerates (Wanek, 1962).  
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Cretaceous 

The Dakota Group overlies the Morrison paraconformably, meaning there 

is no apparent erosion - the beds lie parallel to one another (non-depositional 

unconformity). In the Las Vegas area, the Dakota Group is divided into three 

units: a lower sandstone, middle shale, and upper sandstone. The Lower 

Sandstone is a pale, grayish-orange to very light gray, conglomeratic to fine-

grained, cross-stratified, quartz arenite that was deposited on a piedmont plain at 

the foot of mountains with sediment deposited by shifting streams. The Middle 

Shale unit is silty, fine-grained, quartz arenite and black carbonaceous shale 

deposited on a swampy coastal plain. The Upper Sandstone is light to dark gray, 

fine- to medium grained quartz arenite containing carbonized wood fragments and 

was deposited in a beach/lagoon complex (Lessard and Bejnar, 1976).  
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Figure 1 - Location of outcrops shown in red box. 
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Figure 2 - Stratigraphic succession of road-cut formations. Relevant 

formations are Dakota Sandstone, Morrison Formation, Todilto Formation, 

Entrada Sandstone, Chinle Formation, and the Santa Rosa Formation, 

which are all Mesozoic in age. (Lucas and Kues, 1985). 
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Chapter 5 

Methods and Data 

Fracture densities were measured using scan lines on roadcuts located in the 

Tucumcari Basin on the Canadian Escarpment in East Central New Mexico. The 

road-cut studied is located on NM Highway 104 and is about 30 miles east of Las 

Vegas, NM (Figure 1). All the stratigraphic units used in this study are Triassic 

through lower Cretaceous in age (Figure 2). The outcrops are located in relatively 

close proximity to each other, so if each layer was subject to the same strain, then 

Equation 19 will plot as a straight line with a positive slope. This means the layers 

cannot be curved and must be deformed under extension. To avoid measuring 

fractures created by dynamite blasting areas around drill holes were avoided. 

Figure 3 shows the three different modes of fracturing: 
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Figure 3 - Fracture modes from Kanninen and Popelar (1985): opening 

Mode I, sliding Mode II, and tearing Mode III. 

 

Once fracture densities were measured, a rock sample was taken from each layer 

that was measured to bring back to UTA. Samples were cut in order to measure 

density, fracture toughness, and dynamic elastic properties in Dr. Griffith’s 

Geomechanics Lab in the Geoscience Building and Dr. Yu’s Materials 

Characterization Lab in the Engineering Complex.  
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5.1 Field Measurements 

The method for measuring fracture density in outcrops in the field is described in 

Chiles et al., (2008). The following is a list of the measurements that were made: 

1. GPS position of outcrop; 

2. The distance at which the fracture intersects the scanline; 

3. The length of the fracture in the layer; 

4. Fracture orientation; 

5. Thickness of the layer being measured; 

6. Orientation of the layer; 

7. Orientation of the scanline; 

8. Orientation of the surface containing the scanline; 

9. Any curvature or faults associated with the bed were noted if present. 

Length of each scanline varies for each stratigraphic layer because it is dependent 

on fracture spacing within each layer. The scanline length needs to be long 

enough so there is an adequate statistical sample of the fractures. All of the 

outcrops measured were in the same locale in the Tucumcari Basin on the 

Canadian Escarpment in East Central New Mexico on NM Highway 104 about 30 

miles east of Las Vegas, NM (Figure 1). The fracture densities for the field 

measurements were calculated using spreadsheets that take into account the strike, 

dip, bed thickness, scanline length, scanline trend and plunge, the length of the 
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fractures and the spacing between the fractures.  For joints measured on surfaces 

perpendicular to bedding, the length of the fractures was weighted by dividing by 

the bedding thickness. For fractures measured on bedding surfaces, the fractures 

were weighted by dividing by the longest fracture. All fractures then had a 

dimensionless value between 0 and 1. Fracture density was calculated by taking 

the sum of the fracture length weighting, which is the individual fracture length 

divided by the maximum value of the fracture lengths for all scanlines at that 

individual station. There is also an orientation bias. Joints perpendicular to the 

scan line are sampled correctly while those at angle are sampled less. This was 

corrected by finding the angle  between the vector represented by the scanline 

and the vector represented by the perpendicular to the joint. The weighted joint 

length was multiplied by the Cos so the perpendicular fractures received a 

weight of 1 while the parallel fractures received a weight of zero. 

The result was a series of weighted, dimensionless numbers between 0 and 1. 

These were added together for each scanline in a layer and divided by the total 

length of scanlines for that layer to get the fracture density in units of M
-1

 

 

5.1.1 Day 1; 5-21-17 

 The first set of beds measured, 5-21-17A, 5-21-17B, and 5-21-17C, were 

all in the Dakota Formation, which is Cretaceous in age, and were moderately 
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sorted with grain size ranging from medium to coarse. Station 5-21-17A and 

station 5-21-17C were both measured parallel to the bedding plane. Station 5-21-

17A, was measured on the top of the Dakota Formation (Figure 4). Bed thickness 

was approximately 40 feet, had a strike of 298 degrees and a dip of 5 degrees. The 

scanline was approximately 30 feet long. The average fracture length was 5.27 

feet and fracture density was 0.45 m
-1 

(Table 2).
 
The strike orientation of the joint 

sets were predominantly in the N-S, E-W directions (Figure 5).  

Station 5-21-17B was measured on the base of the Dakota and had a bed thickness 

of approximately 15 feet, strike of 298 degrees, and dip of 5 degrees, while the 

strike of the outcrop was 80 degrees with a dip of 90 degrees (Figure 6). Fracture 

length averaged out at 2.59 feet and fracture density is 1.44 m
-1

 (Table 3)
 
with a 

strike orientation of the joint sets mostly in the N-S direction (Figure 7).  

Station 5-21-17C was also measured on the base of the Dakota and had a bed 

thickness of 5 feet with a strike of 340 degrees dipping at 12 degrees (Figure 8). 

Average fracture length was 1.92 feet and fracture density is 1.12 m
-1

 (Table 4)
 

with joint set’s strike orientation of N-S and E-W with lots of scatter (Figure 9). 

Samples from each bed were collected and brought back to perform various lab 

tests to obtain material property measurements. 
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Figure 4 - Dakota Sandstone. Measured parallel to bedding; Station 5-21-17A. 

  

 

 



 

 24 

 

 

Table 2 - Fracture density measurements from the Dakota Sandstone; 5-21-17A. 
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Figure 5 - Stereonet of poles to joints. North at top station; Station 5-21-17A. 
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Figure 6 - Dakota Sandstone. Bed measured outlined in red box; Station 5-21-

17B. 
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Table 3 - Fracture Density measurements from the Dakota Sandstone; Station 5-

21-17B. 
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Figure 7 - Stereonet of poles to joints. Station 5-21-17B. 
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Figure 8 - Dakota Sandstone. Measured parallel to bedding; Station 5-21-17C. 
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Table 4 - Fracture Density measurements from the Dakota Sandstone; Station 5-

21-17C. 
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Figure 9 - Stereonet of poles to joints. Station 5-21-17C. 
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5.2.1 Day 2; 5-22-17 

 The second set of beds measured and sampled were all Jurassic in age. Station 5-

22-17A was a sandstone unit and part of the Morrison Formation. Stations 5-22-17B and 

5-22-17C were part of the Todilto Formation and are a micritic limestone and limy 

siltstone, respectively. Station 5-22-17A was measured in the Upper Morrison Formation 

and has a bed thickness of approximately 2.60 feet with a strike of 140 degrees and a dip 

of 12 degrees (Figure 10). Outcrop strike and dip was 180 degrees and 90 degrees, 

respectively. The average fracture length was 0.84 feet and the outcrop had a fracture 

density of 3.85 m
-1

 (Tables 5 and 6) with a strike orientation of the joint sets 

predominantly in the N-S direction with some scatter (Figure 11).  

Station 5-22-17B was measured in the Todilto Formation (Figure 12). The bed thickness 

is approximately 2.6 feet and has a strike of 340 degrees and is dipping at 5 degrees, 

while the outcrop strike is 160 degrees with a dip of 90 degrees. The average fracture 

length is approximately 1.64 feet and the outcrop has a fracture density of 2.33 m
-1

 

(Tables 7 and 8) with a strike orientation of the joint sets in the N-S direction and some in 

the E-W direction (Figure 13).  

Station 5-22-17C was also measured in the Todilto, in a limy siltstone portion and had a 

bed thickness of about 5.5 feet with a strike of 340 degrees and a dip of 5 degrees (Figure 

14). Outcrop strike was 153 degrees with a dip of 90 degrees. Average fracture length 

was approximately 3.6 feet and fracture density is 1.01 m
-1

 with strike orientation of joint 

sets in the N-S, E-W directions (Figure 15).  
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Figure 10 - Upper Morrison. Bed measured outlined in red box; Station 5-22-17A. 
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Table 5 - Fracture Density measurements from the Morrison Formation; Station 

5-22-17A. Part 1. 
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Table 6 - Fracture Density measurements from the Morrison Formation; 

Station 5-22-17A. Part 2. 
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Figure 11 - Stereonet of poles to joints; Station 5-22-17A. 
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Figure 12 - Todilto Limestone. Bed measured outlined in red box; Station 5-22-

17B. 

 



 

 38 

Table 7 - Fracture Density measurements from the Todilto Limestone; Station 5-

22-17B. Part 1. 
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Table 8 - Fracture Density measurements from the Todilto Limestone; Station 5-

22-17B. Part 2. 
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Figure 13 - Stereonet of poles to joints; Station 5-22-17B. 
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Figure 14 - Todilto Limestone. Bed measured outlined in red box; Station 5-22-

17C. 
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Table 9 - Fracture Density measurements from the Todilto Limestone; Station 5-

22-17C. Part 1. 
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Table 10 - Fracture Density measurements from the Todilto Limestone; Station 5-

22-17C. Part 2. 
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Figure 15 - Stereonet of poles to joints; Station 5-22-17C. 
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5.3.1 Day 3; 5-23-17 

 The third day consisted of measuring just the Entrada Formation, 5-23-17A, 

which is Jurassic in age and is a sandstone composed of mostly coarse grains. The 

outcrop was very large so getting an accurate measurement of the bed thickness was not 

possible, but we estimated it to be about 50 feet with an average fracture length of about 

36 feet (Figure 16). Strike of the bed was 280 degrees with a dip of 5 degrees, while the 

strike of the outcrop was 119 degrees with a 90-degree dip. Most of the fractures went 

throughout the bed. The fracture density is 0.75 m
-1

 (Table 11) with strike orientation of 

the joint sets in the N-S, E-W directions (Figure 17). 

 

Figure 16 - Entrada Sandstone. Bed measured outlined in red box.; Station 5-23-

17A. 
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Table 11 - Fracture Density measurements from the Entrada Sandstone; Station 5-

23-17A. 
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Figure 17 - Stereonet of poles to joints; Station 5-23-17A. 
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5.4.1 Day 4; 5-24-17 

The fourth day of field work involved measuring four beds of Jurassic and Triassic age. 

The first bed measured, 5-24-17A, a Jurassic limestone above the Entrada (Figure 18). 

There was a normal fault with a few meters of offset approximately 100 meters from 

where the hand sample was taken. The bed had a strike of 126 degrees and a dip of 3 

degrees. The bed was 1 foot thick with every fracture clearing the entire thickness of the 

bed. The fracture density is 7.67 m
-1

 (Table 12) with the orientation of joint sets mostly in 

the NW-SE direction (Figure 19).  

Station 5-24-17A is in the Triassic Chinle Sandstone. The strike of the outcrop was 66 

degrees with a dip of 90 degrees and the strike of the bed was 240 degrees with a dip of 

10 degrees (Figure 20). The thickness of the bed was 6 feet with an average fracture 

length of 4.18 feet. The fracture density is 1.55 m
-1

 (Table 13) with the orientation of 

joint sets in the E-W direction with lots of scatter (Figure 21).  

Station 5-24-17C lower Chinle, had a bed thickness of 7 feet with a strike of 100 degrees 

and a dip of 5 degrees. Strike of the outcrop was 94 degrees and the dip of the outcrop 

was 90 degrees (Figure 22). Most of the fractures made their way through the entire bed, 

but the average fracture length was 5.86 feet. The fracture density is 2.13 m
-1

 (Table 14) 

with the orientation of the joint sets in the N-S direction (Figure 23).  

Station 5-24-17D the Santa Rosa Sandstone, had a bed thickness of approximately 5 feet 

with a strike of 85 degrees and a dip of 7 degrees (Figure 24) The outcrop strike was 84 

degrees and the dip of the outcrop was 90 degrees. A majority of the fractures penetrated 
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the thickness of the bed but the average fracture length was about 4.02 feet. Fracture 

density is 2.13 m
-1

 (Table 15 and 16) with the orientation of joint sets in the N-S direction 

with lots of scatter (Figure 25).  

Table 17 is a summary of all fracture densities measured in the field using scanlines.  
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Figure 18 - Todilto Limestone. Measured bed outlined in red box; Station 5-24-

17A. 
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Table 12 - Fracture Density measurements from the Limestone above the Entrada 

Sandstone; Station 5-24-17A. 
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Figure 19 - Stereonet of poles to joints; Station 5-24-17A. 
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Figure 20 - Chinle Sandstone. Bed outlined in red box; Station 5-24-17B. 
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Table 13 - Fracture Density measurements from the Chinle Sandstone; Station 5-

24-17B. 
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Figure 21 - Stereonet of poles to joints; Station 5-24-17B. 
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Figure 22 – Lower Chinle Sandstone. Bed measured outlined in red box; Station 

5-24-17C. 
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Table 14 - Fracture Density measurements from the Lower Chinle Sandstone; 

Station 5-24-17C. 
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Figure 23 - Stereonet of poles to joints; Station 5-24-17C. 
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Figure 24 - Santa Rosa Sandstone. Bed measured outlined in red box; Station 5-

24-17D. 
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Table 15 - Fracture Density measurements from the Santa Rosa Sandstone; 

Station 5-24-17D. Part 1. 
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Table 16 - Fracture Density measurements from the Santa Rosa Sandstone; 

Station 5-24-17D. Part 2. 

 

 



 

 62 

 

Figure 25 - Stereonet of poles to joints; Station 5-24-17D. 
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Table 17 - Summary of all outcrop stations and their measured fracture 

density. 

Outcrop Specimen Fracture Density M-1 

5-21-17A 0.447994561 

5-21-17B 1.440999311 

5-21-17C 1.177386573 

5-22-17A 3.850344179 

5-22-17B 2.333296625 

5-22-17C 1.01 

5-23-17A 0.553901292 

5-24-17A 7.665513773 

5-24-17B 1.552930884 

5-24-17C 1.206023028 

5-24-17D 2.134958314 
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5.2 Fracture Toughness 

Previous researchers that investigated this topic used a statistical correlation, 

which relates the fracture toughness of a rock to its Young’s Modulus (Smith, 

2014; Kimiagar, 2014; Martin, 2015; Zastoupil, 2015; Bammel, 2016): 

𝐾𝐼஼ = Ͳ.͵͵6 + Ͳ.Ͳʹ6ܧ……Equation 20 

This equation and method is described by Whittaker et al., (1993). In this study, 

rock fracture toughness was directly measured using the Cracked Chevron 

Notched Brazilian Disc Test, which is a method that is recommended by the 

International Society of Rock Mechanics to measure rock fracture toughness for 

Mode I fractures (KIc) (See Figure 26 for Specimen Setup/Geometry). The 

measured values were then compared to values obtained by Equation 20. 

Preliminary work was done in Dr. Ashley Griffith’s Rock Fracture Mechanics 

class on Berea Sandstone samples in order to verify this method. The reason for 

using Berea Sandstone is because there have been past studies performed on it 

and there are many sources for values of KIc (Doolin,1994; Nara, et al., 2012; 

Park, 2006; Thiercelin, 1989; Thiercelin and Roegiers, 1986; Zoback, 1978). To 

perform this test, rocks need to be cut using rock saws with a diamond blade and 

mineral spirits, cored in a drill press with a diamond-bit core bit, have a notch cut 

into the middle of the disc with a dremel tool, and then broken in Dr. Griffith’s 

rock mechanics lab using a Forney F-325 Compression Testing Machine (Figure 
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27). Specimens were compressed at a load rate of 0.2 kN/second. When the 

maximum load is recorded for the CCNBD, the values for fracture toughness are 

calculated according to Equation 21: 

𝐾஼஼𝑁஻஽ = 𝑃೘𝑎𝑥஻∗√஽ ∗ 𝑌௠𝑖௡…...Equation 21 

Where Pmax is the maximum failure load in kN, B is the thickness of the specimen 

in millimeters, D is the diameter of the specimen in millimeters, and Ymin is the 

critical dimensionless stress intensity factor, which is determined by the specimen 

geometry. KCCNBD denotes Mode I fracture toughness in units ܯ𝑃𝑎 ∗ ݉ଵ/ଶ. More 

specifically, this equation calculates the critical moment at the maximum load in 

conjunction with the minimum value of Ymin, (Wang, 2013). This equation was 

proposed by R.J. Fowell (1995). Ymin is determined by the specimen geometry 

dimensions 0, 1, and B and is calculated using the following formula: 𝑌௠𝑖௡ =  𝑣𝛼భ……Equation 22݁ݑ

Where ݑ and  are constants determined by linear interpolation of the calibrated 

values corresponding to 𝛼଴ and 𝛼஻ in Tables 4 and 5 in Wang, (2007) (See Tables 

17 and 18 for Wang’s values). Since two specimens were used for testing this 

method in order to validate the values obtained, the higher KIC was used for 

calculations. Table 20 shows a comparison of the values obtained from the 

Whittaker et al., (1993) statistical correlation to Young’s Modulus and the 

CCNBD method of measuring fracture touhgness. Figure 28 shows the correlation 
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between the two methods. An R values of ~90% shows a good correlation 

between the two methods. The values obtained from the Young’s Modulus 

correlation were used with the fracture density data (along with the CCNBD 

values) to see the effect the different values have on the final results. See 

Appendix A for measurements of Pmax in Equation 21. 

 

Figure 26 - Cracked Chevron Notched Specimen Geometry. Figure from Wang, 

(2010). 
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Figure 27 - Example of final specimen geometry and how testing is done in 

Forney F-325 Compression Testing Machine. 
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Table 18 - Values of u in Equation 21 for different values of αo across the top and 

αB in the left column. Table from Wang (2010). 

 

 

 

Table 19 - Values of v in Equation 21 for different values of αo across the top and 

αB in the left column. Table from Wang (2010). 
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Table 20 - Values for KIC as calculated by the Cracked Chevron Notched 

Brazilian Disc test method using Equation 20 and comparison to statistical 

correlation equation from Whittaker et al, (1993). 

 
 

 

Sample ID 

Young's Modulus 

Correlation (MPa) Sample ID2 CCNBD (MPa) 

5-24-17D 0.297731832 5-23-17A 0.189477818 

5-24-17B 0.358337831 5-24-17D 0.433052842 

5-24-17C 0.452494967 5-24-17B 0.439722283 

5-22-17C 0.473389684 5-24-17C 0.580664474 

5-23-17A 0.500652849 5-21-17A 0.628404708 

5-22-17A 0.823214837 5-22-17C 0.641662253 

5-21-17A 0.907960522 5-21-17B 0.668192214 

5-22-17B 0.920883964 5-21-17C 0.704619923 

5-21-17C 0.969549943 5-22-17B 0.790289957 

5-21-17B 0.993562757 5-22-17A 0.908717869 

5-24-17A 1.264082584 5-24-17A 1.357432284 
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Figure 28 - Scatter plot of measured fracture toughness values vs. the fracture 

toughness values calculated by the Young's Modulus correlation equation. R 

value of ~90% shows very good correlation between the two methods. 
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5.3 Dynamic Elastic Properties 

Acoustic properties, pressure waves and shear waves, of the rocks were measured 

on the samples in the Dr. Yu’s Materials Characterization Lab in the Civil 

Engineering Department. P-wave (pressure wave) velocity is the measure of the 

amount of time in m/s that the pressure wave takes to pass through a sample 

parallel to the wave direction. The S-wave (shear wave) velocity is the amount of 

time in m/s that the shear wave passes through the material in the direction of 

travel, which is perpendicular to particle motion. Since S-waves travel slower 

than P-waves, they can be distinguished from one another. Travel time was 

estimated by picking peaks in wave forms and that travel time over the distance of 

the sample was used to calculate the velocity for P- and S-waves alike (See Figure 

29 for example of waveform picking). Samples were cut with the same saws used 

to make the fracture toughness specimens so there are two smooth surfaces 

parallel to each other. Once P-wave and S-wave velocities are determined by 

performing wave form analysis, the Young’s Modulus and Poisson’s Ratio were 

calculated using the following equations: 

ௗܧ =  ௦ܸଶ[ଷ௏𝑝మ−ସ௏𝑠మ௏𝑝మ−௏𝑠మ ]……Equation 23 

ߥ = ሺ𝑉𝑝𝑉𝑠 ሻమ−ଶଶሺሺ𝑉𝑝𝑉𝑠 ሻమ−ଵሻ……Equation 24 
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Where Vp = compressional wave velocity; Vs = shear wave velocity; and  = 

density (Zhixi et al., (1997); and Sheriff, (1991), respectively). See Appendix B 

for all waveform figures. Table 21 shows the results from the dynamic elastic 

properties measurements. Distance between the two receivers was measured with 

calipers in centimeters and then converted to meters. Travel time was measured in 

milliseconds and then converted to seconds and velocity was calculated in meters 

per second. Figure 29 explains how the travel time was picked. Table 22 shows 

the material properties calculated using Equations 23 and 24.  

 

 

Table 21 - Results of Dynamic Elastic Properties Measurements. 

Sample 

ID 

Distance 

in Meters 

Travel time 

in seconds 

P-Wave 

Velocity (m/s) 

S-Wave Velocity 

(m/s) 

5-21-17A 0.11088 0.0000286 3876.923 2570.832367 

5-21-17B 0.08565 0.00002007 4267.564 2641.887724 

5-21-17C 0.10954 0.00002673 4098.017 2666.504382 

5-22-17A 0.07207 0.0000195 3695.897 2402.333333 

5-22-17B 0.13734 0.00003375 4069.333 2359.388421 

5-22-17C 0.13464 0.00004689 2871.401 1806.278508 

5-23-17A 0.15621 0.00005051 3092.655 2039.295039 

5-24-17A 0.1264 0.00002441 5178.206 3416.216216 

5-24-17B 0.08647 0.00003483 2482.630 1623.240098 

5-24-17C 0.1031 0.00003633 2837.875034 1775.749225 

5-24-17D 0.05008 0.00002147 2332.557056 1430.857143 
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Table 22 - Calculated Material Properties using Dynamic Elastic Properties and 

Equations 23 and 24. 

Sample ID Poisson's Ratio Shear Modulus Young's Modulus 

5-21-17A 0.107594012 15764596606 34921545620 

5-21-17B 0.189314332 16065533824 38213939273 

5-21-17C 0.132867969 16458391663 37290369484 

5-22-17A 0.134199134 13957908824 31662096206 

5-22-17B 0.246800908 14203791813 35418601068 

5-22-17C 0.172576883 7763790540 18207282618 

5-23-17A 0.115345388 8632243462 19255865874 

5-24-17A 0.114662979 19048642167 68521973755 

5-24-17B 0.126629391 6116568344 13782211337 

5-24-17C 0.178252569 7385360371 17403639664 

5-24-17D 0.198339457 4789390146 11478630372 
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Figure 29 - Example of wave form used to pick travel time and calculate P-wave 

Velocity, 5-21-17A. Orange line indicates where travel-time was picked for 

calculations. X-axis is wave travel time measured in milliseconds and the y-axis is 

the amplitude of the wave measured in volts. The signal travels through the 

samples and being emitted from a source receiver and then being detected by 

another receiver on the other end of the sample. 
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5.4 Density 

Density was measured in Dr. Hu’s lab in the Geoscience Building at UTA with 

Qiming Wang, one of Dr. Hu’s Master’s Students. Samples were measured for 

bulk density using a Vacuum Saturation method, which is commonly used to 

investigate pore structure and properties of geologic and man-made materials. The 

setup consists of a sample chamber (a steel cylinder), a vacuum pump, a CO2 

cylinder, and a fluid reservoir. The goal is to evacuate the samples with the 

vacuum and then introduce CO2 into the chamber. While still under vacuum the 

samples are immersed in a saturating fluid that occupies the evacuated pore space. 

This is done while still under vacuum in order for the saturating fluid to occupy 

more pore space since CO2 is a water-wetting gas. In this case, about 500mL of 

DI (deionized) water was boiled for 10 minutes and then cooled to room 

temperature. By weighing the samples before and after saturation, the total mass 

of fluid saturated into the samples can be used to calculate the accessible pore 

volume as well as the density of the sample. Bulk volume in Table 23 does not 

include the pore space as it is saturated with fluid. Porosity is calculated by 

dividing the average fluid contained in the rock by the bulk volume of the rock 

and multiplying by 100 
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Table 23 - Results of vacuum saturation method. Air dry weight, bulk volume, 

and bulk density were all given from vacuum saturation method. Porosity was 

calculated using an Excel Spreadsheet. 

Sample # of samples Air dry weight (g) Bulk volume(cm3) Bulk Density(g/cm^3) Porosity (%) 

1 5-21-17c 19.1349 8.267 2.314743055 11.707 

2 5-24-17d 17.9433 7.670 2.339309393 10.655 

3 5-21-17a 22.0242 9.233 2.385257906 8.771 

4 5-24-17c 20.2295 8.637 2.342116125 11.728 

5 5-21-17b 20.4117 8.868 2.301793966 10.795 

6 5-22-17a 21.4470 8.868 2.418543051 7.582 

7 5-22-17b 19.0472 7.465 2.551557799 2.935 

8 5-24-17b 14.7818 6.368 2.321358993 12.669 

9 5-22-17b 16.9648 7.129 2.379602305 9.784 

10 5-24-17a 18.5124 7.029 2.633695681 0.958 

11 5-23-17a 15.7549 7.590 2.075695076 18.982 
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Chapter 6 

Results 

6.1. Results using CCNBD method of calculating fracture toughness. 

One goal of this study was to see if the outcrops in the study area were subjected 

to the same strain state by testing the dimensionless geomechanical equation 

(Equation 19, repeated below): 

ଶሺͳߤௗ𝐾𝐼஼ଶͶܨ + ሻݒ = ሺܣ ͳݒ − ݒʹ +  ሻܤ

If the layers measured were subjected to the same strain state, Equation 19 should 

plot as a straight line with A as the slope and B as the intercept. A and B represent 

the strain state and are related to the strain invariants: 



 

 78 

ܣ = 𝐼ଵଶ = ଵଶ + ଶଶ + ଷଶሺଵଶ + ଶଷ + ଷଵሻ 

ܤ = 𝐼ଵଶ − ʹ𝐼ଶ = ଵଶ + ଶଶ + ଷଶ 

If the data in Equation 19 does not plot on a straight line or is scattered, then the 

tensile strength of the rock was probably exceeded. 

If the rock layers were subject to constant strain and are consistent with the 

simplifying assumptions of the dimensionless geomechanical equation (Equation 

19), then the data should plot in a straight line with a positive slope. The results in 

Figure 30 show that the data plots as a line with a positive slope, with A equal to 

94 and a y-intercept, B, equal to 4.6852. It has an r
2
 value of 0.5296. 

 

Figure 30 - Plot of all outcrop data using the dimensionless equation (Equation 

19) and the measured fracture toughness from CCNBD. 
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has a correlation coefficient of r  = 0.5
1/2

  = 0.728, which says relationship has a 

probability of ~73%. Although this is a good correlation value, there are areas 

where error is present. Some of those sources of error include: waveform picking 

for the sonic velocities (Appendix B); picking the failure point from the CCNBD 

graphs (Appendix A); human error when creating the CCNBD specimens.  

Geomechanical Equation 4, repeated below: 

 

 

ௗܨ = Ͷߤଶሺͳ + ሻ𝐾𝐼஼ଶݒ ሺܣ ͳݒ − ݒʹ +  ሻܤ

uses the mechanical properties and constant strain condition to predict fracture 

densities and therefore, brittleness of the rock. The predicted fracture densities 

can be plotted as a function of strain using Equation 4. The coefficients A and B 

were calculated from the invariants using increasing uniaxial extension. Figure 31 

shows increasing uniaxial extension on the x-axis with the calculated fracture 

density on the y-axis.  
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Figure 31 - Plot of Uniaxial Extension vs. Fracture Density with the measured 

fracture toughness from CCNBD. 
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5-22-17A is the least brittle.  

Equation 1, Jin et al., (2014), which uses the normalized Young’s Modulus and 

Poisson’s Ratio shows 5-21-17A as the most brittle and 5-24-17D as the least 

brittle. Table 24 shows all brittleness results for Equation 1 from least to greatest 

and how they compare to the fracture density calculations from outcrop data and 

the fracture density brittleness shown in Figure 31. 

Jin et al., (2014) defines brittleness in terms of normalized Young’s Modulus and 

Poisson’s Ratio values (see equations 1-3 repeated below): 

ଵ9ܤ = ா೙+𝜐೙ଶ ……Equation 1 

௡ܧ = ா−ா೘𝑖೙ா೘𝑎𝑥−ா೘𝑖೙……Equation 2 

𝜐௡ = 𝜐೘𝑎𝑥−𝜐𝜐೘𝑎𝑥−𝜐೘𝑖೙……Equation 3 

The brittleness calculated by Equation 18 is compared to the normalized Young’s 

Modulus and Poisson’s Ratio brittleness from Jin et al., (2014), Equations 1-3 

above. Table 24 shows a comparison of the results between the two methods for 

calculating brittleness. The column for “Geomechanical Equation 4” is the order 

in which brittleness was calculated using the fracture density field measurements 

in Figure 31 and is listed from the least brittle to the most brittle based off of 
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Figure 31. “Jin B19 Brittleness Equation 1” is listed in order from least brittle to 

most brittle and the “Sample ID” column was sorted along that parameter. The 

two methods show very little correlation with respect to the order of brittleness 

for each rock.  

Table 24 - Comparison of brittleness calculations between Equation 1 (Jin et al., 

(2014) and the Geomechanical Equation 4. “Sample ID” is associated with 

Equation 1 and Geomechanical Equation 4 is associated with Figure 31. The least 

brittle is at top and the most brittle is at the bottom for all columns. 

Sample ID Jin B19 Brittleness Equation 1 Geomechanical Equation 4 

5-24-17D 0.2815695 5-22-17A 

5-24-17C 0.406606615 5-24-17A 

5-22-17C 0.430669824 5-24-17D 

5-22-17B 0.474771296 5-24-17B 

5-24-17B 0.483995479 5-22-17B 

5-24-17A 0.5 5-22-17C 

5-23-17A 0.582001623 5-24-17C 

5-21-17B 0.649325109 5-21-17C 

5-22-17A 0.69719154 5-21-17B 

5-21-17C 0.773241731 5-21-17A 

5-21-17A 0.803418507 5-23-17A 

 

6.2. Results using correlation method of calculating fracture toughness.     

Past research (Smith, 2014; Kimiagar, 2014; Martin, 2015; Zastoupil, 2015; 

Bammel, 2016; Wickham et al., 2013) has used a statistical correlation relating 
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mode I fracture toughness to a rock’s Young’s Modulus in order to calculate that 

rock’s fracture toughness. Since this project directly measured rock fracture 

toughness using the Cracked Chevron Notched Brazilian Disc Test, a comparison 

was made between the two methods (See Figures 30, 31, 32, and 33). 

 

 

Figure 32 - Plot of all outcrop data using the dimensionless equation (Equation 

19) and the statistical correlation of rock fracture toughness and Young’s 

Modulus (Whittaker et al., 1993). The statistical correlation used was for Mode I 

Fractures: KIC=0.336+0.026E where E is the Young’s Modulus. The x-axis is 

𝑣ሺଵ−ଶ𝑣ሻ where, the Poisson’s Ratio, is and the y-axis is 
ி𝑑𝐾𝐼𝐶మସఓమሺଵ+𝑣ሻ where Fd is the 

fracture density, Fd is the fracture density, KIC is mode I fracture toughness, µ is 

the Shear Modulus and ݒ is Poisson’s Ratio. 
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The results in Figure 32 show that the data plots as a line with a positive slope, 

with A equal to 71.677 and a y-intercept, B, equal to 4.6344 and an r value of 

~87% probability. As with Figure 30, this graph suggests that the layers were 

subjected to constant levels of strain, but the sources for error are slightly 

different. The error in sonic velocities remain (see Appendix A), but this time the 

issue with fracture toughness is using a correlation equation (Whittaker et al., 

1993) rather than a direct measurement of fracture toughness. Although it is not a 

direct measurement, it does provide less error as there is less room human error 

compared to using the CCNBD method. 

The predicted fracture densities using the statistical correlation of KIC were again 

plotted as a function of strain using Equation 4. Figure 33 shows increasing 

uniaxial extension on the x-axis with the calculated fracture density on the y-axis.  
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Figure 33 - Plot of Uniaxial Extension vs. Fracture Density using the statistical 

correlation of rock fracture toughness with Young’s Modulus. 

Overall fracture density increased likely due to higher fracture toughness values 

predicted by the correlation with Young’s Modulus (See Table 19). However, the 

order of fracture toughness is not the same between the two methods and did have 

a slight effect on the order of relative brittleness using Equation 4. This could be 

due to a multitude of reasons including inaccuracy of the Young’s Modulus 

correlation or imprecision when creating the CCNBD specimens (human error). 
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6.3 Comparison of fracture density brittleness to Equation 1 brittleness. 

To compare the fracture density brittleness values more easily to the Jin et al., 

(2014) brittleness values (Equation 1), the calculated values were normalized 

using the following equation: 

 

𝑜𝑟݉𝑎݈𝑖𝑧݁݀ܰ ݀ܨ = ݀ܨ − ௠𝑎௫݀ܨ௠𝑖௡݀ܨ −  ௠𝑖௡݀ܨ

and put in order from least to greatest. The overall trend shows Jin et al., (2014) 

Equation 1 providing higher values of brittleness compared to the Fd brittlness. 

Table 25 and Figure 34 show the relationship between the two different methods 

of predicting brittleness. Table 25 shows the Sample ID listed in order according 

to normalized results of Equation 1, so 5-24-17C is the least brittle and 5-21-17A 

is the most brittle. Sample ID2 is listed in order according to normalized results of 

the fracture density brittleness. 
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Table 25 - Normalized values for Equation 1 brittleness and Equation 19 Fd 

brittleness. Sample ID is ordered according to the normalized Equation 1 

brittleness and Sample ID2 is ordered according to normalized fracture density 

brittleness. 

Sample ID 

Normalized Jin B19 Brittleness 

Equation 1 Sample ID2 

Normalized Fd Brittleness Equation 

19 

5-24-17C 0 Fd 5-24-17D 0 

5-22-17C 0.05804832 Fd 5-22-17C 0.032912497 

5-24-17B 0.124474496 Fd 5-24-17C 0.044559068 

5-22-17B 0.322207388 Fd 5-22-17A 0.05492619 

5-23-17A 0.382956755 Fd 5-24-17B 0.055068037 

5-24-17A 0.521895951 Fd 5-24-17A 0.072126682 

5-24-17D 0.521895951 Fd 5-22-17B 0.173913484 

5-21-17B 0.712870865 Fd 5-21-17C 0.282386918 

5-22-17A 0.74663526 Fd 5-21-17A 0.318315567 

5-21-17C 0.961053297 Fd 5-21-17B 0.341127371 

5-21-17A 1 Fd 5-23-17A 1 

 



 

 88 

 

Figure 34 - Bar chart showing normalized fracture density brittleness equation 

(green) vs normalized Jin et al., (2014) brittleness equation (blue). 
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Chapter 7 

Summary and Conclusions 

7.1 

This study had three goals. One goal was to use the dimensionless geomechanical 

equation (Equation 19): ܨௗ𝐾𝐼஼ଶͶߤଶሺͳ + ሻߥ = ܣ 𝜐ͳ − ʹ𝜐 +  ܤ

to test whether strain conditions were constant in the sampled stratigraphic layers. 

This was done by measuring scanlines in the field and using a sample from the 

measured roadcut to calculate fracture toughness, Poisson’s Ratio, and the Shear 

Modulus to then calculate fracture density. If strain conditions were constant, then 

the data will plot as a straight line with a positive slope where A is the slope of the 

line and B is the intercept.  

This was done using two different methods. One by using a measured value of 

fracture toughness using a method recommended by the International Society of 

Rock Mechanics; the Cracked Chevron Notched Brazilian Disc Test (CCNBD). 

And also, by using a past method for estimating fracture toughness that correlates 

KIC to the Young’s Modulus of the rock.  

As expected, both methods show that the measured stratigraphic layers were 

subject to constant strain conditions in Figures 30 and 32. Figure 30 shows 
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fracture density for the measured stratigraphic layers calculated using the CCNBD 

and has a probability of about 73%. The sources for error here could be waveform 

picking for the sonic velocities, picking the failure point during the CCNBD tests, 

and imprecision when creating the CCNBD specimens since they were made by 

hand. Figure 32 shows fracture density for the measured stratigraphic layers using 

the Whittaker et al., (1993) equation that correlates fracture toughness to the 

Young’s Modulus of the rock and it shows a probability of about 87%, which is a 

very good correlation. This method is subject to the same sources of error, but 

likely has a higher correlation coefficient because of the consistency with 

calculating fracture toughness.  

7.2 

A second goal of this study was to compare the relative brittleness predicted by 

Equation 4: 

ௗܨ = Ͷߤଶሺͳ + 𝜐ሻ𝐾𝐼஼ଶ ܣ] 𝜐ͳ − ʹ𝜐 +  [ܤ
with brittleness values estimated by Equation 1: 

ଵ9ܤ = ௡ܧ + 𝜐௡ʹ  

And the measurements of fracture density measured along the roadcuts.  

Brittleness estimated by Equation 4 was done so in the same way as described in 
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section 7.1: using the measured fracture toughness and the fracture toughness 

correlated to Young’s Modulus. The predicted fracture densities calculated from 

Equation 19 can be plotted as a function of strain using Equation 4. The 

coefficients A and B were calculated from the invariants using increasing uniaxial 

extension. Figures 31 and 33 show increasing uniaxial extension on the x-axis and 

calculated fracture density on the y-axis. Much like in section 7.1, with the 

correlated fracture toughness values, there is less scatter (Figure 33) than with the 

calculated fracture toughness values (Figure 31), and although the order of 

relative brittleness is not the same, it is very similar. The brittleness values 

calculated using Equation 4 were compared to brittleness values calculated using 

Equation 1.  

As expected, the order of brittleness calculated by the two methods didn’t come 

out the same. Table 24 shows that Equation 1 calculated 5-24-17D as the least 

brittle, while Equation 4 calculated 5-22-17A and the least brittle. Equation 1 

calculated 5-21-17A as the most brittle, while Equation 4 calculated 5-23-17A as 

the most brittle. This is likely due to the amount and specificity of the mechanical 

properties taken into account in Equation 4. 

Additionally, the fracture density values were normalized for a more direct 

comparison of brittleness to the values calculated by Equation 1. Table 25 shows 

that Equation 1 produces higher values of brittleness overall when compared to 
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the normalized fracture density brittleness, but the fracture density brittleness 

takes into account more and more specific mechanical properties of the individual 

rock samples, and again, the order of brittleness is not the same, which was 

expected.  

7.3 

A third goal of this study was to measure KIC using the Cracked Chevron Notched 

Brazilian Disc Test (CCNBD) and to compare those results to results given by an 

equation that correlates the Young’s Modulus of the rock to fracture toughness. 

Table 20 shows the results of the two methods, each listed in order from the 

lowest fracture toughness to the highest fracture toughness. Although the resulting 

orders of fracture toughness is not the same, they are very similar. The scatter plot 

in Figure 28 shows a correlation value of about 90%, which is a good correlation.  

Potential error could be due to waveform picking when calculating sonic 

velocities to then calculate the Young’s Modulus. Or it could be because of 

imprecision when creating the CCNBD specimens since they were made by hand. 

Calculating fracture toughness is best done depending on the equipment that is at 

one’s disposal.  
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Appendix A 

Fracture Toughness Charts 

Note on picking maximum load: The maximum load used in the calculations 

is where the specimen was observed to have broken (failure). After failure 

occurred a piece of the specimen may have gotten lodged in the press causing 

the compression to continue, which is the reason for some of the graphs 

appearing to have a higher failure point than what was used in the CCNBD 

calculations. 
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Figure A - 1 - Load vs. Time for Fracture Toughness, 5-21-17A. Load at failure: 

3.84kN. 
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Figure A - 2 - Load vs. Time for Fracture Toughness, 5-21-17A2. Load at failure: 

3.54kN. 

0

1

2

3

4

5

6

7

8
0

0
:0

0
.1

0
0

:0
1

.0

0
0

:0
1

.8

0
0

:0
2

.7

0
0

:0
3

.6

0
0

:0
4

.5

0
0

:0
5

.4

0
0

:0
6

.3

0
0

:0
7

.1

0
0

:0
8

.0

0
0

:0
8

.9

0
0

:0
9

.8

0
0

:1
0

.7

0
0

:1
1

.6

0
0

:1
2

.5

0
0

:1
3

.4

0
0

:1
4

.3

0
0

:1
5

.1

0
0

:1
6

.0

0
0

:1
6

.9

0
0

:1
7

.8

0
0

:1
8

.6

0
0

:1
9

.5

0
0

:2
0

.4

0
0

:2
1

.3

0
0

:2
2

.2

0
0

:2
3

.0

0
0

:2
3

.9

0
0

:2
4

.8

0
0

:2
5

.7

0
0

:2
6

.6

Lo
a

d
 in

 k
N

 

Time 

5-21-17A2 

Load (kN



 

 96 

 

Figure A - 3 - Load vs. Time for Fracture Toughness, 5-21-17B. Load at failure: 

3.56kN. 
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Figure A - 4 - Load vs. Time for Fracture Toughness, 5-21-17B2. Load at failure: 

4.19kN. 
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Figure A - 5 - Load vs. Time for Fracture Toughness, 5-21-17C. Load at failure: 

3.84kN. 
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Figure A - 6 - Load vs. Time for Fracture Toughness, 5-22-17A. Load at failure: 

5.07kN. 
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Figure A - 7 - Load vs. Time for Fracture Toughness, 5-22-17A2. Load at failure: 

4.8kN. 
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Figure A - 8 - Load vs. Time for Fracture Toughness, 5-22-17B. Load at failure: 

4.35kN. 
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Figure A - 9 - Load vs. Time for Fracture Toughness, 5-22-17B2. Load at failue: 

2.28kN. 
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Figure A - 10 - Load vs. Time for Fracture Toughness, 5-22-17C. Load at failure: 

3.33kN. 
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Figure A - 11 - Load vs. Time for Fracture Toughness, 5-23-17A. Load at failure: 

1.0kN. 
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Figure A - 12 - Load vs. Time for Fracture Toughness, 5-23-17A2. Load at failure: 

1.0kN. 
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Figure A - 13 - Load vs. Time for Fracture Toughness, 5-24-17A. Load at failure: 

7.24kN. 
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Figure A - 14 - Load vs. Time for Fracture Toughness, 5-24-17A2. Load at failure: 

8.01kN. 
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Figure A - 15 - Load vs. Time for Fracture Toughness, 5-24-17B. Load at failure: 

2.24kN. 
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Figure A - 16 - Load vs. Time for Fracture Toughness, 5-24-17C. Load at failure: 

3.58kN. 
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Figure A - 17 - Load vs. Time for Fracture Toughness, 5-24-17C2. Load at failure: 

2.96kN. 
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Figure A - 18 - Load vs. Time for Fracture Toughness, 5-24-17D. Load at failure: 

2.07kN. 
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Figure A - 19 - Load vs. Time for Fracture Toughness, 5-24-17D2. Load at failure: 

2.68kN. 
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Appendix B 

Dynamic Elastic Properties Waveform Picking 

Note on P-wave and S-wave picking: P-waves were picked on the first peak 

received by the transducers. The s-wave is shown by a change in frequency 

where there is an abrupt change in direction and then it is picked on the first 

peak after that change. X-axis is travel time in milliseconds and y-axis is 

amplitude in volts.  
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Figure B-1 – P-Wave waveform for sample 5-21-17A. Orange line indicates where 

travel-time was picked for calculations. Travel time: 28.6ms. 
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Figure B-2 – S-Wave waveform for sample 5-21-17A. Orange line indicates where 

travel-time was picked for calculations. Travel time: 43.13ms. 
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Figure B-3 – P-Wave waveform for sample 5-21-17B. Orange line indicates where 

travel-time was picked for calculations. Travel time: 20.07ms. 
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Figure B-4 – S-Wave waveform for sample 5-21-17B. Orange line indicates where 

travel-time was picked for calculations. Travel time: 32.42ms. 
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Figure B-5 – P-Wave waveform for sample 5-21-17C. Orange line indicates where 

travel-time was picked for calculations. Travel time: 26.73ms. 
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Figure B-6 – S-Wave waveform for sample 5-21-17C. Orange line indicates where 

travel-time was picked for calculations. Travel time: 41.08ms. 
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Figure B-7 – P-Wave waveform for sample 5-22-17A. Orange line indicates where 

travel-time was picked for calculations. Travel time: 19.5ms. 
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Figure B-8 – S-Wave waveform for sample 5-22-17A. Orange line indicates where 

travel-time was picked for calculations. Travel time: 30ms. 
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Figure B-9 – P-Wave waveform for sample 5-22-17B. Orange line indicates where 

travel-time was picked for calculations. Travel time: 34.75ms. 
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Figure B-10 – S-Wave waveform for sample 5-22-17B. Orange line indicates where 

travel-time was picked for calculations. Travel time: 58.21ms. 
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Figure B-11 – P-Wave waveform for sample 5-22-17C. Orange line indicates where 

travel-time was picked for calculations. Travel time: 46.89ms. 
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Figure B-12 – S-Wave waveform for sample 5-22-17C. Orange line indicates where 

travel-time was picked for calculations. Travel time: 74.54ms. 
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Figure B-13 – P-Wave waveform for sample 5-23-17A. Orange line indicates where 

travel-time was picked for calculations. Travel time: 53.77ms. 
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Figure B-14 – S-Wave waveform for sample 5-23-17A. Orange line indicates where 

travel-time was picked for calculations. Travel time: 76.6ms. 
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Figure B-15 – P-Wave waveform for sample 5-24-17A. Orange line indicates where 

travel-time was picked for calculations. Travel time: 24.41ms. 
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Figure B-16 – S-Wave waveform for sample 5-24-17A. Orange line indicates where 

travel-time was picked for calculations. Travel time: 44.ms. 
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Figure B-17 – P-Wave waveform for sample 5-24-17B. Orange line indicates where 

travel-time was picked for calculations. Travel time: 34.83ms. 
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Figure B-18 – S-Wave waveform for sample 5-24-17B. Orange line indicates where 

travel-time was picked for calculations. Travel time: 53.27ms. 
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Figure B-19 – P-Wave waveform for sample 5-24-17C. Orange line indicates where 

travel-time was picked for calculations. Travel time: 36.33ms. 
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Figure B-20 – S-Wave waveform for sample 5-24-17C. Orange line indicates where 

travel-time was picked for calculations. Travel time: 58.06ms. 
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Figure B-21 – P-Wave waveform for sample 5-24-17D. Orange line indicates where 

travel-time was picked for calculations. Travel time: 21.47ms. 
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Figure B-22 – S-Wave waveform for sample 5-24-17D. Orange line indicates where 

travel-time was picked for calculations. Travel time: 35ms. 
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