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Abstract 

 
RACK LEVEL STUDY OF HYBRID COOLED SERVERS USING WARM WATER 

COOLING WITH VARIABLE PUMPING FOR 

CENTRALIZED COOLANT SYSTEM 

 

Chinmay Sanjay Kshirsagar, MS 

 

The University of Texas at Arlington, 2017 

 

Supervising Professor: Dereje Agonafer 

 

As the worldwide demand for the data centers grows, so does the size and load 

placed on data centers which leads to the applied constraints on power and space 

available to the operator. Cooling power consumption is a major contributor of the total 

energy consumption of the system. In the process of optimization of cooling energy 

consumption per performance unit, liquid cooling technology has emerged as one of the 

most viable solutions.  

In this rack level study, 2OU (Open U) hybrid cooled web servers are tested for 

an evaluation of warm water cooling in centralized coolant system. Effects of higher inlet 

temperatures of the coolant in terms of device temperatures as well as IT and cooling 

power have been observed as a part of the evaluation. The study discusses the 

significance of variable pumping in centralized coolant system for its more efficient use. 

The experimental setup for cooling consists of 1/3rd sized mini rack capable of 

housing up to eleven liquid cooled web servers and two heat exchangers. The cooling  

configuration is centralized and has two redundant pumps placed in series with heat 
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exchanger at the rack. CPUs of each server are liquid cooled with using passive micro-

channel cold plates while rests of the components are air cooled.  

Synthetic load has been generated on each servers for thermal stress testing 

and observed performance characteristics such as device temperatures and cooling 

power consumption of servers. Centralized redundant pumps are separately powered 

using an external DC power supply unit. The pump speed is varied with variable voltage 

supply ranging from 11V to 17V across the armature. The experimental testing is carried 

out at higher inlet temperatures ranging from 25°C to 45°C which falls within the 

ASHRAE liquid cooled envelope W4.  

Variable pumping at higher inlet temperatures has been achieved to evaluate to 

operating temperatures of device components for reliability and reduction in operational 

cooling power consumption of the servers. 
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Chapter 1  

INTRODUCTION 

Nowadays, cooling system has become a vital need of an almost every single 

industrial product. Though cooling systems for electronic devices are designed in 

accordance with micro-scale heat transfer, their energy consumption is significant. 

Especially, in data center facilities IT equipment must be maintained at a certain 

temperature below the critical for reliability purposes [1]. The total energy consumption by 

data centers in USA is reported to be around 70 billion kilowatt-hours of energy each year 

which itself is more than 2% of the total energy consumption [2]. The significant increase 

in power trend continues as the demand for data center grows with advances in 

computing technologies. More and more number of people are connecting through 

internet and coming into the mainstream by extensive use of social media, emails, mobile 

applications etc. 

 

 

 

Figure 1-1 The Portion of Energy Use Attributed to Data Centers of Various Types Over 

Time and Estimated Energy Usage in Future Years [2] 
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The power consumption by data centers for cooling purposes is around 31% of 

the overall energy. The cooling power is typically a summation of HVAC Cooling and  

HVAC Fans [3].  

 

 

 

Figure 1-2 A Common Data Center Power Allocation [3] 
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1.1 Motivation 

The conventional method of data center cooling is air cooling of the IT 

equipment. But air cooling technology has its own disadvantages.  

• Air has very poor heat transfer properties compared to the liquids. 

• There is a possibility of formation of large hot spots, low pressure pockets in case of 

air cooling of IT equipment at data center facility. 

• The CRAC units, chillers and compressors consume higher amount of energy to 

maintain desired inlet temperature and pressure. 

 

 

Figure 1-3 Infrastructure for Air Cooling of Server Racks in Data Center at UTA 
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• Racked systems in data center facility controls the airflow within the system. Thus it 

collectively requires a different amount of volume air flow than the CRACs can 

provide. This may lead to either high pressures and more re-circulation or 

inadequately provided air cooling in the room as shown in Figure 1-4 [4]. 

• In the coming future of data centers, IT equipment will might have high performance 

chips with heat fluxes of 150W/cm2 to match the high computational performance 

demands. This can increase heat loads at the server and facility level [4]. 

 

 

Figure 1-4 Air Cooling in Data Center  
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Liquid cooling technology provides legitimate solution to the most of these critical 

issues associated with conventional way of air cooling.  

• Liquids have better heat transfer properties compared to the air.  

• If we move the liquid source closer to the heat dissipating devices, the formation of 

hot spots at room level in data center facility can be minimized which leads to an 

improvement in the effectiveness of the cooling [5].  

• Streamline flow of liquid coolant through cooling channels can prevent the formation 

of low pressure pockets.  

• Liquid cooling solution also gives a flexibility in operating within wider range of inlet 

temperatures with using warm water cooling which may lead to the partial or 

complete elimination of Computer Room Air Conditioning (CRAC) units reducing 

cooling power consumption significantly [6].  

• The energy consumption by refrigeration chiller compressor contributes around 50% 

of the total energy consumption by data centers for cooling purposes. Facility level 

study in liquid cooling of data center may lead to eliminate these chiller compressors 

with using liquid economizers [6].  

• An efficient use of the exhaust in liquid cooling system can help in heat recycling [7]. 

• On the other hand, liquid cooling systems face few difficulties as leakage becomes a 

threat to the IT equipment, more infrastructure is required to contain the liquid. Thus 

Liquid cooling postures greater methodological and economic challenges than air 

cooling. But its significant cooling performance makes it necessity for high density 

applications [4]. 

Accounting the advantages discussed above, rack level evaluation of centralized 

cooling of hybrid cooled servers have been studied for its more efficient use considering 

reliability aspects of each device component. 
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1.1.1 Warm Water Cooling 

Liquid cooling solution opens doors to the improvements in data center cooling, 

but encouraging use of warm water cooling gives wide options for selecting desired inlet 

conditions. 

• According to ASHRAE liquid cooling guidelines, W4 envelope allows the cooling 

system to operate within a wide range of 2°C-45°C in case of direct contact liquid 

cooling which improves energy efficiencies [8].  

 

 

Figure 1-5 ASHRAE Liquid Cooling Classes [8] 

 

• The data center community is reluctant to operate cooling system beyond 15°C-25°C 

but there are many ways to run the cooling system smoothly even at higher 

temperatures below the critical with using warm water cooling which can potentially 

eliminate CRAC units. 

• The higher inlet temperatures in case of warm water cooling enables the pairing of 

liquid cooling with a water-side economizer (dry cooler) which can partially eliminate 

chiller compressors. 
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• The heat carrying capacity of the water is around 25 times of the air which results in 

lowering mass flow rate, overall power draw and lower temperature rise [4]. This may 

lead to the energy efficient solution in data center cooling technology and can 

potentially lower the system noise by lowering the fans speed. 

• The use of ethylene glycol based water solution can prevent the possibility of 

corrosion of various components of the cooling system. 

• The use warm water cooling in direct contact cooling system can reduce the junction 

temperature by around 10% [4] 

 

 

 

Figure 1-6 Liquid-based Cooling at IBM [4] 
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1.2 Objective 

Rack level evaluation of the various coolant systems for hybrid cooled servers 

using direct contact liquid cooling can be carried out in many ways to understand energy 

efficiencies and component performances. 

• In this research topic, centralized coolant system has been evaluated with using 

variable speed pumping. 

• The centralized coolant system has been evaluated with variable inlet conditions 

such as different fluid flow rates and higher inlet temperatures. 

• The implementation of hybrid cooling of servers in centralized coolant system, the 

ethylene glycol base water at temperatures above ambient conditions (25-45) is 

utilized to cool the majority of heat dissipating components i.e. CPU and rests of the 

components such as Hard-disk drives (HDD), Platform Controller Hub (PCH), Dual in 

Line Memory Module (DIMM) etc. are air cooled in order to reduce an energy 

required to cool electronic equipment. 

• The study involves an observation of rise in operating temperatures of device 

components with increase in inlet coolant temperatures and cooling energy 

evaluation in each case of experimentation. 

• The objective of the study was to discuss the operating temperature rise of the device 

components in accordance with the reliability measures and thermal shadowing 

effect. 

• The study also focuses on obtaining trade-off between cooling energy efficiencies 

and IT performance. 
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Chapter 2  

EXPERIMENTAL SETUP 

(Reprinted with permission © 2017 ASME) [9] 

2.1 Server Configuration 

Winterfell hybrid cooled servers are being tested for centralized cooling system 

by means of variable pumping.  

• Each server tray includes mainly an Intel v2.0 motherboard [10], hard disk drive 

(HDD) and bus bar clip shown in Figure 2-1.  

• The chassis dimensions are 804x171x88 mm³. The cover has internal ducting as 

shown in Figure 2-2. 

 

 

Figure 2-1 Hybrid-Cooled Winterfell Server 
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Figure 2-2 Internal Ducting (Baffle Plane) 
 

 

• The internal ducting is a baffle plane which isolates the air flow to cool the auxiliary 

components in more efficient way 

• The motherboard has two CPUs (CPU 0 and CPU 1) and up to 16 DIMMs of 

installable memory. Each CPU has a TDP rated up to 115 W [10].  

o TDP is a thermal design power, sometimes called thermal design point. It is 

the maximum amount of heat generated by a computer chip or component 

(often the CPU or GPU) that the cooling system in a computer is designed to 

dissipate in typical operation [11]. 

• In our case of hybrid cooling of a server, CPUs are mainly being liquid cooled while 

rests of the components are being air cooled.  

• Each server is equipped with two passive micro-channel cold plates mounted on 

CPUs for an indirect cooling. The cold plates are integrated with brushless motor 

liquid coolant pumps shown in Figure 2-3 [12].  
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                 (Figure 2-3.1)                                                            (Figure 2-3.2) 
 
Figure 2-3.1 & 2-3.2 Passive Micro-Channel Cold Plates Integrated with Brushless Motor 

Liquid Coolant Pumps [12] 

 
 

• The coolant enters the chassis through cold channel passes through the radiator and 

two cold plates in series before exiting through hot channel.  

• The distributed pumps integrated with the cold plates are disconnected from power 

source to study centralized cooling system. The flow is driven across the system by 

means of centralized redundant pumps.  

• The server tray also has a fan-assisted radiator which re-circulates air within the 

server for cooling the rest of the heat dissipating auxiliary components. The only fluid 

exchange from the server is liquid coolant other than that the server is isolated. 
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• The fans are 4-wire pulse width modulation (PWM) controlled with 975 to 10000 rpm 

range [13]. The baffled air flow from the fans cools DIMMs present on left hand side 

(LHS) by forced convection as shown in Figure 2-4. 

 

 

Figure 2-4 Installation of Passive Micro-Channel Cold Plates Integrated with Brushless 

Motor Liquid Coolant Pumps 
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2.1.1 Cold Plates (Liquid Cooling) 

The R3 cold plate is a passive complete technology employed by CoolIT in 

centralized pumping architectures. The R3 system is purpose-designed to accommodate 

lower profile footprints such as blades and other custom chassis.  

The CoolIT Systems reference cold plate is a solid copper component that 

leverages several CoolIT design optimizations including a unique V-Groove micro-

channel construct that maximizes performance for today’s high thermal density 

applications [12]. 

• The specifications of the cold plates are as follows: 

 

 

Figure 2-5 CoolIT R3 Cold Plate Specification [12] 
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• P-Q Curve: 

 

Figure 2-6 CoolIT R3 Cold Plate P-Q Curve [12] 

 

• Thermal Resistance Curve: 

 

Figure 2-7 CoolIT Cold Plate R-Q curve 
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2.2 Rack Configuration 

The test bed data center room is equipped with CRAH Unit and 3 Open compute 

45U racks filled with 1U resistive heaters. The resistive heaters are used to maintain 

certain room temperature so as to obtain desired inlet temperature. The data center room 

is equipped with Facebook’s Winterfell, Freedom and Cisco servers for experimental 

testing. The testing rack is placed in the test bed data center.  

 

                

                 (Figure 2-8.1)                                                         (Figure 2-8.2) 

Figure 2-8.1 & 2-8.2 Thermal Resistive Heaters and Rack Infrastructure in Data Center 

Lab at UT Arlington 
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• The experimental setup includes one-third size of an Open Rack V1.0 [15] with a 

network switch, power shelf and four 2 OU slots as shown in Figure 2-10.  

• The rack is equipped with two heat exchangers, a liquid-to-liquid heat exchanger 

(CHx40) and a side car liquid-to-air heat exchanger (AHx).  

• The rack has inlet manifold for distribution of already cooled liquid into each server 

and outlet manifold for collecting hot coolant from each server. CHx40 unit is placed 

on the top of the servers and AHx unit is on the side of the server slots. There are 

total 12 server slots capable of housing up to eleven servers. The power tray is 

present at the bottom to power the servers and liquid cooling rack. 

• Each of the heat exchangers is incorporated with a corresponding coolant reservoir 

and a control system. The AHx control system helps in varying the inlet temperature 

of the facility liquid by controlling the fans and pumps. 

 

 

Figure 2-9 Front View of the Open Rack V1.0 
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2.2.1 CRAH Unit: 

A Computer Room Air Handler (CRAH) is a device used in data centers to deal 

with the heat produced by IT equipment. CRAH uses fans, cooling coils and a water-

chiller system to remove heat from inlet air unlike a Computer Room Air Conditioning 

(CRAC) unit which uses mechanical refrigeration to cool the air introduced to a data 

center [14]. 

 

 

Figure 2-10 CRAH Unit in Data Center lab at UT Arlington 

 

 

 

http://searchdatacenter.techtarget.com/definition/data-center-chiller
http://searchdatacenter.techtarget.com/definition/data-center-chiller
http://searchdatacenter.techtarget.com/definition/computer-room-air-conditioning-unit
http://searchdatacenter.techtarget.com/definition/data-center
http://searchdatacenter.techtarget.com/definition/data-center
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2.2.2 CHx40 Unit and AHx (Liquid-to-Air Heat Exchanger) 

• Chx40 unit is 19” 2U rack mount appliance sled on top of the servers and manages 

around 40kW+ cooling capacity per rack. It consists of two centralized redundant 

pumps connected in a series with the liquid-to-liquid plate heat exchanger as shown 

in Figure6. It has an ability to operate with ASHRAE W3-W5 (2⁰C-45⁰C) warm water 

cooling [16].  

 

 

Figure 2-11 CHx40 Unit by CoolIT Systems [16] 

 

• AHx unit consists of twenty 4-wire fans with 1200 rpm and two HFD5 pumps [17].  

 

 

Figure 2-12 AHx Unit by CoolIT Systems [17] 
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Chapter 3  

COOLING PROCESS 

(Reprinted with permission © 2017 ASME) [9] 

Essentially, there are two cooling liquids which operate the cooling cycle; the 

liquid that flows through the passive cold plates (drive loop) inside the server is 

secondary coolant and the liquid with which secondary coolant exchanges heat by means 

of the liquid-to-liquid plate heat exchanger (supply loop) is called as primary coolant i.e. 

facility liquid. The coolant used in the system is ethylene glycol based water solution [16].   

• The secondary coolant which is already cooled in liquid-to-liquid heat exchanger 

enters the server through cold aisle. It enters the radiator first and utilized to cool the 

CPUs. The hot secondary coolant from CPUs then exits through hot aisle. 

• The other auxiliary components such as DIMMs, PCH and HDD are air cooled using 

fan assisted radiator as a result of forced convection 

 

 

Figure 3-1 Flow of Secondary Coolant and Air within the Server 
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• Hot secondary coolant from each server is then collected in an outlet manifold. The 

hot secondary coolant from the outlet manifold then enters liquid-to-liquid plate heat 

exchanger (CHx40) where it exhausts heat to the already cooled primary coolant as 

shown in Figure 3-3.  

 

 

Figure 3-2 CHx40 Unit (2U Centralized Pumping Module Integrated with Liquid-to-Liquid 
Plate Heat Exchanger) [16] 

 
 

 

Figure 3-3 Cooling of Secondary Coolant by Means of CHx40 unit (Liquid-to-Liquid Plate 

Heat Exchanger) [16] 
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• The cooled secondary coolant enters the inlet manifold and distributed to the servers 

as shown in Figure 3-4. On the other hand, hot primary coolant enters liquid-to-air 

heat exchanger (AHx) and exhaust heat to the colder air by means of 4-wire fans 

cooling the AHx coil.  

 

 

Figure 3-4 Flow Distribution of Secondary Coolant through the Liquid Cooling System 
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Chapter 4  

EXPERIMENTAL PROCEDURE 

(Reprinted with permission © 2017 ASME) [9] 

Our primary goal is to evaluate cooling power consumption at rack level and 

component temperatures associated with each server at different inlet temperatures 

ranging from 25⁰C to 45⁰C. The Power consumption of hybrid cooled servers is the 

summation of fan power and pump power; thereby both are measured separately. In our 

case, the centralized pumps are redundant and constant flow type [16] and the variation 

in pump power consumption is observed because of variable pumping. The fans are 

variable speed control; we observe the variation in fan power consumption triggered by 

PCH temperatures. 

 

4.1 Redundant Pump 

In case of pump redundancy, if one pump goes offline then the other pump 

which is redundant can kick on to handle peak flow of the system. In our case of study, 

both the centralized pumps are connected to the liquid-to-liquid plate heat exchanger in 

series. Thus we can fail a pump singularly if needed [18]. 

 

4.2 Variable Speed Pumping 

• The integrated pumps inside each server are disconnected to drive fluid flow through 

the entire system by using centralized pumps.  

• The centralized redundant pumps are powered externally by DC supply unit as 

shown in Figure8. The variable input voltage ranging from 11.5V up to 16.5V (11.5V, 

13V, 15V and 16.5V) has been supplied to the pumps in each case of study.  
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• The pump power has been calculated for respective voltage supply from the DC 

power supply readings.  

• On the other hand, pump rpm is varied by means of variable voltage supply to the 

pumps [19]; consequently, varying the fluid flow rate. 

 

 

(Figure 4-1.1) 

 

 

(Figure 4-1.2) 

Figure 4-1.1 and Figure 4-1.2 Externally Powered Centralized Redundant Pumps 
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4.3 Desired Coolant Temperature 

• The initial step of the testing is to achieve the desired inlet temperature of the 

secondary coolant starting from 25°C till 45°C with increments of 10°C. An allowance 

of ±1°C in the temperatures is considered for the tests.  

• The negative temperature coefficient (NTC) type thermistors are used to measure the 

primary and secondary coolant temperatures.  

• A control system is developed using LABVIEW software [20] to regulate the coolant 

inlet temperature as shown in Figure9. The desired set point of inlet temperature; e.g. 

25°C, is achieved by controlling the AHx PWM of 4-wire fans.  

 

4.3.1 Negative Temperature Coefficient (NTC) type Thermistor 

Thermistors are basically temperature-sensing components made up of 

semiconductor material. Thermistors are sintered in order to display large changes in 

resistance parameter proportional to small changes in temperature. The resistance can 

be measured using a voltage drop when direct current is passed through the thermistor 

[21] 

 

 

Figure 4-2 Typical NTC Thermistor [21] 
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4.3.2 LabVIEW Interfacing with Arduino UNO 

The software works as an interface between the control parameters and the 

desired set point temperature. It reads the input from the thermistors that measure the 

inlet and outlet temperatures of the secondary coolant and primary coolant i.e. facility 

liquid by means of an Arduino UNO interfaced with CHx40 control circuit and adjusts AHx 

fans speed based on target temperatures by means of Dead Band Control VI.  

 

 

Figure 4-3 LabVIEW interface showing input and control parameters. 

 

4.3.3 Synthetic Load generation 

• A total of 4 hybrid-cooled servers are tested simultaneously in the rack. A 

communication to each server is established through software WinSCP by means of 

the static IP address allocated to each server as shown in Figure 4-4. The operating 

system of the servers for communication is Linux. The servers are referred and 

positioned in the rack as shown in Figure 4-5. 
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Figure 4-4 WinSCP Interface  

 

 

Figure 4-5 Four Servers Tested in the Rack 

 

• The next step of the testing is to load each server computationally at different CPU 

power levels varying from idle to 100% using power thermal utility (PTU) tools [22]. 

For example, 60% of the CPU cores are loaded at CPU power level of 60% while all 

cores (8 in our case) are loaded computationally at 100% power level of CPUs; 

thereby heating the components to the respective desired temperatures.  
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Chapter 5  

TESTING PROCESS 

(Reprinted with permission © 2017 ASME) [9] 

• The centralized pumps are powered externally with DC supply unit with variable 

voltage starting from 11.5V up to 16.5V for thermal stress tests. For an instance, at 

25°C total four tests are carried out with variable input voltage (11.5V, 13V, 15V and 

16.5V) to the pumps.  

• After powering the pumps and fans externally using DC power sources, the 

secondary coolant inlet temperature is set to the desired set point using the control 

interface.  

• This test runs for about six hours and is repeated for three times to account for 

repeatability.  

• Total 12 tests are carried out which includes a set of 4 tests at each inlet 

temperatures viz. 25°C, 35°C and 45°C. 

• Variable speed pumping at each inlet temperature results into variable fluid flow rate 

of the secondary coolant. 

 

 

Figure 5-1 Various Testing Conditions 
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• Different parameters like temperatures of CPU, PCH, memory modules and rpm 

values of the fan and pumps etc. are monitored by the internal digital temperature 

sensors and tachometer signals [23].  

• Data is collected in each test using IPMI and PTU tools for fan and pump speeds, 

total server power consumption and chipset temperature [24].  

• The data collection in last 30 minutes of each test is to be accounted, since steady 

state is expected to reach during that period. For an instance, the fan speeds may 

fluctuate within the specific band width (±10% PWM signal). Hence, the average 

steady state values obtained from all the repeated tests have been used for analysis.  

 

 

Figure 5-2 Commands in Putty Software for Data Collection using IPMI and PTU tools 
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Chapter 6  

RESULTS 

(Reprinted with permission © 2017 ASME) [9] 

The objective of the experimental testing of centralized coolant system for hybrid 

cooled servers was to study the performance characteristics such as device component 

temperatures (includes temperatures of CPUs, DIMMs, PCH and other auxiliary 

components) and cooling energy consumption associated with each inlet condition. 

The results of the experimental testing discusses the IT performance at different 

inlet conditions for reliability purposes and variation in cooling power consumption in 

accordance with total power consumption to realize cooling energy efficiencies.  

 
6.1 IT Performance: Liquid Cooled Device Components (CPUs) 

The maximum core temperatures of CPUs (CPU 0 and CPU 1) at 100% 

computational loading are recorded at each inlet temperatures viz. 25°C, 35°C and 45°C 

of secondary coolant with lowest and highest fluid flow rate i.e. 3.4 LPM and 5.4 LPM 

respectively. 

• Critical temperature of CPU is (Tj_max= 100°C) 

 

6.1.1 Flow Rate vs CPU Core Temperature 

The result discusses about the rise in maximum core temperatures of CPUs with 

rise in inlet coolant temperatures with reduced fluid flow rate in order to investigate 

reliability of the component. 

The difference between temperatures of each of the CPUs at different inlet 

conditions has been calculated to understand the effects of variable fluid flow rates on 

heat carrying capacity of the coolant. 
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Figure 6-1 Variation in Maximum Core Temperature (CPU 0) with Respect to Change in 

Flow Rate at an Inlet Temperature of 25°C 

 

 

Figure 6-2 Variation in Maximum Core Temperature (CPU 1) with Respect to Change in 

Flow Rate at an Inlet Temperature of 25°C 
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Figure 6-3 Variation in Maximum Core Temperature (CPU 0) with Respect to Change in 

Flow Rate at an Inlet Temperature of 35°C 

 

 

Figure 6-4 Variation in Maximum Core Temperature (CPU 1) with Respect to Change in 

Flow Rate at an Inlet Temperature of 35°C 
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Figure 6-5 Variation in Maximum Core Temperature (CPU 0) with Respect to Change in 

Flow Rate at an Inlet Temperature of 45°C 

 

 

Figure 6-6 Variation in Maximum Core Temperature (CPU 1) with Respect to Change in 

Flow Rate at an Inlet Temperature of 45°C 

 
• It has been observed that, the difference between the maximum core temperatures of 

each server (∆T) with lowest and highest flow rates is approximately 2°C to 4°C at 

each inlet temperature. 
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6.1.2 Inlet Temperatures vs CPU Temperatures 

The result discusses the pattern of the temperature difference between the CPUs 

in series with every decrement of fluid flow rate at various inlet temperatures to 

understand thermal shadowing effect.  

 

 

Figure 6-7 Maximum Core Temperature with Highest Flow Rate (5.4 LPM) at an Inlet 

Temperature of 25⁰C 

 

 

Figure 6-8 Maximum Core Temperature with Lowest Flow Rate (3.4 LPM) at an Inlet 

Temperature of 25⁰C 
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Figure 6-9 Maximum Core Temperature with Highest Flow Rate (5.4 LPM) at an Inlet 

Temperature of 35⁰C 

 

 

Figure 6-10 Maximum Core Temperature with Lowest Flow Rate (3.4 LPM) at an Inlet 

Temperature of 35⁰C 
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Figure 6-11 Maximum Core Temperature with Highest Flow Rate (5.4 LPM) at an Inlet 

Temperature of 45⁰C 

 

 

Figure 6-12 Maximum Core Temperature with Lowest Flow Rate (3.4 LPM) at an Inlet 

Temperature of 45⁰C 

 

• It has been observed that, the difference between the temperatures of “CPU 0” and 

“CPU 1” of each server (∆T) with every increment of fluid flow rate is 5°C to 7°C at 

each inlet temperature 
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6.2  IT Performance: Air Cooled Device Components (DIMMs and PCH) 

In our case of hybrid cooled servers, mainly CPUs are being liquid cooled while 

all other components are air cooled. Air cooled components are indirectly dependent 

upon the liquid cooling of the CPUs since Dead Band Control VI modulates the fans 

speeds based on target temperature. Thus temperatures of DIMMs and PCH are 

recorded with higher inlet temperature conditions with reduction in fluid flow rate. 

 

 

Figure 6-13 The Variation in DIMMs and PCH Temperature with respect to Highest and 

Lowest Flow Rates at Each Inlet Temperature 

 

• The maximum temperatures of the DIMMs and PCH are not changed drastically 

when the fluid flow rate is lowered from 5.4 LPM to 3.4 LPM by means of variable 

pumping at each inlet temperature. 
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6.3 Worst Case Scenario 

In our case of experimental testing of centralized coolant system with using 

variable speed pumping, the worst case of cooling is considered as secondary coolant 

flows through the system with lowest flow rate and at highest inlet temperature i.e. at 

45°C the secondary coolant flows with 3.4 LPM 

 

6.3.1 IT Performance: Liquid Cooled Device Components (CPUs) 

 

 

Figure 6-14 Max. Core Temperature of Server 111 at 45⁰C with Fluid Flow Rate 3.4 LPM 
 

 

 

Figure 6-15 Max. Core Temperature of Server 113 at 45⁰C with Fluid Flow Rate 3.4 LPM 
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Figure 6-16 Max. Core Temperature of Server 123 at 45⁰C with Fluid Flow Rate 3.4 LPM 

 

 

Figure 6-17 Max. Core Temperature of Server 132 at 45⁰C with Fluid Flow Rate 3.4 LPM 

 

• It has been observed that, the maximum core temperatures i.e. “CPU 0” and “CPU 1” 

of each server are well below the critical temperature  

(CPU Tj max= 100°C) 
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6.3.2 IT Performance: Air Cooled Device Components (DIMMs) 

The dependence and significance of the DIMMs and PCH temperature 

observation is well explained in section 6.2 

 

 

Figure 6-18 Server 111- DIMMs Temperatures at an Inlet Temperature of Secondary 

Coolant being 45⁰C 
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Figure 6-19 Server 113- DIMMs Temperatures at an Inlet Temperature of Secondary 

Coolant being 45⁰C 
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Figure 6-20 Server 123- DIMMs Temperatures at an Inlet Temperature of Secondary 

Coolant being 45⁰C 
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Figure 6-21 Server 132- DIMMs Temperatures at an Inlet Temperature of Secondary 

Coolant being 45⁰C 

 

 

• It has been observed that, the maximum temperatures of DIMMs of each server at an 

inlet temperature of coolant being 45°C are well below the critical temperature  

(DIMM T_(upper critical)= 82°C) 
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6.3.3 IT Performance: Air Cooled Device Components (PCH) 

 

 

Figure 6-22 Server 111- PCH Temperatures at an Inlet Temperature of Secondary 

Coolant being 45⁰C 

 

 

Figure 6-23 Server 113- PCH Temperatures at an Inlet Temperature of Secondary 

Coolant being 45⁰C 
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Figure 6-24 Server 123- PCH Temperatures at an Inlet Temperature of Secondary 

Coolant being 45⁰C 

 

 

Figure 6-25 Server 132- PCH Temperatures at an Inlet Temperature of Secondary 

Coolant being 45⁰C 

 

• It has been observed that, the maximum temperatures of PCH of each server at an 

inlet temperature of coolant being 45°C are well below the critical temperature. 

(PCH T_(upper critical)= 85°C)  
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6.4 Reduction in Pump Power 

The centralized redundant pumps are supplied with different voltages at each 

inlet temperature. The voltage supply to the pumps is lowered from its operational voltage 

of 16.5V to 11.5V to reduce the pump power consumption. 

 

 

Figure 6-26 Reduction in Pump Power Along w.r.t. Deduction in Fluid Flow Rate 

 

• It has been calculated that, around 57% of reduction in operational pump power has 

been achieved. 
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6.5 Total Cooling Power vs Total IT Power 

In variable speed pumping for centralized cooling system case, the pump power 

has been reduced significantly from its operational power where the fan power is 

increased slightly but not substantial to compensate the reduction in power consumption. 

The total cooling power is the summation of pump power and fan power as 

described in previous section, while the total power consumed by the server is called as 

IT power.  

 

 

Figure 6-27 The Cooling Power Consumption of the Entire Rack at Different Coolant 

Temperatures with Lowest and Highest Fluid Flow Rate 

 

• Around 55% of reduction in total operational cooling power consumption has been 

achieved by means of variable pumping. 

• It has also been observed that, centralized coolant system comprises around 5.5% of 

the total IT power consumption at flow rate 5.4 LPM, while 2.5% of the total IT power 

consumption at flow rate 3.4 LPM; both at 100% computational load. 
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Chapter 7  

CONCLUSION 

(Reprinted with permission © 2017 ASME) [9] 

The centralized cooling system has been evaluated at mini rack level by testing variable 

pumping of the centralized redundant pumps. The testing has been carried out at high 

ambient inlet temperature ranging from 25°C to 45°C with an increment of 10°C by 

lowering the flow rate of the secondary coolant by means of variable pumping. 

• The temperature of all components remained below reliable operating temperature 

even at 100% computational load. 

• The centralized liquid cooling is efficient even at the worst-case scenario i.e. at 45⁰C 

of inlet temperature with lowest flow rate of the secondary coolant (3.4 LPM), the 

temperatures of all the components remained well below critical temperature. 

• The temperature difference between CPUs of each server remains similar (5⁰C to 

7⁰C) at each inlet temperature with every deduction in fluid flow rate; suggesting fluid 

flow rate within range (3.4 LPM to 5.4 LPM) does not have significant effect on 

thermal shadowing in process of cooling. Thus, the lowest fluid flow rate can be 

selected to achieve reduction in pump power.  

• The maximum core temperatures of the servers are not increased drastically (2⁰C to 

4⁰C) while, there is no noticeable change in temperatures of other components 

(DIMM and PCH) when the fluid flow rate is lowered from its operational value by 

means of variable pumping; but there is a significant reduction in cooling power 

consumption of the server where in major contribution comes from the savings in 

pump power. 
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Chapter 8 

FUTURE WORK 

• A flow network model of centralized cooling system can be developed to understand 

the effects of change in flow rate of secondary coolant on the distribution through the 

system 

• Experimental testing can also be performed for failure scenarios by partial failing of 

the cooling components such as fans and pumps.  

• Rack level study of hybrid cooled servers can also be done using warm water cooling 

with variable pumping for distributed coolant system by partially disconnecting 

centralized coolant system. 
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