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ABSTRACT

Deep Learning Based Multi-Label Classification for Surgical Tool Presence

Detection in Laparoscopic Videos

Ashwin Raju, M.S.

The University of Texas at Arlington, 2017

Supervising Professor: Dr. Junzhou Huang

Laparoscopic surgery, Modern surgery, where the surgery is performed far away

from the patient by inserting small incisions on the patient’s body and the surgery

is performed with a help of a video recorder and through which the doctor performs

the surgery. The computer assisted intervention are increasing exponentially and the

need for accurate and reliable intervention is very important because of the domain

which is very critical. Efforts have made to develop a system that is both fast and

accurate approach but it is still an active area of research due its importance. Some

applications which involve identifying the location of surgical tool at the given frame,

identifying what tools are present in the given frame and many more applications.

With the advance of deep learning models, the computer Assisted intervention are

getting its reward and many papers have been published in this domain recently.

In this thesis, a Deep learning based multi-label classification method for iden-

tifying surgical tools in a given frame was developed and it was able to beat other

methods that participated in the competition. The pipeline consists of Video to image

frame conversion, Model training with real-time data augmentation, ensemble meth-
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ods for combining the models. The model mainly consists of Convolutional neural

network with many layers. The key concept for performing a best state of the art

method was to combine the two state of the art method and evaluate the test set. We

use Inception architecture and the standard feed-forward architecture for performing

the prediction. This method was able to beat other results and was able to get the

first place in MICCAI challenge. The results was evaluated by MICCAI conference

and the data was provided by them as well.
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CHAPTER 1

INTRODUCTION

1.1 Laparoscopic surgery

Laparoscopic surgery 1 is a modern surgery that is being used in most of the

surgical operations where a small incisions are made on the patient’s body and with

the help of a video recorder the surgery is performed. The main advantage of Laparo-

scopic surgery are the fast recovery, less hospital stay and much lesser scars. There

are two types of Laparoscopic surgery 1) A telescopic rod lens system, where the

surgery is assisted with a video camera. 2) Digital laparoscopic surgery where the

charged-couple device is placed at the end of the laparoscope. The most common

Laparoscopic surgery is the telescopic rod lens system and in this type of surgery, the

camera transmits the image of the organ to the video camera and the doctor performs

the operation with the help of the video camera or in other words the video camera

is the eye for the doctor. Various surgical instruments are insisted through the small

incisions and each surgical instrument is assisted by a video camera. Laparoscopic

surgery are famous for liver, pancreas, bile duct and with the help of computer as-

sisted intervention the surgery has been explored on various organs which are much

complicated. We will be talking about computer assisted intervention in this surgical

domain in much detail in the future sections. Even though, there are many advan-

tages on using this system there are few disadvantages such as risk on using small

incisions and operating with the help of a video camera because the doctors has to

rely on some other instrument rather than his/her eye.

1http://www.healthline.com/health/laparoscopy
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Figure 1.1: Laparascope

The computer Assisted Robotic surgery is the future of Laparoscopic surgery,

where the Robots are well trained to perform surgery on the patient’s body. The main

advantage of this type of surgery is the Accuracy and the capacity to perform many

surgeries as it does not require doctors to interfere. In order to make this happen we

need the robots to be extremely trained or in others words the the error the robots

make should be close to zero and at the same time the robots should be in the position

to decide when an uncertainty occurs. There have been a lot of simulators that is

currently being trained and this is an active area of research for the Machine learning

community to work and improve the existing models. We shall discuss about the

computer assisted intervention in much detail on the next sections.

1.2 Computer Assisted Intervention

CAI, Computer Assisted Interventions are an active research practice where

the medical interventions are supported with the help of computer based tools and

methodologies. Some examples include medical robots, surgical instruments naviga-

tion, user interface development. There have been many publications that promote

the advance of Computer Assisted intervention mainly, MICCAI (Medical imaging
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and Computer Assisted Intervention) which organizes several competitions on han-

dling Computer Assisted Intervention problems. We would see much detail about the

competition in the upcoming sections. The general paradigm of CAI is first to gather

information about the patient based on the preliminary analysis made on the patient.

At the second stage, A plan of action is made and evaluated with the database that

has previous or similar records. At the third stage, The action is executed . This step

can be both manual or with the help of robots. Later, The results are evaluated to

make sure the surgery is properly executed as planned.The future of CAI according

to many researches is to make the plan more efficient, accurate and at the same time

fully automatic.

1.2.1 Types of Laparoscopic Surgery

1. Telescopic rod lens system: Telescopic rod lens system where the surgery

is done by inserting a video camera and the organs are captured by the video

camera. The doctors use the surgical tools to operate and with the help of a

camera there is no need for open surgery. The telescopic rod lens system is the

most common Laparoscopic surgery and it makes the surgery more efficient and

accurate. The recovery stage after surgery is very fast. The need for computer

assisted intervention in this type of CAI is in demand because the computer can

guide the doctor and can make the surgery easy. For example, the computer

can give the intersection between the organ and the surgical tool which makes

the doctor to find how sensitive the specific tool is respective to the organ and

another example would be to find the location of the surgical tool in the image.

For this kind of study, we need an advance Machine learning model which is very

accurate. We will discuss about the machine learning model in future chapters.
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2. Charged-coupled device: The charged coupled device was first introduced

in 1982, which is made of silicon chip and it is attached to the end of the

surgical tool. This device has better camera quality and is able to cover any

angle. They have pixels, which is a silicon chip covered in image sensors and it

converts incoming light energy from a visual scene into a digital signal that can

be stored, processed or transmitted with greater efficiency and reliability than

its analog equivalent.

3. Future of CAI: The future of CAI happens to be fully automated which

involves the signals transferring from the Charged couple device to the system

and with the trained model which operates the affected portion and decides

when there is a critical situation. There will not be any intervention by the

doctor.

1.2.2 Challenges in CAI

1. General Challenges: Even though CAI has greatly been facilitated with ad-

vance technologies, smarter and efficient devices which can visualize and give

reliable data, it is still under active area of research. There had been papers

and conferences conducted specially on this particular domain because of the

demand and its necessity. General challenges in CAI would be accuracy and re-

liability. From the accuracy perspective we would want the model to be a good

balance of recall and precision or in other words we should not have errors.

From the reliability perspective, we want the CAI to handle uncertainty as well

as take smart decisions during critical situations where the doctors themselves

are not in the position to answer.

2. Machine learning challenges in CAI: Machine learning plays an important

role in this intervention. Some of the very useful applications are identifying

4



the surgical tools, converting low resolution images into high resolution images,

removing variances in the images, localizing surgical tools and many more. With

the advance of deep learning models the CAI becomes more state of the art and

it sometimes defeats the human accuracy. we will look into deep learning and

its state of the art methods in the future sections.

3. Future of ML in CAI: The future of Machine learning would be unsupervised

approach and using deep learning. The main use of unsupervised approach

is to avoid feeding annotations to the machine as it is labor intensive. The

unsupervised are becoming famous in deep learning and the researches expect

that it would become state of the art in the near future.

1.2.3 Surgical Tools

1. General introduction: Surgical Tools is used inside the incisions to operate

the organs. The Surgical tools are specially designed for Laparoscopic surgery

as it should be very flexible and easy to handle for the doctors. Some of the

surgical tools are scissors, specimen bag, clippers. These tools are made of

stainless by adding nickel and chromium in measured qualities. These tools last

for a long time and they are small and compact. The surgical tools and CAI

comes in handy because without surgical tools the CAI does not have a good

role and without CAI the doctors might find it difficult to perform surgery. We

will see the need for CAI with respect to surgical tools in the next sections.

2. Classification: Classifying surgical tools in a given frame is very important

for the robots as they can predict the next tool that is to be inserted for a new

given surgery. The robots are trained such that when a new test video is passed

it identifies what tools are to be inserted in that particular frame. Classification
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of surgical tools is the main focus of this thesis and we would be looking into

different methods that is the state of the art methods to classify surgical tools.

3. Localization: Localizing surgical tools is another important role for Machine

learning with respect to surgical tools. The localizing is useful for robots to

identify the position and angle of the specific tool in a given video frame. The

position of the tools has to be accurate because the organs can be sensitive and

any small error might affect the organ on the whole. Localizing is the extended

approach of classification, Machine learning models can do both localization

and classification at the same time and with the same model.

4. Need for Machine learning: Classification or Localization can be done by

manual feature extraction/ computer vision but the accurate prediction of these

tools with respect to varied image quality becomes difficult for computer vision,

techniques to identify and localize the tools. Even standard Machine learning

methods fails to achieve this goal and we will move to deep learning based

methods which happens to be the state of the art.

1.3 Problems & Challenges in surgical Tools detection

Surgical tool detection is an active area of research and there has been a lot

of papers published in this domain. Even though there are lot of active research,

there are still on going problems and challenges in this domain. The main problem

would be the localization of tool where the images have a lot of variance. The angle

of camera can be different at different places and the position of instrument can be

varied. The model must be able to predict and identify the location in a most accurate

way. The model has to provide a very good accuracy because even a small loss in

accuracy would result in loss of life. The other challenges include the unsupervised

learning during uncertainty. The model must be in a position to analyze a different
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situation and react smartly which is similar to expert’s decision. We will be solving

classification task in this challenge which involves classifying the different surgical

tools in a given image.

1.3.1 Current status in CAI

The current status in Computer Assisted Intervention is deep learning but even

then it has been fully explored. There has been a relatively simple approaches that

has been explored and and has made a promising baseline model. We look into a

more advance state of the art methods in classification task.

1.4 Deep Learning

Deep learning is the current state of the art machine learning approach. Deep

learning has become famous in the recent years and it has become more popular in

Image domain. However, it has also showed promise in Speech and text domain.

It was introduced to close the difference between Artificial intelligence and Machine

learning. Deep learning is not a new approach, It is nothing but a neural networks

with many layers. The main reason that Deep learning is able to beat the base line

models is because of the computation power. We have dedicated hardwares which can

make the computation very fast. Deep learning as the name says it is a bunch of layers

with non-linear activation function at the end of each layer. The layer can include

convolution , fully connected layer, pooling layer. The more detailed explanation on

deep learning can be explored in convolutional neural networks website 2:

1. LeNet [7]: LeNet was one the first deep learning model with less than 7 layers.

It was introduced by Yan LeCun and it was used to recognize digits in the zip

2http://cs231n.github.io/convolutional-networks/
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code. This was the first known convolutional neural networks. Many more state

of the art models use more than 10 layers to get a standard accuracy.

2. AlexNet [8]: AlexNet was another deep learning architecture which won the

Imagenet competition in 2012. The AlexNet Architecture is another feed for-

ward deep learning architecture with the collection of convolutional layers,pooling

layers,fully connected layers with non-linear activation at the end of each layer.

AlexNet showed the world that deep learning can be replaced with the existing

machine learning models to get human accuracy performance. AlexNet has 8

layers and the model was trained on GPU.

3. GoogLeNet [9]: GoogleNet, was developed by the researches at Google to solve

the ImageNet classification problem and they won the competition. The main

reason for having a better accuracy than others was using a new architecture

was Inception model which we will look in much detail in the upcoming sections.

The inception has small convolution filters so that it can capture much small

details clearly. we will be using GoogleNet to solve surgical tool classification.

4. VGGNet [11]: VGGNet, was developed to solve Imagenet classification prob-

lem and it won the competition in 2014 (ILSVRC 2014). The two main reason

for this state of the art method was using consistent filter size and many con-

volutional and pooling layers. We will be using VGGNet for our surgical tool

classification.

5. ResNet [12]: ResNet (Residual Network) won ImageNet Large-Scale Visual

Recognition Challenge 2015 (ILSVRC 2015). They used skip connections and

batch normalization which was promising and the architecture does not have

fully connected layers at the end of the network. The ResNet was developed by

Microsoft researchers and it has more than 150 layers.
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Figure 1.2: Laparascopic image of Cholecystectomy

Figure 1.3: Laparascopic stomach surgery

Figure 1.4: ConvNet Architecture
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Figure 1.5: Convolution operation

Figure 1.4 3 illustrates an architecture for ConvNet. Convolutional layer,pooling

layer and fully connected layer are the main features of ConvNet.

1. CONVOLUTION: The convolution is nothing but capturing the features of a

given image. It can capture shape,edges of the image. This is illustrated in

Figure 1.5.

2. POOLING: Pooling layer reduces the size of the input feature keeping the fea-

tures preserved, as shown in Figure 1.6.

3. FULLY CONNECTED: Fully connected layer combines the weights of previous

layer to the next layer. This layer helps to estimate class scores.

3https://ujjwalkarn.me/2016/08/11/intuitive-explanation-convnets/
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Figure 1.6: Pooling operation

1.5 Goal of Thesis

The goal of this thesis is to build a end to end deep learning pipeline and use

ensemble methods to beat the other existing models. We use VggNet and GoogleNet

to ensemble and produce a new state of the art results. The classification pipeline

consists of four different stages:

1. Video to Image conversion

2. Real time data augmentation

3. Train VGGNet and GoogleNet Deep ConvNet model

4. Ensemble methods

Traditional pipeline does not use the two main state of the art methods and it com-

prises of computer vision based methods which we will see in classical method sec-

tion. The data is sponsored by MICCAI’16 4 grand challenge. Figure 1.7 depicts

an overview of the proposed multi-label classification system for identifying surgical

tools.

4http://camma.u-strasbg.fr/m2cai2016/
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Figure 1.7: Surgical tool Classification System
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CHAPTER 2

CLASSICAL APPROACHES

2.1 Image analysis based methods

Since the start of Computer Assisted Intervention, there has been papers and

implementation methods to close the gap between manual intervention and automated

intervention. These baseline methods [21] involve the use of color normalization, line

detection, angle detection and feature extraction [22]. Detailed architecture of these

methods is illustrated in Figure 2.1. In this section, we will explain each stage of the

classical method in detail.

2.1.1 Gray scale conversion

The images that we get are RGB image and the classical methods use Ostu

method [22] to convert to binary image and used to detect the lines in the image

which in other words are the tools. In order to do the Ostu method we must first

convert the RGB image into Gray scale image or in other words we must convert the

three channel image into a single channel image.

13



Figure 2.1: Classical method architecture

Figure 2.2: An example of converting RGB to Grayscale (a) Source Image (b) Target
Image

2.1.2 Binary Image conversion and Otsu method

The second step include Binary Image conversion where the gray scale image is

converted to a binary image with has either 0 or 1. The need for binary image con-

version is to find the tools that are of different color with respect to the background.

After converting to Binary image we can apply Otsu method [22] to detect surgical

tool in the image.This principle holds for our domain where the surgical tools are of

different color when compared to the background data. There is a possibility of noise

14



Figure 2.3: An example of Binary Image conversion

while converting to Binary image and this noise is removed by using morphological

transformation and in particular using erosion step and using a cross shaped kernel.

The edges are identified using canny edge detector. We can see that the tool detection

does not take place completely and we have lot of noise in the image. We might need

further steps to detect the specific tools in the image.

1. Binary Image conversion: Here the grayscale image is converted to binary

image.

2. Otsu method: Otsus method follows on the basic principle that there are

two classes in the image, one class with foreground pixels and another with

background pixels. The noise is then removed by erosion. Otsu method is used

to separate the classes from the background and since it is a manual threshold

we can not guarantee that the otsu method will completely separate tools from

the background image.

Figure 2.3 illustrates an example of Binary Image conversion with otsu method.
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Figure 2.4: An example of Hog lines detection

2.1.3 Feature extraction

The final stage is to extract features and train a classifier on the features to

detect the surgical tools. The features are extracted using Hog lines detection [24].

From the image we can see that the features are nothing but the surgical tools that

has been extracted from the images. The tools are extracted using the Hog lines

detection. The next step is to extract features from the image. The tools information

gives information such as 2D tip, angle and lines of the tools in the image. With

all these information we can extract features from each and every frame. Our next

step we need to be sure that input labeled images are consistent with each other. In

order to this we need to have similar feature extraction in all images, features such as

size,orientation,color,illumination. The 2D vector between the entry point is given by

orientation, size and tip of the detected tool. From this we can do data augmentation

such as horizontal,vertical and scaling augmentation. We can see that the size of each

image are of different sizes for this the images are re scaled to a fixed image size. The

image size was fixed to 256x30 pixels, finally the features are trained using Support

Vector Machines [25]. The SVM classifies the features to respective classes.
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Figure 2.6: An example of data augmentation

Figure 2.5: (a) Hough lines detection,(b) Pruning and (c) Final image mask with
main axis (red), tip (blue) and border (green) for each instrument.

2.2 Challenges

Though classical challenges are simple and much easy to understand the main

problem with this classical challenges are the abstraction. The feature extraction

method is not generalized and the feature extraction itself is not very efficient. The

classical methods use many manual hyper parameters which needs experts advice to

tune it. We would see Deep learning approach which is much abstract and much

efficient when compared to classical method.
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CHAPTER 3

DEEP LEARNING FOR Multi-Label Surgical tool detection

3.1 Surgical Tool classification pipeline

In this thesis, we have focused on the Surgical Tool classification and the impor-

tant point to note that this is a Multi-label classification, there can be more than one

tool present in each video frame and our model has to give probability to each class

in the given frame. The model has to identify the probability of each tool present

and the probability of each tool not present. Our classification pipeline consists of

four stages:

1. Convert Video to Image frames

2. Real time Data Augmentation

3. Train Deep ConvNet models to classify multiple labels in the frame

4. Ensemble methods

5. Post-processing and submit the results

Figure 3.1 depicts Deep learning classification framework.

3.1.1 Convert Video to Image frames

The first step in our pipeline is to prepare the data that would be suitable for

classification. The data that is given to us is in the form of videos and the labels

are annotated for particular frames. Our first step is to convert videos to images and

extract the particular frames which has labels associated with it.

1. Video to Image conversion: First step is to convert the raw videos to images

at 1 frame per second. The conversion of videos to images was done by Adobe
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Figure 3.1: Deep learning classification framework [1]

photo shop as they have more sophisticated way to convert videos to images.

The videos are converted to 1 frame per second because the annotations are

labelled at 1 frame per second.

2. Annotated Image extraction: Next step is to extract images that was la-

belled by the organizers. The image extraction was done for every 25 frames.

The frames was extracted using a customized script. The images are then re

sized to a default dimension as the model accepts 224x224x3 dimension. The

labels are in the form of vector with 1 representing the tool is present and 0

representing the tool is not present as seen in the Figure 3.2

3. Labels representation: The labels are represented in the form of one hot

encoding where if the tool is present it is marked as 1 and if the tools are not

present the tools are marked as 0. The tools are taken in the order as follows:

1) Grasper 2) Hook 3) Clipper 4) Bipolar 5) Irrigator 6) Scissors 7) Specimen

bag. For example, If in a given frame Grasper and Bipolar is present, the label
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Figure 3.2: labels representation

Figure 3.3: labels annotation

would be 1,0,0,1,0,0,0. We can see that our model must be able to take both

probabilities if the tools are present as well as if the tools are not present.

3.1.2 Real time data Augmentation

This section explains the data augmentation that was performed. We will dis-

cuss the need for data augmentation and the important data augmentation techniques

that is mostly used on the images. The total amount of data was around 24000 and

we know that for training a deep learning model we need more images. We can see

the distribution of surgical tools in the entire data. We can see the distribution of

surgical tools in the figure 3.4
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Figure 3.4: Tools distribution

Figure 3.5: Data augmentation techniques

3.1.3 Deep ConvNet Surgical Tool classification

Convolutional neural networks are the most promising field in machine learn-

ing. The field became popular after the famous ImageNet competition in which the

competition was won by using a deep learning model in 2012 and which improved

its accuracy drastically. The ImageNet competition before 2012 was conquered by

computer vision techniques which extracts features and then trains a SVM classifier

on the extracted features. Deep learning is a more generalized classifier which made

it to perform better than the rest. We can see that the Deep learning model is an

end to end pipeline and it takes into the account that the features for a particular

problem can be learned by itself rather than the user feeding the features to it. The
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Figure 3.6: Classification pipeline

deep learning model consists of millions of parameters that has to be trained and the

only way to train a millions of parameters in a reasonable time is to have a fast com-

putation power. The ConvNet now use GPU’s to train their model. The reason of

using GPU is because of the multi-processing cores. The Convolutions are performed

on the images to extract different features based on the loss we encounter by training

the data.

3.1.4 VGGNet

We train two different Deep learning models which are the state of the art.

The first one would be VGGNet[3] which won the ImageNet competition in 2014.

The VGGNet has 19 layers and layers are comprised of convolutional layer,pooling

layer,fully connected layer. Each layer have been discussed already so we will look

into how VGGNet is modelled. The VGGNet has over million parameters so the

batch size should be kept small. We will look into the hyper parameters that were

used in this model from the Figure 3.7. We can see that the learning rate is kept very

low because we are not using any pre trained weights from the already built VGGNet

from some other data. We use Activation function as Leaky Relu[2]. The reason

for using Leaky ReLU is to have a smooth non-linear function rather than the sharp
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Figure 3.7: VGGNet hyper parameters

non-linear function. The loss function used is sigmoid rather than a typical softmax

because the in any given frame there can be more than one tool so the sigmoid would

make as the best choice for us rather than softmax. We use small batch size and the

reason for this that the VGGNet has more parameters to learn. The model is trained

for 1000 epochs and the model is tested with 5 fold cross validation.

1. GPU: 4 x 12 GB NVidia K40

2. CPU: 3.4GHz Intel core i7 4770

3. HDD: 5 TB

4. RAM: 16 GB DDR4
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Figure 3.8: VGGNet architecture [3]

3.1.5 GoogleNet

We will use another state of the art model called GoogleNet[4]. GoogleNet was

developed by Google research fellows and won the ImageNet competition in 2015.

The main difference between VGGNet and GoogleNet is the Inception architecture

where the inception architecture has many small convolutional filters where the fil-

ters capture small features in the images. The GoogleNet hyper parameters can been

seen in the Figure 3.9. The hyper parameters have the same learning rate as VG-

GNet and uses the pre trained weights from the ImageNet model. The GoogleNet

24



used for this competition uses sigmoid rather than softmax. GoogleNet uses Batch-

Normalization[5] same as VGGNet model. The batch size is larger than the VGGNet

because the number of parameters is less than VGGNet so the computation time is

less than VGGNet. GoogleNet has more layers than VGGNet, GoogleNet has 36

layers and each layers have many small convolutional filters. The parameters are

trained in a fast way because of the less parameters and more layers. The inception

can be altered in any way and can be added with more layers. We have used the

standard inception-v3 model with 36 layers. The data has been trained with 5 fold

cross validation because 5 fold cross validation is the standard way of finding whether

the model is over fitted or not.
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Figure 3.9: GoogleNet hyper parameters

3.1.6 Ensemble Methods

After we train the models we need to somehow combine the results of the

trained models and produce the best results. The ensemble can be done by weighted

averaging and we have tried with many weighted parameters and we found out that

the weight parameter is 1 or in other words we do simple averaging of all models.

The results of 10 models with random weights in each model gave a relatively low

results rather than the equal weights. We have trained 5 models for VggNet and 5
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Figure 3.10: Inception-V3 architecture
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Figure 3.11: Inception modules where each 5 x 5 convolution
is replaced by two 3 x 3 convolution [10]

Figure 3.12: Inception modules after the factorization of the
n x n convolutions. We chose n = 7 for the 17 17 grid [10]

Figure 3.13: Inception modules with expanded the filter
bank outputs. This architecture is used on the coarsest ( 8
x 8 ) grids to promote high dimensional representations [10]
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Figure 3.14: Ensemble methods

models for GoogleNet as from the figure 3.1.6 . We average the results of the output

that was extracted by the 10 models respectively.
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CHAPTER 4

EXPERIMENTAL RESULTS

4.1 Dataset

For this thesis we used the dataset provide by MICCAI 2016 [5]. The dataset

consists of 10 training videos and 5 testing videos. Each training video runs at 25

frames per second and the testing videos runs at 1 frame per second. The labels are

annotated at every frame per second for certain frames. The frames are labelled in

a separate text file and the tools are given with the label 1 or 0. The video frames

are extracted for every 25 frames since the labels are annotated at every 25 frames.

We have already discussed how we convert the videos to image frames so we will

look into the the tools that was used to convert videos to images. The images are

of different sizes and it is resized to standard size of 224x224x3. The re sized images

are fixed because the model input size. After extracting the images, the total image

size is around 24000 and the images are further expanded by doing real time data

augmentation. The real time means the data is augmented during run time and the

data is augmented based on uniform random probability.

Source Training Test

videos 10 5

images 24000 18000

Total after augmentation 120000 18000

Table 4.1: MICCAI surgical tool dataset
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Figure 4.1: Miccai Challenge

31



4.2 Experimental setup

The experiments were setup in the SMILE Lab and the hardware configurations

of the system were:

1. CPU:3.4GHz Intel core i7 4770

2. RAM: 16GB DDR4

3. 18 GB of NVidia K40 GPU

4. 12 GB of NVidia Ge Force Titan X GPU

The software requirements were:

1. OS: Ubuntu 14.04

2. Programming Languages: Python 2.7

3. Deep Learning libraries : Tensorflow (v0.12.1)

4. Support libraries: Sci-Kit, NumPy

5. Video-image conversion: Adobe photoshop

6. pre-trained models: Caffe-zoo

4.3 Evaluation metrics

4.3.1 Hamming distance

Hamming distance is the measure which says how different are the two vectors.

Hamming loss takes into account of both tools present and not present. Hamming

loss takes the intersection over union of the predicted vector and the ground truth

vector. Here the vector is considered as the the labels with 1 or 0. For example,

[1,1,0,0,0,0] is a label with 2 tools present and 4 tools not present. So taking the

intersection over union of predicted and the ground truth gives the probability of

tools present and not present as well. The hamming loss is found to be performing

better than any other loss for the multi-label classification problem. The Evaluation
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metric is very important for the model to measure its accuracy. The accuracy is the

measure of whether tools are present or not.

4.4 Results

4.4.1 Training and validation

The training took 4 days with 1000 epochs for each model and we used 5 cross

validation. For cross validation, we use 80 percent of the data as training and 20

percent of the data as validation and for next set of validation we take another set of

the validation. we can see the validation results from the figure 4.3. We can see that

the results of one fold in VGGNet is low and the results of the same fold in Googlenet

is high. So the ensemble method would make the score better. The results of each

fold is non evenly distributed and ensemble method of these two models would result

in better results. Training with multiple gpu would make the compute time faster

but we restricted with 2 gpu since we had hardware constraints.
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Figure 4.2: Evaluation metric
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4.4.2 results

Figure 4.3: Training results

4.5 Ensemble method

As seen in Figure 4.3, The ensemble method increases the validation results

when compared to individual model results. The validation results produces the

score with 78.3%. The validation results yields a better score and the score seems

to be much better than the base line method. Our model yields 3 times better than

the base line method. We first tried with weighted averaging where the weights are

kept random so results are randomly sampled and compared with other results. The

simple averaging without any weights produced a better results than the weighted

results.
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Figure 4.4: Test results

The Test results was evaluated the MICCAI challenge sponsors and they used

Mean Average Precision and the results are shown in 4.4. The reason for using

Mean Average Precision is nothing but the Mean of all Average precisions. The MaP

is another evaluation metric as Hamming distance. The ensemble mehtod can be

further improved with more models added to it. The another state of the art deep

learning model such as ResNet[6],AlexNet can also be added. The model with more

layers generally produce a better results so adding more models would produce more

accuracy. The ensemble methods work better in most of the cases as they try to

overcome the drawback in one model with the other.

4.6 Further improvements

Further improvements can be done using the advantage of sequence learning.

The improvement provided by Long Term Short Memory [7] recently shows that the
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Figure 4.5: LSTM example

prediction of particular time can be done using the model trained on the time until

that period. LSTMs with many layers found very promising and it can be applied

to surgical Tool detection because of the fact that the tools in the current frame is

based on the tools in the previous frame. LSTM can be seen in this figure ??

4.7 Results comparison

Figure 4.4 compares result obtained by the proposed method and it is compared

with other 5 models. We can see that the base line model is 3 times worse than our

model’s prediction. The results are submitted to MICCAI and our model won the

first prize in the competition.
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CHAPTER 5

CONCLUSION AND FUTURE WORK

The goal for this thesis is to build the deep learning model for automatically

classifying the surgical Tools in a Laprascopic surgery. The future of Computer As-

sisted Intervention would be to fully automate surgery process and this challenge

would help solving the main problem much soon. The main challenges we came

through while solving the problem was the variance in images and the less data set

size. We first saw the classical methods where there were series of stages starting with

feature extraction and then training a classifier to find the tools matching the fea-

tures in the test image. The feature extraction stage includes the standard computer

vision methods such as Otsu method for gray scale to binary image conversion, Hog

lines detection and many more methods. The feature extraction for each problem

is different and it needs an expert person to set the manual hyper parameters for

each and every problem. The classical methods also have problem with using a weak

classifier when compared to Deep learning classifier so the classical methods do not

provide a good way to classify the objects as we expected. The Deep learning model

performs better when we increase the layers and we experimented with the two state

of the art methods one with VGGNet and another with GoogleNet. The reasons for

using VGGNet and GoogleNet is that the model won the ImageNet competition in

2014 and 2015 respectively. We further tried with hyper parameter customization and

found the best hyper parameter for our models. We further found that if we combine

both models and the ensemble results would produce better results than the single

model. The model is trained with cross validation and with 5 fold. The 5 fold cross

38



validation is the standard way of measuring over fitting model. The ensemble model

with simple averaging was found to work better than the other models. The test

results was evaluated by MICCAI organizers and the results was published during

the workshop. Our model received the first prize and it was the deep learning model

that was the reason behind it. We would like to explore LSTMs on surgical tools as

we know that the surgical tool on the current frame is based on the previous frame.

LSTMs with modified kernels such as GRU would make the performance much better.
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