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ABSTRACT 

 
EXPERIMENTAL AND COMPUTATIONAL STUDY OF MULTI-LEVEL COOLING 

SYSTEMS AT ELEVATED COOLANT TEMPERATURES IN DATA CENTERS 

 

Manasa Sahini, PhD  

 

The University of Texas at Arlington, 2016 

 

Supervising Professor: Dereje Agonafer 

Data centers house a variety of compute, storage, network IT hardware where 

equipment reliability is of utmost importance. Heat generated by the IT equipment can 

substantially reduce its service life if 𝑇𝐽,𝑀𝑎𝑥 , maximum temperature that the 

microelectronic device tolerates to guarantee reliable operation, is exceeded. Hence, 

data center rooms are bound to maintain continuous conditioning of the cooling medium. 

This approach often results in over-provisioned cooling systems. In 2014, U.S. Data 

center electricity consumption is about 1.8% of the total electrical energy in the country. 

Hence, data center power and cooling have become significant issues facing the IT 

industry. 

 The first part of the study focuses on air cooling of electronic equipment at room 

level. Data centers are predominantly cooled by perimeter computer air handling units 

that supply cold air to the raised floor plenum and the cold air helps in removing the heat 

generated by IT equipment. This method tends to be inadequate especially when the 

average power density per rack rises above 4 kW. As a solution to mitigate this problem, 

different rack and row based cooling solutions have been proposed and used. The 

primary focus of these cooling methods is to bring cooling closer to the heat source which 
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is the IT rack thereby improving the heat dissipation process along with controlled air flow 

management in the data center room. Mostly known close-coupled cooling solutions 

include rear-door heat exchanger, in-row coolers, and over-head cooling. In this study, a 

new end-of-aisle close-coupled cooling solution for small data center cooling room has 

been proposed. As oppose to the existing designs, this design is distinctive in eliminating 

the risk of placing the liquid on top of IT racks along with achieving cooling energy 

efficiency. Three different configurations of the proposed designs are studied for its 

thermal performance using computational modeling.  

The second part of the study focuses on liquid cooling at rack level. Liquid cooling 

addresses the critical issues related to typical air cooling in servers because of its better 

heat transfer characteristics. Water-cooling at the device level can be an efficient solution 

since water has higher thermal capacitance when compared to traditional heat carrying 

medium i.e., air. The emerging practice in the data center industry is to maximize the use 

of economizer usage by reducing/eliminating the usage of chiller while taking advantage 

of outside ambient conditions to cool the data centers. Liquid cooled racks are generally 

designed with different configuration of pumping systems. Empirical study is conducted 

on a state-of-art liquid cooled electronic rack for high coolant inlet, commonly known as 

warm-water cooling in order to evaluate the cooling performance of distributed vs. 

centralized coolant pumping systems. Experimental set up is instrumented such that 

detailed analysis is employed to study component temperatures as well as cooling 

performance of the rack at elevated inlet conditions.  

The third part of the study focuses on the impact of high server inlet 

temperatures to static power at server level. In order to maximize the use of 

economizers, the IT hardware will be exposed to higher inlet temperatures which would 

lead to higher operating temperatures of the processors. The operating temperature of 
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the CPU has direct influence on the static power due to subthreshold leakage which is 

known to reduce the performance of the processor. The current work serves as a 

firsthand investigation to study trade-off between IT performance and energy efficiency 

for elevated inlet temperature in air vs. liquid cooled servers. Air cooled IT along with the 

liquid cooled counter-parts are instrumented and extensively tested to simulate the high 

ambient conditions at the test bed data center.   
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CHAPTER 1 

INTRODUCTION 

Data centers house a variety of compute, storage, network IT hardware where 

equipment reliability is of utmost importance. The U.S Environmental Protection Agency 

(EPA) defines a data center as “primarily electronic equipment used for data processing, 

data storage, and communications. Collectively, this equipment processes, stores and 

transmits digital information and specialized power conversion and backup equipment to 

maintain reliable, high quality power, as well as environmental control equipment to 

maintain the proper temperature and humidity for the ICT equipment” [1]. The sole 

purpose of data centers is to process information. While, Information and communication 

equipment (ICT) is the primary part of data centers, power delivery, cooling infrastructure 

and back up equipment turns out to be secondary part of data centers.  Data centers are 

seen to have significant role in driving the modern economy that includes Internet, 

medical services, energy, telecommunication, banking, mobile phones, various retail 

business stores, urban traffic, transport, security systems etc. Data center facility sizes 

range from few tens of servers referred as server rooms to few hundred thousands of 

servers referred as enterprise-class data centers. Some of the world largest internet 

companies like Google, Facebook, Yahoo, Amazon, eBay, Microsoft, Twitter etc. 

constitute large scale enterprise-class data centers. Typically, an enterprise-class data 

center consists of more than 100,000 servers with a facility size more than 5000 sq.ft.  

Each data center can consume anywhere between 1 and 500MW of electrical energy.  

 

 1.1 Data Center Power Usage and Industry need 

Data centers continue to be significant consumers of world electricity 

consumption. According to the United States Data center Energy Usage Report, U.S. 
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data centers consumed an estimated 70 billion kilowatt-hours of electricity in 2014 which 

represents 1.8% of total U.S energy consumption [2]. By 2020, these data centers are 

projected to consume around 140 billion kilowatt-hours causing millions of metric tons of 

carbon pollution. Also, it has been estimated that data center dedicated space will 

globally increase to 2 billion square feet by 2018 [3] Human induced climate change and 

rising carbon footprint is the major challenge facing the world. Increased demand for the 

cloud computing services, big data, infrastructure deployments that need continuous 

connectivity translates to ongoing expansion for the data center industry which directly 

impacts the energy consumption of the industry and also the carbon footprint contributed 

by the sector.  The cabinet heat loads are expected to achieve increasing trends through 

years. As the IT equipment packaging tends to be denser due to increasing capabilities.  

 

Figure 1-1: Projected Data Center Total Electricity Usage 
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Figure 1-2: Estimated US Data Center Electricity Consumption by Market Segment [4] 

It is interesting to note that high-performance computing market only contributes 

to 1% of the industry while small and medium sized data centers contribute to 49% of the 

market as shown in Figure 2. This is important because recent studies have shown that 

these small and medium scale data center industries have shown less progress in terms 

of energy efficient usage practices compared to the hyper-scale or high performance 

computing industry. This tendency gives an implicit understanding of the extensive power 

usage in the entire data center market.  

 

Figure 1-3: Graph showing the relationship between carbon intensity with energy intensity 

and data center size [5] 
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Studies indicate that the energy estimates for coming years show growing trend 

for Hyperscale data centers while staying the same rest of the data center types [6].  

Considering the significance of the current power usage in data center industry, it is 

critical to recognize that the energy demands are continuing to rise which means the 

consequence for sustainable as well energy smart IT and infrastructure design is 

pressing.  

1.2 Thermal Management and Energy Efficiency 

The main purpose of housing the electronic equipment is to maintain the safe 

environmental conditions to ensure the IT equipment runs continuously and reliably. 

Various cooling techniques are employed in data centers such that the IT equipment 

does not overheat causing failure of the electronics which in turn is a loss of 

computational time along with equipment cost. The common approach used is to deploy 

an overly conservative thermal management which leads to squandered cooling 

resources. 

As mentioned in the previous section the growth in new data center has abated 

recently and for next few years. However, a significant number of existing data centers 

i.e. small / medium and multi-tenant data centers which constitute of around 95% of 

electricity share in data center market are in compelling need for energy efficiency [4]. A 

typical data center consumes 45-55% of energy for IT equipment and around 30-40% of 

cooling energy is consumed by cooling. In terms of energy costs, cooling and electricity 

infrastructure contribute to 70-80% of the capital costs [1]. In order to track the data 

center energy efficiency, the Green Grid Association has introduced metrics such as 

Power Usage Effectiveness (PUE) [7]. PUE provides the sum of IT and Cooling energy 

as a fraction of IT power consumption from data centers. In addition to PUE, Green Grid 

has later introduced metric known as Data Center Energy Productivity (DCeP) [8]. This 
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metric serves to quantify the useful work the data center produces based on the energy it 

consumed.  

𝑃𝑈𝐸 =
𝑇𝑜𝑡𝑎𝑙 𝐹𝑎𝑐𝑖𝑙𝑖𝑡𝑦 𝐸𝑛𝑒𝑟𝑔𝑦

𝐼𝑇 𝐸𝑞𝑢𝑖𝑝𝑚𝑒𝑛𝑡 𝐸𝑛𝑒𝑟𝑔𝑦
 

  𝐷𝐶𝑒𝑃 =
𝑈𝑠𝑒𝑓𝑢𝑙 𝑤𝑜𝑟𝑘 𝑝𝑟𝑜𝑑𝑢𝑐𝑒𝑑

𝐷𝑎𝑡𝑎 𝑐𝑒𝑛𝑡𝑒𝑟 𝑒𝑛𝑒𝑟𝑔𝑦 𝑐𝑜𝑛𝑠𝑢𝑚𝑒𝑑 𝑡𝑜 𝑝𝑟𝑜𝑑𝑢𝑐𝑒 𝑡ℎ𝑖𝑠 𝑤𝑜𝑟𝑘
 

 

Figure 1-4: Energy Consumption Impact of Mechanical Equipment and Systems [9] 

A recent study conducted in 2013 conducted by Campos Research and Analysis, 

the average PUE in the North American data center industry ranges between 1.8 and 2.9 

while only 20% of the companies had reported PUE less than 2.0 [10]. When PUE is 

considered as a measure to energy efficiency in data centers and the metric can be 

improved by reducing the overhead on support infrastructure especially on cooling 

energy consumption.  

American Society of Heating, Refrigeration and Air-Conditioning Engineers 

(ASHRAE) TC 9.9 chapter conducts extensive work in analyzing and defining the model 

codes, standards and guidelines for data center and mission critical facilities [11].   

 

46% 

23% 

8% 

4% 
8% 

11% 

Average Power allocation 

Information Technology equipment

HVAC Cooling

HVAC fans

Lighting

UPS

Other
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Table 1-1 : ASHRAE IT Equipment Classification and Corresponding Environmental 

Control 

 

Based on different classes of IT equipment the environments are classified into 

recommended and allowable ranges. The recommended envelope represents the 

limitations of operating the IT equipment with utmost reliability and sensible energy 

efficiency. As the data center operating envelope is expanded from A1, A2 towards A3, 

A4 higher energy efficiency is achieved however considerable trade-off exists in terms of 

reliability of the equipment.   

 

Figure 1-5: ASHRAE TC 9.9 2011 Thermal Guidelines for Air Cooled IT [12] 
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Table 1-2: ASHRAE Liquid Cooled Thermal Guidelines [13] 

 

Since the use of liquid cooling at module and rack level has been wide-

spreading, ASHRAE TC 9.9 has introduced liquid cooling classes as well with varying 

coolant temperature ranges as shown in Table 1-2. Based on the type of infrastructure 

cooling design that is to be used the facility supply side water temperature ranges are 

defined as shown in Table 1-2.  

Several efforts are being made by IT industry for years in order to achieve the 

improved energy efficiency. Thermal management in data center is of multi-scale nature 

[14]. The thermal architecture needs to be coupled at different sizes or scales such that 

the overall energy management can be effectively designed and monitored. The multiple 

cooling scales can be divided as chip level, server level, chassis level, cabinet level, 

room level and plenum level [14]. In the context of current study, the cooling scales that 

are studied are module level i.e. the chip level cooling using heat sinks or cold plates, 
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server/chassis level i.e. thermal transport across the IT server using fans or heat 

exchangers, room-level i.e. cooling configuration with CRAH/CRAC or AHU units.  
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CHAPTER 2  

LITERATURE REVIEW 

 This section will contain a review of close-coupled cooling solutions for IT PODS, 

effects of high temperature inlet conditions on air as well as liquid cooling for high power 

IT. 

2.1 Close-Coupled Cooling Solutions for IT PODS 

 Data centers are managed mostly managed by overly conservative thermal 

management approaches [14]. The typical thermal solution for data centers is perimeter 

computer air handlers (CRAH). The traditional cooling method includes supplying air 

through raised floor plenum that is blown by the CRAH blowers and the chassis fans 

typically located at the rear end of the IT pull the air across the server collecting the heat 

and the exhaust air from fans is again collected by the CRAH return. This architecture 

provides adequate cooling for rack densities below 5kW. However, as the rack densities 

raise beyond 5kW the removal using CRAH based cooling becomes challenging [15]. To 

address this issue, data centers have adopted the concept of close-coupled cooling i.e. 

bringing the cooling source closer to the IT equipment [16]. Some of the close-coupled 

cooling solutions are overhead cooling, rear-door heat exchanger cooling, in-row cooling, 

bottom located cooling etc. The key objectives of close-coupled cooling is to enable a 

controlled cooling of the IT equipment, flexible as well as modular design architecture, 

containment of hot air exhaust from the cold air [17].  

 Overhead cooling is a row-based cooling design where the cooling coils are 

placed on top of the IT rack which removes the heat by circulating the air across the row. 

Steady and Transient Behavior of overhead cooling systems has been conducted to 

compare the cooling effectiveness and energy efficiency of overhead downward flow and 

overhead upward flow [18]. InRow Cooling is another row-based cooling design where 
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the cooling coils coupled with blowers are placed at specified locations in between the 

cabinets and in-line with the rows. In Row Coolers are also used to complement the 

CRAH based cooling which is referred as hybrid cooling; detailed CFD analysis is 

conducted to show how In Row cooling coupled with CRAH unit can provide uniform 

cooling energy distribution [19]. Rear door heat exchanger is a water cooled rack based 

cooling solution where cooling coils are mounted on the rear side of the cabinet [20]. 

Transient models for cross flow heat exchangers have been developed in order to 

understand the dynamic response of the heat exchanger during varying operating 

conditions [21]. Bottom-located cooling unit is compared with perimeter based cooling 

system in terms of air flow energy using CFD [22] . Computational study analysis has 

been conducted in developing innovative server rack design with bottom located cooling 

unit [23]. Close-coupled cooling solutions are considered to be best fit for data centers 

high density racks where retrofit upgrades are needed [24]. In terms of reliability, the 

different types of in-row, above-row and rear door HXs are capable of providing 

continuous redundant cooling more effectively compared to CRAC based cooling [25].  

Various basic heat removal methods have been compared to cool IT and it has been 

found that rack and row based cooling solutions are more efficient compared to CRAH 

based cooling; however, these close-coupled solutions highly rely on server or rack fans 

to operate [26]. While comparing the annual electric cost for different close-coupled 

solutions, it has been found out that row-based cooling coupled with hot air containment 

showed lowest costs while room-based traditional crac-based design showed highest 

costs and also the average rack power also played an important role where an increased 

rack density of around 12kW that is cooled using rack based cooling solution showed 

lowest dip in the annual electricity costs [27]. Various factors such as agility, system 
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availability, serviceability, total cost of ownership, system availability and so on should be 

considered while selecting appropriate close-coupled cooling solution [27].  

 

 

2.2 Effects of High Temperature Inlet Conditions 

 

 ASHRAE TC 9.9 has defined the thermal guidelines of specified dry bulb and 

humidity ranges for different IT equipment classes [12]. Increasing the data center 

operating temperatures has been an emerging practice to partially or eliminates chiller 

usage. Experimental study has been conducted for a 1 MW data center and the results 

suggested just one degree rise in the temperature set point could save 2-5% of the 

overall  energy consumption  in data centers; the study also provides a multi-faceted 

understanding of temperature management in data centers in terms of performance and 

reliability [28]. Customized control mechanism known as on-demand cooling has been 

introduced to implement high operational temperatures in data centers with thermal 

safety because without the customized IT design the high inlet conditions could bring 

benefit and challenge at the same time [29]. Computational modeling has been used to 

demonstrate that increasing the ambient conditions up to 35°C along with other factors 

like hot aisle/cold aisle containment, eliminating cable obstructions, by-pass and re-

circulation reduction for a CRAH based cooling system has improved data center level 

power savings with the use of economizers [30]. Before adopting the high ambient and 

free cooling technology, key factors like server stability along with optimal temperature 

and corrosion resistant hardware design should be studied because increasing 

temperatures to ASHRAE class A3, A4 classes will need orchestrated collaboration 

between the IT and cooling infrastructures [31]. In regards to the correlation between high 

ambient inlet with reliability of the IT hardware, the effect of data center inlet temperature 
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on the chip leakage power has been modeled and found out that the COP of the data 

center cooling infrastructure has a negative impact from the leakage current which is the 

direct function of the chip operating temperature; this study challenges the perception to 

hot air cooling and demonstrates the significance of determining the optimum operating 

strategy for the data center while trading off the infrastructure energy savings [32].  

Based on the limitations of operating temperatures using air cooling, energy-efficient 

liquid cooling has been examined for its high temperature effects on temperature-

dependent leakage and it has been found that the total data center power consumption 

as a function of coolant temperature, the computational state of chip, weather factors that 

employ free cooling has not shown improved energy efficiency even during maximized 

free cooling due to additional leakage power incurred by the associated higher coolant 

temperatures [33]. As data center liquid cooling envelops are expanded towards W3, W4 

classes’ significant energy savings that are as low as 3.5% of the typical air cooled chiller 

based data center [34]. Warm water cooling in data centers has been adopted where the 

return water is as high as 95°F and the hot return water is used as a primary heating 

source for building [35]. Experimental and analytical studies have been conducted to 

show that warm water cooling of data centers coupled with energy re-use help remove 

the usage of chillers showing significant improvements in PUE and ERE metrics [36]. 

Comprehensive liquid cooling design guidelines have been analyzed for building supplied 

warm water cooled IT at 15 national laboratory sites while estimating the total cost of 

ownership that showed reduced capital as well as ongoing energy consumption costs 

[37]. Based on the related research, the high ambient inlet conditions have been 

considered to test the IT hardware for its reliability and energy efficiency impacts.   
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CHAPTER 3  

ROOM LEVEL STUDY: CFD ANALYSIS ON NEW CLOSE-COUPLED COOLING 

SOLUTION 

(Reprinted with permission © 2017 ASME) [38] 

 The objective of this work is to introduce and evaluate a new end-of-aisle cooling 

design which consists of three cooling configurations. The key objectives of close-

coupled cooling are to enable a controlled cooling of the IT equipment, flexible as well as 

modular design, and containment of hot air exhaust from the cold air. The thermal 

performance of the proposed solution is evaluated using CFD modeling. A computational 

model of a small size data center room has been developed. Larger axial fans are 

selected and placed at rack-level which constitute the rack-fan wall design. The model 

consists of 10 electronic racks each dissipating a heat load of 8kw. The room is modeled 

to be hot aisle containment i.e. the hot air exhaust exiting for each row is contained and 

directed within a specific volume. Each rack has passive IT with no server fans and the 

servers are cooled by means of rack fan wall. The cold aisle is separated with hot aisle 

by means of banks of heat exchangers placed on the either sides of the aisle 

containment. Based on the placement of rack fans, the design is divided to three sub 

designs- case1: passive heat exchangers with rack fan walls; case2: active heat 

exchangers ( HXs coupled with fans) with rack fan walls;case 3: active heat exchangers 

(hxs coupled with fans) with no rack fans. The cooling performance is calculated based 

on the thermal and flow parameters obtained for all three configurations. The 

computational data obtained has shown that the case 1 is used only for lower system 

resistance IT. However, case 2 and Case 3 can handle denser IT systems. Case 3 is the 
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design that can consume lower fan energy as well as handle denser IT systems. The 

paper also discusses the cooling behavior of each type of design. 

3.1 Modeling of Room level data center 

3.1.1 Model Definition 

 A computational model of a small size data center room will be developed based 

on the typical data center room designs. The servers are modeled to be passive 

components with no in-built fans. Larger axial fans are selected and placed at rack-level 

which constitute the rack-fan wall design. Active as well as passive heat exchangers are 

selected based on the commercial designs available. The cooling performance is 

calculated based on the thermal and flow parameters obtained for all three 

configurations. There is no raised floor plenum. 

The primary focus of the close-coupled cooling methods is to bring cooling closer to the 

heat source which is the IT rack thereby improving the heat dissipation process along 

with controlled air flow management in the data center room. The objective of the current 

study is to analyze the thermal performance of a new kind of close-coupled cooling 

solution for small data center cooling room using computational software. 

 

 A small sized data center room has been modeled using commercial CFD 

software called 6SigmaRoom [39]. The model consists of 10 electronic racks each 

dissipating a heat load of 8kW. There are two rows with five racks placed on each row. 

The room is modeled to be hot aisle containment i.e. the hot air exhaust exiting for each 

row is contained and directed within a specific volume. . Each rack has passive IT with no 

server fans and the servers are cooled by means of rack fan wall. The cold aisle is 

separated with hot aisle by means of banks of heat exchangers placed on the either 

sides of the aisle containment as shown in figure 1. There is no raised floor plenum. The 
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air flow movement includes the cold air being pulled in by the rack fans across the 

servers and the exhaust air then takes a turn passing through the heat exchanger units 

placed on either side of the room containment.   

 

    𝑄 = 𝑚𝑤𝐶𝑝𝑤∆𝑇𝑤 = 𝑚𝑎𝐶𝑝𝑎∆𝑇𝑎            (1)  

 

Passive heat exchangers with rack fan wall shows that the data center room consists of 

10 42U rack (1 rack U =1.72 inch). The dimensions of the rack are 2004x597x1008 mm³. 

The rack slots are filled with 1U servers. The servers are modeled in passive type by 

defining the system resistance in terms of viscous and inertial resistance coefficients as 

shown in equation 2. The server dimensions are assumed to be 711.4x444.5x43.9 mm³.  

Each server dissipates 190.5 W of heat.  

                                               𝑑𝑃 = 𝑉𝑖𝑠𝑐𝑜𝑢𝑠 𝑟𝑒𝑠 𝐶𝑜𝑒𝑓 ∗ �̇� + 𝐼𝑛𝑒𝑟𝑡𝑖𝑎𝑙 𝑟𝑒𝑠 𝐶𝑜𝑒𝑓 ∗ �̇�2   (2)                                                    

 

Figure 3-1: Top View of the Close-coupled Cooling Solution 
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Figure 3-2: Isometric View of data center CFD model 

 The hot aisle and cold aisle widths are considered as 1500 mm. The range hot 

aisle width in industry practice varies between 3’ and 6’ [40] The hot aisle entrance width 

(circled space in figure 2) of 838 mm is designed to accommodate the space used to 

access into the hot aisle typically used for servicing or maintaining of the IT/ cooling 

equipment.  

 

3.2 Modeling of the Heat Exchanger Units 

  

 The heat exchangers are the primary cooling sources that cool the return air 

exhaust and the cool air supply coming out will be pushed back into the cabinet racks. 

The heat exchanger design is considered to be a water to air finned tube model. 
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Commercially available heat exchanger designs are selected in order to consider the 

cost, practicality and feasibility of the cooling design. The heat exchanger system 

resistance, for each configuration, is obtained using the coil selection software [41].  The 

system resistance curve of server measured for case 1 is shown in figure 4. The coil 

selection software has been leveraged to estimate the performance of the selected heat 

exchanger design for the given air side and water side boundary conditions. The heat 

exchanger effectiveness has been calculated using the effectiveness-NTU method. The 

air side and water side volumetric flow rates are specified based on equation 1 where the 

water and air side temperature difference is assumed based on typical industry practice.  

 

Figure 3-3: System Resistance Curve of 1U server 

 

Figure 3-4: Water-to-Air Finned Tube Heat Exchanger System Resistance 
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 The heat exchanger dimensions are 33x47x5 in³ based on the available 

commercial designs. The geometry of the heat exchanger design is also influenced by 

the size of the hot aisle (width and height). There are total four heat exchanger banks 

each assumed to handle a sensible heat load of 20kW. The entering water and leaving 

water temperatures are assumed to be 17°C and 22°C respectively according to typical 

industry practices used to make sure the water temperature is about dew point 

temperature of ambient air. The effectiveness values calculated based on these 

boundary conditions is 0.65. The water flow rate based on energy equation to dissipate 

20 kW is 15.2 GPM. The entering air temperature is 38 °C. These are the values that are 

defined for modeling the performance of the heat exchanger unit.  

 

3.3 Case 1 Rack Fan Wall Selection 

 The total air flow requirement based on the air side energy balance equation (1) 

for 8kW total load and a ΔT of 10°C is 1375 CFM per rack. Each server needs 32.7 CFM 

of air flow rate. A total of 42 pieces in terms of 14 rows of 3 120 mm parallel fans have 

been grouped. 

 

 

 

 

 

(a) 

 

Server 
1 

Server 
2 

Server 
3 
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Figure 3-5: a) Server Stack with one row of three 120 mm fans b) System Resistance and 

Derived Fan curve the server stack and fan system 

 

 Based on the geometry of the rack space and the server system resistance, the 

servers and fan system are arranged as shown in Figure 5 (a). The Fan curve for three 

parallel fan curves is calculated based on fan curve information of single 120 mm fan 

curve [42] as shown in Figure 5 (b). Even though the derived fan curve and system 

resistance curve shows the fans are operating in the low resistance points, the following 

system has been considered to account for additional resistance that will be offered by 

the heat exchanger banks and the air flow movement.  

 

3.3.1 Case 1 Results 

 The model is studied for steady state conditions. Standard K-ε turbulence model 

has been chosen. The total grid generated is 23 million cells. The conformal meshing 

technique known as grid control method is used in the software to mesh certain geometry 

such as IT servers and cabinets which develops finer mesh. This helps in achieving 

higher accuracy during the iterative solver procedure opted by the CFD.  
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 The temperature streamlines shown in figure 6 demonstrate the air flow 

movement in the room. The average temperature different across each cabinet is around 

10 (±1) °C as shown in figure 7.  

 

 

 

Figure 3-6: Temperature Streamlines of the Air Flow Movement 



21 

 

Figure 3-7: Rack Average Inlet/Outlet Temperature 

 

Figure 3-8: Rack Average Inlet/Outlet Temperature 
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Figure 3-9: Individual Cabinet Flow Rates 

 The rows are labeled as Row J and Row E with 5 cabinets in each row.  J1, J5, 

E1 and E5 represent the outermost cabinets on each row. From figure 9, it can be seen 

that the middle cabinets do not receive sufficient air flow. The reason can be attributed to 

the air flow path in the specific design and this data helps understand the limiting factor 

for the number of cabinets in each row. Currently, the model works well with 5 cabinets in 

each row, because the middle cabinet receives around 150 CFM lesser air flow rate than 

the peripheral cabinets. The middle cabinets did not exhibit relatively higher temperatures 

due to lesser flow rates. 

 

Figure 3-10: Individual Heat Exchanger Flow Rates 

1100

1150

1200

1250

1300

1350

1400

1450

1500

1550

J1 J2 J3 J4 J6 E1 E2 E3 E4 E5

A
ir

 f
lo

w
 R

at
e

 (
C

FM
) 

Cabinet ID 

Flow In Flow Out

3000

3200

3400

3600

3800

4000

Heat Exchanger3 Heat Exchanger2 Heat Exchanger5 Heat Exchanger6

V
o

lu
m

e
 f

lo
w

 r
at

e
(C

FM
) 

Heat Exchanger ID 

Flow In Flow Out



23 

 The air flow rates through individual heat exchangers are reported in figure 10. 

The heat exchanger 3 and heat exchanger 6 are located at the bottom section on either 

side of the aisle. It can be seen that these heat exchangers receive lower air flow rates. 

Because of the tendency of the hot air to rise within the aisle, the units located at the top 

section receive higher flow rates. This factor can influence in sizing the heat exchangers 

to different capacities. The difference between the top and bottom heat exchanger flow 

rate is 135 CFM. The hot air entering the top section heat exchangers is around 1°C 

higher compared to the bottom section heat exchangers. The flow going in and out of 

cabinets and heat exchanger is the same which ensures that there is no recirculation 

within the system.  

 Because the middle cabinet showed lower inlet temperatures, the cabinet E3 is 

considered to examine the temperatures and flow rates of individual servers as shown in 

figure 8. The flow rate varies across the height of the server. However, there is no 

recirculation. The individual server flow rate did not follow a specific pattern in the flow 

distribution. However, it is noticed that the top few servers (E39-E42) receive lower flow 

rates and hence exhibit higher exhaust temperatures.  The total fan power in the room is 

calculated to be 1038 W for 24% fan efficiency based on equation 3.  

 

                                                      𝐹𝑎𝑛 𝑃𝑜𝑤𝑒𝑟 =  ∆𝑃 ∗ �̇� ∗
0.1175

𝜇𝑓
                                   (3) 

 

 It is identified that there are three main variables that mainly influence the cooling 

design. It is the system resistance of the IT, pressure drop that is overcome by the fans 

(i.e. the only air movers in the room), temperature difference across the rack.  

 

 



24 

3.4 Case 2  

  

Figure 3-11: Schematic Layout of Case 2 with Active heat Exchangers and Rack level 

fans 

 This case is the same as Case 1 with group of fans arranged in series with the 

heat exchangers as shown in figure 11.  Placing fans in series with heat exchangers 

enables the design to handle high resistance IT placed inside the room. The fans across 

the heat exchanger (second-stage fans with 200mm diameter) are selected such that 

they are geometrically arranged along the same size as HX surface area and in parallel 

to each other. The server resistance considered for the IT is based on resistance for 

HPSE1102 [43]. 

Multi-stage fans in series should handle the same amount of volumetric capacity as the 

first stage fans (rack level fans) [44]. Hence, the second stage fans (Φ200 mm) are 

selected from the commercially available axial fan catalogue based on the total CFM 

requirement from each heat exchanger-fan system. Figure 12 shows the air flow 

movement in the room. 
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3.4.1 Case 2 Results:  

 

Figure 3-12: Air Flow Streamlines colored by temperature 

 

 

Figure 3-13: Rack Inlet and Outlet Flow rates 
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The total rack fan power in the room is calculated as 896.9 W. The total heat exchanger 

series fan power is 1227.83 W. Rack fans operate at lower pressure drop for wider hot 

aisle widths. The hot aisle size determines the pressure drop overcome by rack fans. 

Compared to case 1, the rack fans operate at lower static pressure. However, overall fan 

power is higher. The main advantage of case 2 over case 1 is that it can handle high 

resistance IT. The average temperature difference observed across the rack is 8.8°C. 

The average rack flow rate is 1640.7 CFM. Since the cooling design can more handle 

volumetric capacity the rack heat load is also scalable for increased loads.  

 

 The fan operating speeds between first stage and second stage fans is 

important. The fan control algorithm of the rack level fans typically controls the fan 

speeds based on the maximum operating temperature of a group of servers (in our case 

3 servers shown in figure 5). The coordination for fan speeds between multiple stages 

should be such that the when rack level fans are running idle the second stages should 

also run at lower speeds.  
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3.5 Case 3 

 

Figure 3-14: Cooling Design Schematic for Case 3 

  

 In this case, there are no rack level fans; the fans (Φ200 mm) are located only in 

series with the heat exchanger as shown in figure 14. This cooling design also handles 

higher IT system resistances in the room. The heat exchanger fans would operate at 

higher static pressure compared to the previous case because they are the only air 

movers in the room. The average temperature difference observed across the rack is 

9.3°C. The average rack flow rate is 1572.9 CFM. 
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Figure 3-15: Pressure Plot for Case 3-Top view of the room with cut section running 

through the center of the rack height 

   

 If the fan movers are only located across heat exchanger (as in case 3) the room 

is more pressurized compared to case 2 as seen from figures 15 and 16. These kind of 

over pressurized systems might lead to an increased risk of leakage between hot aisle 

and cold aisle. The total heat exchanger fan power consumption in the room is 1010.55 

W. The overall fan power consumption is reduced compared to case 2 and comparable to 

case 1. 
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Figure 3-16: Pressure Plots from case 2- Top view of the room with cut section running 

through the center of the rack height 

 

3.6 CONCLUSION 

 The study evaluates a new type of end-of-aisle cooling system for a small data 

center room using CFD. The methodology for modeling passive IT, selection of rack fan 

wall and heat exchanger designs including the design boundary conditions based on 

industry practice has been presented. The system showed acceptable temperature and 

air flow profile based on the given boundary conditions. The volume resistances 

considered for case1 design are for low resistance IT systems. However, it has been 
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seen that such a system if had air movers arranged in series with the IT rack fans or in 

series with heat exchangers can handle higher system resistance. Larger fan systems 

that can overcome higher resistance systems should be used to for denser IT 

components. The heat exchanger units are placed such that it would eliminate the risk of 

having cooling coils at the top of the electronic racks. The top section of servers showed 

higher exhaust temperatures but overheating of the IT is not observed. The fan power 

consumption for all three cases have been quantified. Case 2 has been an over 

pressurized system compared to other two cases. This can be addressed by increasing 

the hot aisle volume. It has also been noticed that the distance between heat exchangers 

and the axial fans in series for case 2 and case 3 is of importance. If the fan systems are 

closer to heat exchangers, then they would pull the air fasters across heat exchangers 

coils reducing the thermal performance of the heat exchanger. Further analysis is needed 

to determine the best case cooling design. The analysis would include response of the 

system during failure conditions, system air flow behavior when it is not isolated i.e. if 

neighboring IT rows are present, using blowers instead of axial fans design. Overall, the 

current study proposes a new cooling design that addresses the challenges for placing 

cooling coils at the top of the IT or at the bottom of the IT. The CFD analysis comparing 

the thermal performance of all three cases gave multiple design considerations to be 

made by opting to certain case of design. 

 

3.7 Cooling Failure Scenarios 

 For all three different cases, different failure cases have been simulated by 

turning off heat exchangers and rack fans and heat exchanger fans in various scenarios 

as shown in the table 3-1 below. In typical data center set up, the IT equipment is 

connected to Uninterrupted Power Supplies (UPS) that turn up during a loss of utility 
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power to the facility. However, the CRAC/CRAH systems, chilled water pumps, chillers 

are often not connected to the UPS [45] . The objective is to quantify the increase in inlet 

temperatures and reduction in the supply rack air flow in the room due to any imposed 

failure conditions. The scenarios will be discussed individually as well as in comparison 

against default designs or other failure scenarios for all three cases. The following cases 

considered to be in steady state conditions.  

 

Case  Status of 

Rack Fans 

Status of Heat 

Exchanger fans 

Status of Heat 

Exchangers 

Case 3A OFF HX1-OFF HX1-OFF 

Case 3B OFF HX1-OFF;HX2:OFF HX1-OFF;HX2-OFF 

Case 3C OFF HX1-OFF;HX2:OFF ALL-ON 

Case 3D OFF All-ON HX1-OFF;HX3-OFF 

Case 2A ON HX1-OFF;HX2:OFF HX1-OFF;HX2-OFF 

Case 2B ON All-ON HX1-OFF;HX3-OFF 

Case 1A ON - HX1-OFF;HX3-OFF 

Case 1B 2 middle 

Rack fans 

OFF 

- ALL-ON 
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Figure 3-17: Isometric View of the room 

Case 3A: This case has all rack fans turned off, with one top heat exchanger turned off 

and the corresponding heat exchanger fans have been turned off as well.  

 

Figure 3-18: Case 3A Heat Exchanger Flow rate and Temperature parameters 
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As anticipated, the supply air and return air temperatures of the failed heat 

exchanger is the same. The air flow rate going into the failed heat exchanger is merely 

due to the pressure difference between the hot aisle and the cold air but no induced air 

flow. The average reduction in the air flow rate is 2286.7 CFM for failed HX1. HX2 has 

shown reduced temperature difference between supply and return air i.e. 9.2 °C 

compared to the temperature difference across HX3 and HX4 being i.e. 12.6 °C. The 

supply air temperature across HX3 and HX4 has been increased by 4.9 °C. The reason 

for this is being the corresponding heat exchanger fans draw the same amount of air flow 

not uniformly from all the rack but disproportionately. If we consider the air side energy 

balance equation, these heat exchanger fans (of HX3 and HX4) by drawing the same 

amount of air flow and increased heat load i.e. imposed due to the failed heat exchanger 

(HX1), the corresponding average air side temperature difference has been increased, 

along with rise in both supply and return air temperatures.  

Case 3B: This case has both top heat exchangers (HX1 and HX3) disabled and the 

corresponding fan systems have been disabled as well.  

 

Figure 3-19: Heat Exchanger Air Flow and Temperature Parameters 
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 The heat exchangers that have been disabled are drawing about 3101.5 CFM 

lower than the other two heat exchangers. The mean inlet temperatures of HX3 and HX4 

have been higher by 17.3 °C. As explained in previous section (for case 3A), the reason 

for this is that the HX2 and HX4 that draw the same amount of air flow; with increased 

heat load on them, the air side temperature difference increased along with the return 

and supply air temperatures. This rise in inlet temperatures can be mitigated by 

employing fan control over individual heat exchanger fan systems. The heat exchanger 

fan PWMs (second-stage fan systems) must be modulated accordingly based on the 

return air temperatures. This type of fan control will help the fans draw in more air flow 

thereby reducing the overall supply air temperatures in the room in case of failure.  

 

 In terms of the rack air flow rates and the supply temperatures, there is 

uniformity. The average rack air flow rate is 624.06 CFM. The average temperature 

difference across the racks has increased to 22.9 °C by ~2.5 times compared to the 

default case (Case 3). The corresponding server air flow rates have decreased. However, 

there is no major non-uniformity even within the rack in terms of air flow rates.  

  

Additional case has been run as a part of case 3B, where heat exchangers on 

one side of the aisle have been disabled i.e. HX1 and HX2, it has been noticed that the 

top heat exchanger (HX1) has higher return air temperature compared to HX2 by 6 °C. 

One the active side (HX3 and HX4), the top heat exchanger, HX3, has highest return air 

temperature which is 28% more than the HX4 return air temperature as shown in figure 

3-21. The reason for this can be attributed to the fact that hotter air rises and quickly 

being drawn by the active fans of top located HX3. The temperature distribution across 
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the racks fluctuated by about +/- 1.5 °C for the inlet and outlet temperatures. The average 

rack flow rate in the room is 627.5 CFM.  

 

 

 

 

Figure 3-20: Temperature Plot when HXs on one side were disabled 

 

Case 3C: This case represents the case where two heat exchangers on one side (HX1 

and HX2) are disabled but all the heat exchanger fan systems are turned on. This 

scenario can be represented as work case failure scenario, since the fans are all turned 

on. The expectation is that hot exhaust is quickly recirculated across the room as the 

corresponding heat exchanger has failed. HX1 and HX2 showed inlet and exhaust 

temperatures (being the same) to be 58.8 °C and 53.9 °C which is about ~2.3 times more 

than the default case as shown in figure 3-22. The return air temperatures of HX3 and 

Disabled HXs (HX1 and HX2) 
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HX4 are 36.8 °C and 39.9 °C respectively. The heat exchangers located at the top once 

again received higher return air temperatures. There is an average air side temperature 

difference of 18 °C across HX3 and HX4. Since all heat exchanger fans are working, the 

average HX fan air flow is 3840.8 CFM.  

 

Figure 3-21: Heat Exchanger Air Flow and Temperature Parameters 

 The cabinet had a mean inlet temperature of 47.5 °C and temperature difference 

of 9.23 °C across the rack. The inlet temperatures in this case are the highest compared 

to the default design (Case 3) and other failure scenarios. Hence, the heat exchanger fan 

PWM control has to be adjusted according to the return air temperature at the inlet as 

mentioned in the previous case as well.  

 

 Overall, it has been noticed that the system is redundant with one of the heat 

exchanger failed, there is only 4.3 °C increased in the inlet temperatures. If the maximum 

return air temperature limit is assumed to be 55 °C, then the case 3B with heat 

exchangers failing on either side is reaching the maximum limit. However, the relatively 
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worse case is heat exchangers along with their fan systems failing only on one side. The 

worst case scenario is heat exchangers failing on one side and fans are running at a 

higher PWM (above 50% in our case).  

Case 2A: This case corresponds to the simultaneous heat exchangers and attached fan 

systems failures. HX1 and HX2 air flow rate is about 3.3 times lower compared to the 

other two active heat exchangers. The air temperature across HX1 and HX2 is 52.1 °C 

which is very close to the assumed higher limit i.e. 55 °C. The air temperature across 

HX3 and HX4 is about 12.6 °C higher than the default case. The return air temperatures 

have reached their maximum limits. So even with the presence of rack fans to move the 

air in the heat exchanger failure on one side imposes a huge risk of rising inlet 

temperatures in the room. The average rack air flow is is 1215.1 CFM. Maximum rack 

inlet temperature is 43.2 °C. Maximum hot air temperature across the rack is 55 °C.  

 

Figure 3-22: Heat Exchanger flow and Temperature Parameters 
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Case 2B: This case describes the scenario where the top two heat exchangers are 

turned off and but all the heat exchanger fan systems are running.  

 

Figure 3-23: Heat Exchanger Flow and Temperature Parameters 

  

 The average heat exchanger air flow is 4188.75 CFM.  The air temperature 

across the failed heat exchangers is 1.5 times higher than the active heat exchangers. 

The HX1 and HX2 show 62.6 °C and 49.1 °C return/supply air temperatures respectively. 

The heat exchanger failure without fan failure is the worst case scenario to happen. 

Compared to 3C, this case shows that a return air temperature across the heat 

exchangers as well as higher inlet air temperatures to the rack (46.7 °C) is not very 

different. The presence of rack fans (running at the same PWM as the default design-

Case 2) neither worsen nor improve the hot air exhaust temperatures in the room. The 

average rack air flow is 1606.6 CFM. This is also not very different from the case 3C 

(1565.7 CFM).  
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Pressure plots in Case 3C and Case 2B are vary significantly. Case 2B has hot aisle 

more pressurized compared to cold aisle and Case 3C has the room at high pressure 

compared to the hot aisle. 

 

 

Figure 3-24: Pressure Plot for Case 3C (for same legend) 
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Figure 3-25: Pressure Plot for Case 2B (for same legend as figure 3-24) 

  

 The presence of rack fans in Case 2B blowing high pressure air in the hot aisle is 

driving the flow in this case. That is why the air flow across the heat exchangers is higher 

than that of Case 3C case.  

 

Case 1A: In this case, the top two heat exchangers HX1 and HX3 are turned off. The 

rack fans are not turned off. It was seen that the temperatures in the room did not reach a 
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steady state during simulation. The fan temperatures especially for the fans located at the 

upper half section of the rack exponentially increased with each iteration. The average 

inlet temperature into the racks is varying. Since, only top section heat exchangers have 

been disabled, the top half of the server received inlet temperatures higher than 120 °C 

and the first half bottom section of the server received temperatures of about 36 °C inlet 

and second half of the bottom section received about 58.6 °C. The inlet temperature is 

ranging between 29.7 °C and 170 °C. The location of the heat exchanger failure 

influences the section of servers being affected by extreme over heating temperatures.  

 

Figure 3-26: Heat Exchanger Flow and Temperature Parameters 

 

 The average temperature difference across the heat exchanger for HX2 and HX4 

is about 19.2 °C. The average rack air flow rate is 1367.7 CFM. Unlike case 2 and Case 

3 failure scenarios, in this case, the rack fans should modulate based on the supply air 

temperature of the rack (or heat exchanger) not only based on CPU based temperature.  
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Case 1B: This section considers both the top heat exchangers to be turned off and the 

rack fans of the middle racks (which typically the racks which receive lower flow rate 

compared to the exterior racks). It has been noticed again that during the simulation the 

fan temperatures of the upper section of each rack are increasing with every iteration. 

The average air flow across the heat exchanger is 2809.5 CFM. The inlet temperature for 

HX2 and HX4 is 32.7 °C. The inlet temperature from disabled HX is about four times 

higher. The middle racks J3 and E3 have their fans turned off. Because of lack of 

pressurization in J3 and E3 racks the hot air exhaust from hot aisle is entering the 

neighboring racks from them as shown in Figure 3-30.  

 

Figure 3-27: Rack Air Flow Rates Showing Lower Flow Rates for J3 and E3 
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Figure 3-28: Hot Air Exhaust from E3 rack entering neighboring racks 

 

 The average rack inlet temperature is 82.9 °C. This scenario can be considered 

the worst case. The room temperature will quickly escalate to overheating temperatures. 

The racks J3 and E3 have showing higher temperatures because of the recirculation 

taking place from the hot air exhaust. The pressure plots shown in figure 3-31 

demonstrate the low pressure regions in the hot aisle across servers J3 and E3 that are 

re-circulating the air into the neighboring cabinets.  

Inlet 

Outlet 
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Figure 3-29: Pressure Plot in the room with cut plane across mid height of the racks 

(circled areas) 

 

 Additional case with only one top heat exchanger, HX1, failure has been 

simulated. It shows that the system is not over heating and the return air temperatures 

i.e. 47.7 °C are below the maximum limit. The failed heat exchanger would transport air 

temperature of 46.4 °C. The racks J2, J3 and E2, E3 have received lower CFM compared 

to other racks. There is non-uniformity in the temperature distribution across the racks. 

There is about 4 °C variation in the different rack inlet temperatures. But the system is not 

overheating unlike other failure scenarios Case 1A and Case 1B. Unlike failure scenarios 

of case 2 and case 3, if the rack fans are running in regular mode, there is no pressure 

losses in the hot aisle due to heat exchanger failure. Only the temperatures are impacted 
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not the pressure profiles. The system is redundant for one heat exchanger failure during 

operation.  

 

Overall, in all three cases of failure scenarios, it has been noticed that if two heat 

exchangers fail on one side it will be the worst case scenario. The case 1 failure 

scenarios have so far reported about 40 °C higher temperatures than the assumed upper 

hot aisle temperature (55 °C). Case 2 and Case 3 shows similar results during worst case 

failure conditions (both heat exchangers on one side without fan failure). Transient 

analysis is needed to estimate for each worst failure condition in all three different cases 

how much time it takes for the return air temperature in hot aisle to reach the maximum 

limit i.e. 55 °C. 

 

3.7.1 Fan Control considering the failure scenarios 

  

 In all the cases, the rack fan control algorithm works in such a way that the rack 

fan RPM should raise with rise in the CPU temperature. This is one general way of 

controlling the overheating of CPUs/ major processors in data center racks. However, 

beyond a certain higher operating limit on the CPU temperature, the server would shut 

down. Since the servers are do not include any fans within them, the rack fan RPMs 

should slow down (as a part of secondary fan control scheme) with the increase in rack 

inlet temperature so that there will be more time for the room to reach unacceptable ( i.e. 

greater than 55 °C) return air temperatures. Considering case 2 and Case 3 i.e. default 

designs, the second stage heat exchangers can modulate to achieve the desired supply 

air temperature. Also, the active fan heat exchangers should always maintain a certain 

minimum PWM such that they would not transfer the fan energy on to rack level fans to 
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move the air flow in the room. However, when the heat exchangers fail without fan failure, 

the active fans which would otherwise run at higher RPMs (to reduce the liquid coolant 

temperature), could distribute the hot air quickly across the room. This would lead to 

room reaching unacceptable temperature affecting the reliability of the equipment. So, 

beyond certain coolant inlet temperature (greater than 45 °C) the active HX fans should 

shut down or run at idle PWM. The overall idea is that the effectiveness of the cooling 

design is also highly dependent on the effectiveness of fan control algorithm mainly for 

the heat exchanger fans in case 2 and case 3 and its corresponding failure scenarios.  

Both the rack level fans (first stage fans) and the heat exchanger fans (second stage 

fans) need primary and secondary fan control algorithms. For the first stage fans it is 

based on the CPU temperature and rack inlet temperature. For the second stage fans, it 

is based on the supply air temperature and the coolant temperature. 
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CHAPTER 4  

RACK LEVEL STUDY: COMPARISON OF DISTRIBUTED AND CENTRALIZED 

PUMPING SYSTEMS 

© [2017] IEEE. Reprinted, with permission, from [SEMI-THERM 33
rd

 Annual Symposium, 

and March/2017] [46] 

 
In the wake of ever-growing demand for power and energy across US and 

worldwide, development of energy efficient solutions has become very important. 

Considering data center applications, cooling power consumption constitutes significant 

part of the overall energy usage of the system. In the process of optimizing the energy 

consumed per performance unit, liquid cooling has become one of the key solutions. In 

this study, 2OU (OpenU; 1OU = 48mm) web servers are tested in a rack level and the 

effect of higher inlet temperatures in terms of IT and cooling powers, and internal 

component temperatures are reported. The study serves as a comparison for two 

different coolant pumping systems i.e. distributed vs. centralized systems. The cooling 

set up includes a mini rack capable of housing up to eleven liquid cooled web servers  

and two heat exchangers that exhaust the heat dissipated from the servers to the 

environment.  Each server is equipped with two cold plates cooling the CPUs while rest 

of the components are air cooled. The configuration that consists of cold plates with 

integrated pumps is referred as distributed pumping system. Whereas, the configuration 

with no integrated pumps at cold plates and only has two pumps placed in series with 

heat exchanger at the rack is referred as centralized pumping system. To study 

performance characteristics such as device temperatures and power consumptions of 

server components, synthetic load has been generated on each server using stress-

testing tools. The servers are tested for higher inlet temperatures ranging from 25°C to 
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45°C which falls within the ASHRAE liquid cooled envelope, W4 [47]. This current work is 

a follow-up study to the analysis conducted comparing centralized and distributed 

pumping [48].  

4.1 Experimental Setup 

4.1.1 Server Configuration 

 Each server tray consists of mainly an Intel v2.0 motherboard [49], hard disk 

drive, mid plane board, bus bar clip and two 80mm fans as seen in Figure 1. The cover 

with ducting is shown in Figure 2. The chassis dimensions are 804x171x88 mm³. 

 

Figure 4-1: Intel based 2OU Air-Cooled Server 
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Figure 4-2: Cover with ducting for the server 

  

 The motherboard has two CPUs and up to 16 DIMMs of installable memory. 

Each CPU has a thermal design power (TDP) rated up to 115 W. Each server is 

equipped with active cold plates which indirectly cool the CPUs and a fan-assisted 

radiator which re-circulates air within the server cooling the rest of the heat dissipating 

auxiliary components as shown in Figure 4-3. Also, the arrow marks shown in Figure 4-3 

indicate the direction of air flow that is circulated within the server and is responsible for 

cooling the auxiliary components like DIMMS, PCH, VRDs, and HDDs. The fans are 4-

wire pulse width modulation (PWM) controlled [50] with 975-10000 rpm range. The baffle 

shown in Figure 4-2 forced the flow on to the DIMMS present on left hand side (LHS) as 

the air flow comes from the fans in Figure 4-3. In essence, each server is mainly liquid 

cooled as the coolant entering the chassis passes through the radiator and two cold 

plates in series before exiting. Each cold plate has a distributed pump (circled in the 

figure) integrated to it as shown in Figure 4-4. The flow is driven across the system by 

means of these pumps. The rated power consumption and speed of the distributed pump 

is 3.6 W and 6250 rpm. Whereas, in centralized pumping case two pumps are attached in 
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series to the liquid to liquid heat exchanger as shown in Figure 5. This unit is a 19” rack 

mount appliance that is sled on top of the servers while running the centralized pump 

case; this is explained in detail in the later section. 

 

 

 

Figure 4-3: Server showing fans and cold plates air circulation 1) fans with radiator 2) 

cold plate on CPU1 3) Cold plate on CPU0 4)Quick disconnects with arrows showing 

server inlet and outlet 
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Figure 4-4: Active V-groove cold plate with pump attached to it 

 

 

Figure 4-5: 2U Centralized Pumping Module integrated with liquid to liquid heat 

exchanger (CHX40) 
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4.1.2 Rack Configuration 

 

 The rack is placed in the test bed data center equipped with CRAH Unit and 3 

Open compute 45U racks filled with 1U resistive heaters. The experimental setup 

includes one-third size of an Open Rack V1.0 [51] with a network switch, power shelf and 

four 2 OU slots as shown in Figure 6. Additionally, the rack is equipped with two heat 

exchangers, a liquid-to-liquid plate heat exchanger (CHx) in Figure 4-7 and a side car 

liquid-to-air heat exchanger (AHx) in Figure 8 each incorporated with a corresponding 

coolant reservoir and a control system. The Ahx consists of twenty 1200 rpm 4-wire fans 

and two HFD5 pumps.  Essentially, there are two cooling liquids which operate the 

cooling cycle; the liquid that flows through the cold plates into the server is called as 

primary liquid (coolant) and the liquid with which primary coolant exhausts its heat by 

means of the plate heat exchanger is called as secondary liquid (facility liquid). The Ahx 

control system helps in varying the inlet temperature of the facility liquid by controlling the 

fans and pumps. A shut off valve is in the pipe that carries the facility liquid, as seen in 

Figure 4-7. The CHx control system reads the temperature of the inlet and outlet primary 

liquid and is used to control the shut off valve. For the centralized pumping case, the IT 

hard ware and AHX unit stayed the same while the pumps at server level have been 

disabled.  
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Figure 4-6: Mini-rack showing 1) power shelf 2) network switch 3) four 2OU slots 

 

Figure 4-7: Liquid to liquid HX (circled area) 1)CHx coolant reservoir 2)Shut off vale 

 

 
1 

 

2 
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 The CHX unit has been replaced by a 2U centralized pumping unit as shown in 

figure 4-10 [52]. This unit is a different design compared to the centralized system that is 

used for the initial set of results [48]. The coolant used in the system is ethylene glycol 

based water solution. The CHX unit is different for distributed and centralized case. 

Figure 4-7 shows the unit for distributed case. The CHx40 unit shown in figure 4-5 is the 

unit used in centralized case i.e. it basically includes the two pumps external to the 

servers and in series to the liquid-liquid HX.  The default flow rate in the CHX 40 is 5.4 

lpm being delivered at rack level. 

4.2. Cooling Process 

  

 The cool primary liquid distributed from the common inlet manifold (Figure 9) 

enters each server by means of the server inlet (Figure 3). Within the server, it firstly 

enters the radiator and then into the cold plates in series. The hot coolant from each 

server is collected into the outlet manifold shown in Figure 9. It then enters into the liquid 

to liquid plate heat exchangers where it exhausts its heat to the secondary liquid. The 

cooled primary liquid enters the reservoir and again is distributed into the inlet manifold. 

On the other hand, the hot secondary liquid then enters the liquid to air heat exchanger 

where it exhausts its heat to air (Figure 4-8) by means of the  4-wire fans cooling the Ahx 

coil.  



55 

 

Figure 4-8: Side car liquid to air HX with arrow marks showing the direction of inlet and 

exhaust air 
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Figure 4-9: Inlet and Outlet Manifolds (highlighted areas) 

 

4.3 Testing Procedure 

 

 Our primary goal is to measure the cooling power consumption and component 

temperatures associated with each server at different coolant inlet temperature varying 

from 25°C to 45°C. The power consumption from fans and pumps has been done 

separately i.e. external prototype PCB boards soldered with shunt resistors, 4-wire 

connector pins are set up to power fans and pumps using DC power supply units and 

these values are measured using an Agilent Bench link Datalogger [53]. The pumps are 

constant flow type and fans are of variable speed control, we can observe the variation in 

fan power consumption triggered by the component temperatures.   
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Figure 4-10: a) CHX 40 (left) replaced on the top of the rack with centralized pumps 

driving the flow in the system b) previous design of centralized system (right) - the 

location of the pumps are highlighted 
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4.3.1 Hardware For Power Measurements 

 
 Prototype boards, shown in Figure 9, have been used to design the control circuit 

in such a way that the fans and pumps are powered using external DC power supply but 

the control signal is sent back to the mid plane control circuit. The power requirements 

needed for the fan and pump is 12V each. The current consumption is measured using a 

data acquisition unit. 

 

Figure 4-11: Prototype board used to measure the power of fan and pump 

 
4.3.2  Desired Coolant Inlet Temperature 

 

 The first part is to achieve the desired inlet temperature of the primary liquid 

starting from 25°C to 45°C in the increments of 5°C. An allowance of ±1°C in the 

temperatures is considered in the tests. A control system using LabVIEW software [54] is 

developed to modulate the coolant inlet temperature as shown in Figure 4-11. The 
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desired set point, say 25°C, is achieved by controlling the shut off valve (ON/OFF) and 

the Ahx fan speeds.  

 

Figure 4-12: LabVIEW interface showing input and control parameters 

  

 The software works as an interface between the control parameters and the 

desired set point temperature. It reads the input from the thermistors that measure the 

temperature of the coolant liquid in and out and facility liquid in and out (from an Arduino 

UNO interfaced with CHx control circuit) and adjusts the shut off valve and Ahx fans’ 

speed as shown in figure 10. The offset among the input parameters that are specified in 

the control system i.e. the coolant out (liquid entering the servers), facility in (liquid 

entering the Ahx) temperatures and AHX air supply temperature from the CRAC unit is 

achieved by trial and error. 
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4.3.3 Synthetic Load Generation and Data Collection 

   

 A total of six servers are tested simultaneously in the rack as shown in Figure 12. 

A communication to each server is made by the static IP address allocated to each 

server. The servers are referred as shown in Figure 12. The second part of the test is to 

load each server computationally at different CPU power levels varying from idle to 100% 

and CPU as well as Memory i.e. CPU at 100% power level while Memory (MEM) runs in 

read/write mode. For instance, at 40% power level, all the cores are loaded with 40% 

power usage and at 100% power level all the cores of the CPU are computationally 

loaded thereby heating the components to the desired level.  The operating system used 

on the servers is Linux. Different parameters like temperatures of CPU, PCH, memory 

modules and rpm values of the fan and pumps etc. are monitored by the internal thermal 

sensors and tachometer signals [49] using Intel PTU tools. Also, IPMItool [55] is used to 

monitor the fan-pump speeds, total server power consumption and chipset temperature. 

Commands like ptugen, ptumon, ptumem are run in command prompt to generate load 

on CPUs, monitor the CPU and DIMM temperatures and stress the memory modules 

respectively. The data collection is made for the entire test duration. The data is collected 

into sheets that is further reduced using Microsoft excel.  
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(a)

(b) 

Figure 4-13: Six servers tested in the rack a) distributed pumping case b) centralized 

case with CHx 40 replacing CHx  
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4.3.4  Experiment Process 

 After setting the coolant inlet temperature to the desired set point using the 

control interface, the synthetic load test is started on each server simultaneously. The 

process of load generation on each server from a CPU power level of 0 to 100 and 

applying a CPU+MEM load in a cyclic fashion is automated using a bash script written 

with relevant commands described in previous section. The bash script runs in a text 

window executing the commands line by line accessing the stress load and data 

collection command line packages installed into the system.  Each test runs for about six 

hours and is repeated for three times in order to account for repeatability. The data is 

averaged for three tests and average temperature and power readings are presented. 

Data is collected over the last 30 minutes of each test, since steady state is expected to 

reach during that period. The basic reason for this is to account for the closest steady 

state value of the different monitored parameters. For instance, the fan speeds may 

fluctuate within the specific band width (±10% PWM signal). Hence, the average steady 

state values obtained from all the repeated tests have been used for analysis.  

 

4.4. Results & Discussions 

4.4.1 Distributed pumping results 

 

 The Intel 2OU server used in our test is mainly CPU dominated in terms of power 

consumption i.e. more than 80% of the total server power consumption typically is from 

the CPUs. The rest of the server components like DIMMs, PCH, and HDDs etc. account 

for the rest of the power consumed. Following this objective, only some of the parameters 

are considered critical to our study i.e. power consumption of server, server fans and 

pump speeds and temperatures of the CPUs, DIMMs and PCH. All the critical 
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temperatures are under the safe operating limits all through the range of 25°C to 45°C. 

The fan speeds remain at the lower limit of its rpm range i.e. 975 rpm during 25°C and 

30°C inlet temperatures and start to ramp up slightly during 35°C test and reaches its 

higher limit during the 45°C test as anticipated. The power consumption recorded. The 

fan speeds remain below the upper critical limit i.e. 13897 RPM [49] The increased 

speeds have impact on the power consumption and the effects are discussed in the later 

sections.  
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Figure 4-14: Change in fan speeds based on PCH temperatures for various inlet 

temperatures 
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 The PCH temperatures at different inlet temperatures are reported in Figure 15. 

The PCH temperatures increase with an increase in inlet temperature but stay below the 

critical limit of 85°C.  As we discussed earlier, the fan speeds ramp up based on the input 

received from the server component temperatures. Upon observation, it has been noted 

that fan speeds seem to start rising as soon as the PCH temperatures cross a certain 

limit, approximately 74°C. Since, PCH temperatures affect the fan speed rpm; it may also 

have impact on the cooling power consumption of the entire system. So, this observation 

needs to be taken into consideration in order to further optimize the cooling solution. 

  

  

Figure 4-15: Maximum CPU core temperatures at 100% power level for server 123 

 

 The results are demonstrated for Server 123 because it has shown the maximum 

operating temperatures compared to other tested server. For different inlet temperatures, 

the CPU temperatures running at 100 % power level are reported in Figure 4-16. These 

can be considered as the maximum die temperature values. All the servers show similar 
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temperature readings with no major anomaly for a specific coolant IN temperature. Upon 

observation, we see that temperatures of CPU0 are slightly higher than CPU1 for the 

same applied load. The coolant flow inside the server is in series fashion and CPU1 

receives it before CPU0 and coolant entering CPU0 is slightly higher than CPU1.  The die 

temperatures rise as the coolant temperature increases but it is still below the safe 

operating point [49].  

 

Figure 4-16: Maximum DIMM temperatures at CPU and memory test for server 123 

 DIMM0 refers to maximum of all DIMM temperatures interfacing with CPU0, and 

DIMM1 refers to maximum of all DIMM temperatures with CPU1. The DIMM 0 and DIMM 

1 temperatures are shown in Figure 17. The DIMM temperatures rise with the increased 

inlet temperature of the cooling liquid. The maximum temperatures reached during the 

upper limit of our test range, 45°C is within the operating limit i.e. 82°C. The DIMMs are 

air cooled and the ones present on the LHS in Figure 1 receive cool air directly from the 

fans and the DIMMs on the RHS receive slightly hotter air (Figure 3).  
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 The total IT power consumption of the rack at specific inlet temperature varying 

from 25°C to 45°C is shown in Figure 18. The cooling power consumption (Pcooling) 

represents the power consumed by server fans and distributed cold plate pumps of all the 

servers collectively. Cooling is efficient at higher loads i.e. 3% of IT power utilized to cool 

the components. The increase in coolant inlet temperatures has a noticeable effect on 

the IT power consumption i.e. the IT power at 40% PTU shows 6.7% increase in IT power 

at 45°C compared to 25°C. 

Table 4-1: The cooling power consumption of the entire rack for different coolant 

temperatures 
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4.4.2 Centralized pumping results 

 

Figure 4-17: CPU core temperature for different inlet temperatures for server 123 

 

 In the centralized pumping case, the pump capacity has been downsized such 

that it would handle the rack heat load because the system is sized to handle about 

40kW heat load. The total rack heat load is about 1.6 kW. The pumping power compared 

to distributed pumping has been set up to be third of the total rack pump power 

consumption in distributed case. Figure 19 shows the core temperatures of CPU for 

different inlet temperatures. The temperatures on an average compared to distributed 

pumping are less as shown in Figure 23.  
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Figure 4-18: DIMM temperatures for different inlet temperatures for server 123 

 

 

Figure 4-19: PCH temperatures for different coolant inlet temperatures for server 123 
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Table 4-2: The cooling power consumption of the entire rack for different coolant 

temperatures 

 

 

 The DIMM and PCH temperatures are lower compared to distributed pumping 

case for the same inlet temperature and stress load as shown in Figure 4-23. As 

anticipated D1 DIMM temperatures that receive the colder air show lower temperatures 

compared to D0 DIMM temperatures as shown in Figure 4-3. It has been observed from 

the tests that the cooling power comprises of around 1.5% of total IT power consumption 

at 100% stress load. This indicates a more efficient system in terms of cooling power 

consumption. 
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Table 4-3: Comparison of average component temperatures and average fan speeds for 

distributed pumping (DP) and centralized pumping systems (CP) 

 

 

 The results shown in figure 23 shows the comparison of component 

temperatures and fan speeds for distributed vs. centralized pumping. It is observed that 

even at 45°C inlet, the CP system shows a reduction of 6.4% in max CPU temperatures 

compared to DP system for 100% PTU. The DIMM temperatures for 45°C inlet show 11% 

reduction for 100% PTU. The fan speeds were reduced by around 31.7% for 45°C 

comparing the DP vs. CP system.  

 

 Compared to the initial set of results for centralized pump testing [48], the current 

results (using CHx40) show the average operating temperatures of CPU, DIMMs and 

PCH an increase of  around  2-3°C for 25°C-30°C inlet coolant temperatures  and stayed 

the same from 30°C-45°C for 100% CPU power level. The fan operating speeds show 
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slight increase around 260 RPM for 40°C case using CHx40. However, the rest of the 

inlet temperature cases show same average fan speeds for 100% fan speeds. It has 

been observed that CHX40 unit works more effectively at higher inlet coolant 

temperatures. 

 

 

Figure 4-20: PCH extruded heat sink and air flow direction inside the server ( arros are 

colored to represent the cool and hotter air) 

  

 Also, the PCH temperatures drive the fan speeds in our case. As the server 

configuration has been closely observed, one issue has been identified with the 

placement of the PCH heat sink. The plate heat sink placed on the PCH is not in 

accordance to the air flow direction in the server as shown in Figure 4-24. Given, the 

shape of the fin on the heat sink and the air flow direction, the heat transfer may not be 

effective. These temperatures are critical in fan speed control; hence, optimizing the heat 

transfer across the PCH is also an important solution. Replacing the plate heat sink with 
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a pin fin heat sink helps in better movement of cool air across the fins and thereby may 

help in reducing the PCH temperatures.  

 Multiple CFD and experimental studies have been conducted to study the 

selection of optimal PCH heat sink design [56]. Based on the baseline experimental 

readings a CFD model has been created that accurately represents the physical model of 

the open compute server using ANSYS Icepak [57]. Heat sinks designs such as cross cut 

fin, pin fin, elliptical fin, hexagonal pin fin, and compact vapor chamber model have been 

simulated for different cases. The heat sinks are selected from commercially available 

catalogue designs [58]. Geometric dimensions, the heat exchanger mechanical 

attachment (Only Z-clips in our case), thermal resistance are the factors that were 

considered in selection of the heat sink. These heat sink designs are used in the CFD 

model and corresponding PCH temperatures are measured in each case. The CFD 

simulation is run for 8 W power dissipation on the PCH and the corresponding fan PWM 

cycle as an input. It was found out that the cross-cut fin heat sinks and compact vapor 

chamber model with air flow restriction set up around the heat sink showed the lowest 

operating PCH temperatures with a 4 °C decrease.  

 

Figure 4-21: ANSYS Icepak model of the open compute server 

  



74 

4.5. Conclusions 

 

 Two different types of pumping systems have been tested for a mini rack at 

different stress loads. The IT design, cooling architecture and experimental test data has 

been discussed. The rack has been tested for high ambient inlet temperatures ranging 

between 25°C and 45°C. All the component temperatures remained below reliable 

operating temperatures. It has been observed that fan speeds are ramping up based on 

the PCH temperatures. Centralized pumping system has shown relatively lower operating 

component temperatures compared to distributed pumping system for the specified 

boundary conditions. For coolant inlet temperatures above 35°C, there is a reduction of 

about 6-9% in CPU temperatures, 8-11% reduction in DIMM temperatures, the PCH 

temperatures remained almost the same, and the fan speeds reduced by 24.2% and 

31.7% at 40°C and 45°C inlet respectively.  

 

 The centralized system performed better at high inlet temperatures i.e. above 

35°C. The overall system cooling power consumption has been has been lower for the 

centralized system compared to the distributed pumping system i.e. the pumping power 

for CP system has been set to be one third of DP system and the fan powers also 

showed reduction in power consumption as explained above. Further, the study can be 

extended to understand the implications when one of the cooling components i.e. fan or 

pump fail and compare the results for both the pumping systems. The centralized system 

would reduce the number of mechanical failure points in the system significantly. 

However, distributed pumping system would render the scalability in the rack because 

the coolant drives are located within the server. This would permit population of the rack 

per requirement. Swapping of the servers in and out of the rack is also possible with the 
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distributed case. During failure scenarios, presence of multiple pumps in system could 

create back flow in the system for distributed pump case. 

 The centralized system was also tested for different flow rates varying from 5.4 

lpm to 3.4 lpm [59]. It was observed that with the decrease in flow rate to 3.4 lpm at rack 

level, the CPU0 temperatures increased by 5.7 °C on an average. The DIMM 

temperatures and PCH temperatures that are essentially air cooled have not been 

significantly (i.e. less than 1.6% change) impacted by the change in the flow rate. Hence, 

there are no major fan power consumption at server level as well. At 45 °C inlet with 3.4 

lpm flow conditions, the CPU0 has shown a temperature of about 78.5 °C junction 

temperature at 100% load. This is 22.5 °C below the maximum thermal limit. The results 

mainly showed that the component temperatures are below the maximum operating 

limits. There is significant scope for the system to reduce the pumping power i.e. up to 

57%. The server IT power consumption has increased for both centralized and distributed 

pumping system when the coolant inlet temperature has increased from 25 °C to 45 °C. 

However, the reduction in the pumping power will be a trade-off between potential 

scalability required for the rack vs. current rack heat load.  

 

4.6. Failure Conditions for Distributed Vs. Centralized Systems 

 

Compared to air cooling in chapter 3, liquid cooled components will have better 

tolerance when a cooling failure happens. The primary reason for this is about 50% 

higher thermal margins at server level. More about thermal margins at server level for 

liquid vs. air cooling will be discussed in chapter 5. However it is important to study an 

aspect that determines which type of pumping system have better redundancy 

performance during failure conditions.  
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The primary objective is to find out if the cooling failure i.e. failure of a fan or 

pump at server/rack would have catastrophic effect like shutting down, throttling etc. The 

secondary objective is to identify the critical component temperatures under such 

scenario.  For the distributed pumping case, one of the servers (server 123) is considered 

and a single fan and pump are turned off. Server 123 has exhibited relatively higher 

temperatures compared to other servers in the rack. Hence, it is considered as a worst 

case condition. For the centralized pumping case which has two pumps at rack level 

driving the flow, one of the pumps is disabled and its effect on the thermal performance of 

the system is studied.  

 

4.6.1 Distributed Pumping Failure Scenario 

 In this case, a single fan and pump (downstream) is disabled for server 123 as 

shown in figure 4-24.  

 

Figure 4-22: Server 123 showing location of fan and pump that are not powered in 

distributed pumping case 

 

 The server has been tested for coolant inlet temperatures of 25 °C, 35 °C and 45 

°C inlet. The inlet temperatures have been monitored for +/-1.2 °C accuracy. Different 

parameters such as critical component temperatures, server power and cooling power 

are compared for failed vs. regular operation as shown in Figure 4-25.  
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Table 4-4: Temperature and power parameters for failed vs. regular operation of server 

123 

 

  

 All the parameters are collected as the system reached steady state conditions. 

As the coolant inlet temperature increased the percentage difference between regular 

and failure condition for CPU, DIMMs and PCH temperatures have reduced. This 

emphasizes the concept that if coolant inlet temperatures are increased when employing 

water-side economization when failure occurs at higher inlet temperatures (in our case 

above 35 °C inlet) the system temperatures does not deviate much from the regular 

operation. However, if we consider 45 °C inlet failure condition as a worst case, it shows 

that compared to default design the processor temperatures have only been deviated by 

3.1% for CPU0 and 0.5% for CPU1. For this case, the cooling power deviation has been 
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only 31.7% compared to 49.9 % for the 25 °C inlet failure condition. This is because of 

the increase in fan power consumption from 25 °C to 45 °C failure condition. The server 

power consumption has remained fairly the same with a deviation of less than 1 % 

between regular and failure condition. This means the increase in operating temperatures 

due to failure conditions for all inlet temperatures did not have any noticeable impact on 

degradation of the server performance.  

  

4.6.2 Centralized Pumping Failure Scenario 

 In the centralized pumping case, one of the two pumps to the downstream of the 

system has been disabled as shown in figure 4-26. The  

 

 

Figure 4-23: Circled Pump is disabled for running the test 
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 The results showed that the failure scenario component temperatures are higher 

than the regular operation component temperatures. The percentage difference in the 

CPUs, DIMMs and PCH temperatures has reduced as the inlet temperature of the 

coolant increased. This behavior is similar to the distributed case. The server power 

consumption which includes only the power consumption of the IT components is slightly 

increasing by 2.2% from 25 °C to 45 °C inlet coolant temperature at 100% load condition 

and it has increased 4.58% for the same coolant temperature range at CPU+MEM load 

condition.  

 

Table 4-5: Comparison of component temperatures and power for centeralized pumping 

regular vs. failure design 
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 For the centralized failure case, the CPU1 core frequency has shown 0.8% 

increase and CPU0 core frequency has increased by 2% due to increase in coolant inlet 

temperature from 25 °C to 45 °C. This means the server performance has not reduced 

drastically due to existing high thermal limits on the processor temperatures. These 

values are not significant because of the lower operating temperatures on the CPUs. The 

obvious reason for CPU0 showing higher core frequency percentage increase is that the 

CPU0 has been consistently higher than CPU1 core temperatures. As mentioned in the 

earlier section, CPU1 is thermally shadowed by CPU0 with the series cooling loop 

connection. In the centralized pumping case, the penalty in the operating temperatures 

due to failure is higher compared to the distributed case. Because the loss of one pump 

at rack level will reduce the cooling significantly compared to the distributed case. 

However, there will not be a backflow condition and the distribution of liquid will be more 

uniform compared to the distributed pumping case.  

 

Overall, the failure scenarios in both distributed and centralized case has demonstrated 

that the system component temperatures were all operating below the allowable thermal 

limits. The cooling redundancy was working without any catastrophic failure of the 

system. The operating temperatures were higher compared to regular operation as 

expect. In both the pumping case, the percentage difference (for regular vs. cooling 

failure) in the operating temperatures reduced due to increase in the coolant inlet 

temperatures. The penalties due to failure are higher for centralized pumping than the 

distributed pumping case. Future extension of this work can be to study the failure 

scenarios under variable pumping condition for centralized pumping. Because cooling 

redundancy is an additional factor that needs to considered when thermal design and 

sizing of the cooling system is studied.   
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CHAPTER 5  

SERVER LEVEL STUDY: EFFECT OF HIGH TEMPERATURE INLET CONDITIONS ON 

THERMAL PERFORMANCE OF AIR VS. LIQUID COOLED SOLUTIONS 

© [2017] IEEE. Reprinted, with permission, from [IEEE ITHERM CONFERENCE, and 

June/2017 [60]] 

 The primary objective of the study is to evaluate air vs. liquid cooled enterprise-

class server for the effects of high ambient inlet temperatures. The air-cooled server has 

five hot swappable fans and two CPU heat sinks to dissipate the total heat in the server. 

The water-cooled counter-part consists of two-cold plates with integrated pumps to cool 

the CPUs while the dual in-line memory modules transfer the heat using a heat transfer 

tape attached to the manifold that is carrying the coolant. The existing practice in the 

industry is to maximize the use of economizer usage by reducing/eliminating the usage of 

chiller while taking advantage of outside ambient conditions to cool the data centers. 

However, higher ambient temperatures would lead to higher operating temperatures of 

the processors. The operating temperature of the CPU has direct influence on the static 

power which is known to reduce the performance of the processor. In this study, the air 

as well as liquid cooled servers will be tested at inlet temperatures ranging from 25°C-

45°C (ASHRAE T.C 9.9 A4 and W4 classes) and the corresponding thermal and flow 

parameters will be compared for both cases. The current work primarily focuses on 

evaluating the critical inlet temperatures (for air cooled vs. liquid cooled server) at which 

CPU die temperatures have an influence of the static power. Collectively, a case will be 

presented as to why liquid cooling would provide a viable option to operate the data 

centers at wider inlet temperatures with reduced risk of leakage current  

and sustain the performance and reliability of the IT equipment. 
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5.1 Experimental Set Up 

 

 The IT enterprise class server consists of two Intel Xeon E5 2690 v2 processors, 

16 DIMMs, up to eight drives, PCH and other auxiliary components [61]. The air-cooled 

server has five hot swappable fans and two CPU heat sinks to dissipate the total heat in 

the server.  The water-cooled counter-part consists of two-cold plates with integrated 

pumps to cool the CPUs while rest of the components are air cooled as shown in figure 

5-1. The coolant is being circulated over the loop by means of a set of flexible tubes 

which are in turn connected to the miniature dry cooler i.e. a finned tube heat exchanger 

coupled with two 120 mm 4-wire fans as shown in the figure 5-2. Since the CPUs are the 

main heat dissipating components are now being liquid cooled the overall air flow 

requirement in the server has been significantly reduced. The liquid coolant is 35% 

propylene glycol and 65% di-water by volume. 

 

 The server has been installed with Linux supported software called Ubuntu 14.04 

[62]. The server is stressed using a bash script that automates the application of 

computational load for certain amount of time period. The stress load is applied at 

different time intervals with server running at idle in-between stress loading. A command 

line interface called IPMItool [63] has been used to read various BMC parameters such 

as component temperatures, fan speeds, power consumption, power status etc. across 

the motherboard.  Ubuntu commands such as stress [64], Prime95 are used to stress the 

CPUs and DIMMs and monitor the processor utilization during the stress period. For the 

initial set of testing, the fans are internally controlled i.e. the fan tachometer readings are 

managed by an internal fan control algorithm set by the manufacturer.  
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Figure 5-1 : Enterprise Class Liquid Cooled Server (the arrows show direction of liquid 

coolant in and out of the server) 

 

 K-type thermocouples are used to measure inlet and outlet coolant temperatures. 

The thermocouples are connected to an Agilent Bench link data logger [65]. The varying 

inlet temperatures for each stress test case are set by controlling the 4-wire 120 mm fans 

of the miniature dry cooler. The PWM wires of the fans are connected to an Arduino UNO 

which is interfaced to LabVIEW [66]. To de-couple the cooling power measurement from 

IT power, the pumps are powered externally by means of an Agilent DC power supply 

unit [67].. Each server is loaded computationally as explained in the previous section 

using a bash script that consists of Linux native commands.  
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Figure 5-2: Experimental schematic for liquid cooled server testing 

 

 The cold plates are replaced by means of heatsinks specific to model C220 M3. 

The server is now cooled by means of five hot-swappable fans that provide front-to-rear 

cooling. The fan dimensions are 40x40x56 mm³ with a rated speed of 16000/15400 RPM. 

Each fan case has two counter rotated fans that operate in push-pull configuration.  
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Figure 5-3: 1U enterprise server with front to rear air cooling 

 

 In order to characterize the fan and system flow behavior, the fan flow curves 

have been generated using Air flow Bench testing for 99.99%, 90% and 70% fan PWM 

as shown in figure 4. The air flow chamber is designed to blow known amount of air flow 

rate on the object of testing [68]. The fans are externally powered and the PWM control 

wires have been connected to a function generator unit to fluctuate the PWM cycle in 

each testing case.  

 The air-cooled server testing has been conducted in an environmental chamber 

as shown in figure 5 [69]. The chamber utilizes a refrigeration cycle to maintain the 

enclosure for specified environmental conditions, in this case, constant inlet temperature 
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all along the test duration. The inlet temperature deviation is ±0.5°C. The humidity within 

chamber has varied between 45-60%.  

 

 

Figure 5-4: Characterization of flow curves for the air-cooled IT server 

 

 The temperature difference across the server varied between 10 – 12 °C. For the 

current study, the fans inside the servers are being controlled by the internal fan control 

algorithm typically based on the temperature of CPUs. The fan control algorithm is aimed 

to maintain the CPU operating temperatures below certain temperature limit. 
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5.2 Test Procedure 

 

 The server is installed with packages like stress that would stress the processors 

such that they can generate desired heat output. Based on the input specified in the 

command line, desired number of cores will be stressed. For data collection, packages 

such as ipmitool and sensor have been installed. The main parameters that are collected 

are the CPU core temperatures, DIMM case temperatures, PCH temperatures, server 

power consumption. The fan power and pump power are measured separately as they 

were powered by separate Agilent DC power supply units. The data is collected for the 

entire test duration. The miniature dry cooler fan RPMs would modulate to set the desired 

set point of coolant inlet temperature using LabVIEW. The coolant inlet temperature 

would modulate with an accuracy of +/- 1.4 °C. The server is placed in the lab so only the 

liquid coolant temperature is being change in each case but not the air temperature. The 

lab room temperature is calibrated to be 22.6 °C.   

 

 For liquid cooled server, the computational load for each testing case is the 

same, as explained in the previous section. The server is stressed/loaded for different 

conditions i.e. Idle, 10%, 30%, 50% ,70 % and 98% and an additional test that would 

stress both CPU and 90% memory using Prime95 [70]. This computational load condition 

is repeated for different inlet temperatures ranging from 15 °C- 45 °C in air cooling case 

and 25 °C-50 °C in liquid cooling case. Each stress load is imposed for 30 minutes and 

the thermal and power measurements are considered for the last 10 minutes to account 

for steady state condition.  
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Figure 5-5: Environmental Chamber Thermotron unit (left); Simple schematic of air-

cooled IT server testing (right) 
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Figure 5-6: Variation of total server power with stress load condition 

 Power measurements for IT and cooling are made separately. For the liquid 

cooling case, the pumps are externally powered using DC power supply unit. The 

readings from the power supply unit have been collected using a software called 

Benchvue [71]. The server fans speeds are measured from IPMItool. The power vs. fan 

speed curve has been developed for the fan and the fan power consumption based on 

this third order polynomial curve as shown in figure 7. Fan power measurements are 

derived from power vs. RPM of the 40 mm fans. The fan speeds were monitored and 

curve fit equation from figure 4-7 is used to measure the electrical power input. 
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Figure 5-7: Graph for Power vs. RPM for 40 mm Fan 

 

5.3 Results And Discussion 

 The first set of results reported are for liquid cooling test set up. The graph below 

shows the maximum core temperatures of the CPUs at different coolant inlet 

temperatures. At 100% stress load, the CPU temperatures are 63°C and 68°C. The 

coolant cools the CPUs in a series fashion. CPU1 is where the coolant first enters the 

cold plate hence, we see that CPU1 temperatures are lower compared to CPU0.  

 

Figure 5-8: Increasing CPU temps with increased coolant temperature at 100% stress 

load 
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 Even at 50°C inlet, CPU core temperatures remain way below critical operating 

point i.e. 100°C (this value is obtained using the ‘sensors’ command line). 

 

 

Figure 5-9: Change in fan speeds with increase in coolant inlet temperatures 

 

 It has been observed that fan speeds ramp up based on the CPU die 

temperature. The system has been over provisioned. Hence, the DIMM temperatures are 

not reported for the liquid cooling test case. This setting is going to be changed in the 

next set of liquid cooling test results by controlling the fans externally such that the fan 

speeds vary based on the DIMM/HDD temperatures.  
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Figure 5-10: IT power dissipation vs. Inlet Coolant Temperature at 100% utilization 

 

 Figure 5-10 shows the variation in IT power as the inlet coolant temperature 

rises. The total server power consumption is considered to be summation of IT power 

consumption and cooling power consumption i.e. the power consumed by fans and 

pumps 

                                                         𝑃𝑠𝑒𝑟𝑣𝑒𝑟 = 𝑃𝐼𝑇 + 𝑃𝑐𝑜𝑜𝑙𝑖𝑛𝑔                                    (2) 

 

 The change is not significant however there is noticeable increase in the IT 

power consumption at 100% stress load. This change is attributed to be the effect of the 

static power due to increased CPU operating temperatures. Results from internally 

controlled liquid cooling set up suggest that the components operate at reliable 

temperatures. Fan speeds ramp up based on CPU temperatures. There is an opportunity 

for reduction in pumping power because of the lower CPU temperatures and fan power 

too. At high loads, the cooling accounts for 4.3-6.8% of the IT power.  
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First set of results with constant the pump power  at 12 V input for different inlet 

temperatures along with the fan power consumption that is controlled based on CPU 

temperatures exhibited two things. Firstly, CPU temperatures does not approach beyond 

68°C at its highest inlet temperature condition with 100% CPU Utilization. Secondly, the 

resultant total server power consumption could be imprecise due the CPU temperature 

based fan power consumption.  

 

Figure 5-11: CPU0 temperatures for varying pump supply voltage 

 

 Based on these conclusions, the second set of testing includes external PWM 

control of fans and pumps which would give the accurate characterization of the liquid 

cooled server at high ambient conditions for static power effect. 
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 Pump Impeller speed is rated at 3000 ±300 RPM at full power. The stall power 

for the pumps is at 4VDC. The pumps integrated in the cold plates are centrifugal velocity 

type. CPU die temperatures for varying pump operating voltage and different inlet coolant 

conditions are shown in figure 11. The die temperatures at 5V supply did not exceed 

71°C. IT power change is not significant i.e. 4% increase with rise in inlet coolant 

temperature due to low operating temperatures as shown in figure 13. 

 

 

Figure 5-12: Pumping power for different supply volatage conditions 

 

 The change in pumping power for same inlet does not drastically effect the IT 

power. Pump design is overprovisioned. Even with 80% reduction in pump power, shown 

in figure 12, the CPU temperatures remain below safe operating limits at 45°C coolant 

inlet condition.  
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  The DIMMs are tested using Prime95 for up to 92%   memory while using 

external function generator supplying fixed PWM signals for the fans ranging from 30% 

(IDLE fan rpms) and 100% PWM. It is noticed that the maximum DIMM case temperature 

(@30% PWM and 25°C inlet) has been 51°C way below the critical operating limit i.e. 81° 

C.  

 

 

Figure 5-13: IT power vs. pump supply voltage for different coolant inlet temperatures 

  

 The temperature difference across the water for different test cases varied. For 

25 °C inlet case, the average temperature difference across the inlet and outlet coolant 

temperature is 5.9 °C. For 35 °C inlet case, the waterside average temperature difference 

reduced and it is 4.57 °C. For the 45 °C inlet case, the water side average temperature 

difference further reduced to 3.28 °C.  

338.8 338.3 
337 337.1 

349.9 349.79 349.79 

347.91 

330

335

340

345

350

355

5v 7v 10v 12v

IT
 p

o
w

e
r 

co
n

su
m

p
ti

o
n

(W
) 

Pump Supply Voltage(V) 

IT power vs. pump supply voltage 

IT power 25C IT power 35C IT power 45C



96 

 

In the following section, the air-cooled server test results are reported. As mentioned 

earlier, the environmental test chamber has been used to stress test the server at 

different air inlet temperatures.  

 

Figure 5-14: CPU maximum core temperatures for different air inlet temperatures at 

100% CPU load 

 

 The maximum CPU core temperatures for different air inlet temperatures are 

reported in figure 14. The temperatures are higher at 15°C inlet compared to 25°C inlet 

for the same stress load boundary condition. This is because at 15°C inlet the fan speeds 

are lower compared to 25°C as shown in figure 15.  The inlet temperature of the air going 

into the miniature dry cooler is the room temperature in the lab i.e. 22.6 °C. The approach 

temperature across the dry cooler reduced with the increasing coolant inlet temperature.  
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Figure 5-15: Average Fan Speeds varying with respect to inlet air temperature 

 

Figure 5-16: Maximum DIMM temperatures for varying air inlet conditions at CPU+MEM 
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 The fan speeds are observed to be operated based the coolant inlet temperature. 

The maximum CPU core temperatures remained below high operating limit of 86°C at 

100% stress condition and 45°C inlet. 

To stress the CPU as well as memory, prime95 has been installed. The torture test is set 

up such that 90.8% of memory has been stressed with 100% CPU load and the 

corresponding DIMM temperatures have been reported. The DIMM temperatures remain 

below the safe operating limit of 85°C [72].  

 

Figure 5-17: Total IT power consumption for different inlet air temperature for 100% CPU 

stress load and prime95 memory stressing test (CPU+MEM) 

 

 The IT power consumption has increased with coolant inlet temperatures for 

100% CPU load. The IT power consumption is higher in the CPU+MEM stress test 
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power effect has been significant in CPU+MEM test as shown in figure 17. The DIMM 

temperatures are around 6°C higher in CPU+MEM test compared to 100% CPU stress 

test for inlet temperatures 15°C-40°C.  

 

 

Table 5-1: Cooling power consumption vs. IT power consumption 

 

 

 The cooling power consumption is reported as a percentage of IT power 

consumption in figure 18. It must be noticed that beyond 35°C the server operation 

becomes inefficient as cooling power consumption rises in terms of both static power 

effect as well as rise in cooling power consumption. Hence, air cooled IT are restricted to 

a temperature range narrower compared to the liquid cooling case.  
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Figure 5-18: Air vs. Liquid Cooled CPU die temperatures for varying inlet temperatures at 

100% stress load 

 

5.4 Conclusion 

 

 The air-cooled and liquid-cooled IT servers are tested for different computational 

load at varying coolant inlet temperatures with in ASHRAE (A1-A4) and (W4-W5) thermal 

guidelines. The liquid cooled component temperatures are lower compared to air cooling 

counter parts. The CPU temperatures showed a difference of ~20°C for the same stress 

load for air vs. liquid cooled system as shown in figure 19. The static IT power has not 

been significant in liquid cooling case, this is due to lower operating temperatures as  a 

resultant of an overprovisioned system even at reduced pump supply voltage. Due to 
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very low operating temperatures of CPU and memory, there is still scope for improving 

pumping as well as fan powers.  

 The air-cooled counter-part has shown that the cooling becomes inefficient after 

35°C inlet air temperature and shows an increased static power effect for 100% CPU 

load and CPU+MEM testing. This means the operating limits of the air cooled IT cannot 

be widened. This would reduce the scope for maximizing the number of operation hours 

in economizer mode. While in the liquid cooling case, even at 45°C inlet temperature, the 

CPU temperatures are lower and the cooling has been seen to operate effectively with 

increased stress loading and coolant inlet. However, the trade-offs for selecting a specific 

energy efficient system would also include cost and maintenance factors which will be 

more in the case of liquid cooling. Overall, the study has demonstrated the testing 

procedure to conduct experimental test on air vs. liquid cooled IT and measure individual 

hardware temperature data. Detailed data collection has been employed to compare the 

two different cooling solutions for same IT hardware. Future work will include external 

control of cooling components in liquid cooled server and focus on HDD stress and its 

operating temperatures due to increase in ambient conditions which would contribute to 

setting up holistic design considerations for high ambient inlet temperatures.  
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CHAPTER 6 

Conclusion  

 
 The main objective of this work has been to study the energy efficiency of the 

data center IT at room, rack and server level. Extensive literature review has been 

conducted to understand the different approaches that enhance the cooling energy 

efficiency in data centers. Specific focus is given to two main areas. First one is the 

usage of close-coupled cooling solutions for small sized data center rooms and the 

second area is the promotion the concept of free cooling/air-waterside economization.  

 

 The new end-of-aisle cooling system has been proposed for three different 

configurations. Thermal design considerations were discussed for all three configurations 

based on computational modeling. The volume of the room, the size of the hot aisle, the 

numbers of racks in each row, numbers of heat exchanger banks have been kept 

constant with minimum parametric alteration. These factors can be further investigated to 

study their impact on the performance of the cooling system. The Case 1 where rack fans 

are the only air movers could not handle denser IT equipment. The multiple turns needed 

by the air flow volume has because energy losses and when denser systems are placed 

in the racks, the resultant air flow across the racks is not sufficient to adequately cool the 

electronics. Case 2 and case 3 has shown to handle denser IT systems. It was clear that 

the location of the fan movers has also played an important role in affecting the thermal 

performance of of the IT room. Fan power consumption for case 2 (under steady state 

operation to achieve same temperature different across the rack) is 2.05 times that of 

Case1 and 2.1 times that of case 3. Case 3 where active heat exchanger fans are the 

only air movers has shown lower fan power consumption among all three cases. 
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However, it also led to an increased pressure profile in the room that could risk the air 

leakages and loss of air flow energy. Case 2 has been identified to be a tradeoff design 

that would mitigate the disadvantages associated with the other two cases. To control of 

the cooling in the data center room, two stage fan control algorithm and variable 

frequency drive pumps can be employed and this aspect can be further explored through 

experiments. The heat exchanger and fan failure scenarios have been discussed 

showing that all three cases are redundant for one HX failure and overheating of the IT 

has been noticed when two heat exchangers fail and have been considered the worst 

case failure scenarios. 

 

 The concept of free cooling and its impact on the performance of different types 

of IT equipment has been experimentally studied at rack level and server level.  

Depending on the location of the data center, the outside temperature and humidity 

conditions could be favorable to fall in ASHRAE allowable classes A1, A2 thereby 

operating the data center in economizer mode. To maximize the economizer hours of 

operation, data center IT should be operated in A3, A4 or W3, W4 classes. The 

experimental studies quantify the impact on the thermal performance of the IT servers. 

The liquid cooled rack study focused conducting empirical analysis on two different 

pumping systems for the first time when the IT is exposed to high ambient inlet conditions 

(up to 45°C inlet). The centralized pumping cooling system has performed better than 

distributed pumping system. The pump power consumption is about one-third that of 

distributed pumping case. The overall component temperatures were maintained lower. 

The CPU operating temperatures has reduced by 6-9% in centralized pumping case. The 

fan power consumption was lower by 27%. By further controlling the rack coolant flow 

rate, energy savings up to 57% have been shown with reliable operating component 
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temperatures. The server level study has compared the thermal performance between an 

air cooled vs. liquid cooled server. This data is critical as it shows the differences on 

thermal margins of the components that impacts the performance of the system. The air 

cooled server has been tested for 15 °C and 45 °C inlet temperatures. The server 

performance has reduced beyond 35 °C with a significant increase in fan power power 

consumption. There is a 12.6% increase in the IT power consumption 

(Pserver=PIT+Pcooling) beyond 35 °C inlet. The CPU temperatures are lower by 22.3 °C 

compared to the liquid cooled counterpart. The liquid cooled server is an over-

provisioned system. The pumps and fans are externally controlled and demonstrated a 

scope for about 80% reduction in the pump power and about 40% reduction in fan power 

using an fan control algorithm different to the existing in-built algorithm. There is a 4% 

increase in the IT power consumption when coolant inlet temperature increases. When 

exposed to higher ambient inlet temperatures, liquid cooled server has shown thermal 

margins (double) compared to the air cooled counterpart. Overall, the work aims to 

provide computational and experimental data to understand energy efficiency at multiple 

cooling scales in data centers especially when exposed higher ambient inlet 

temperatures. 
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