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ABSTRACT 

 

THERMAL MODELING OF 3-DIMENSIONALLY STACKED DRAM MEMORY 

 

Ratnesh Raj 

University of Texas at Arlington, 2017 

 

Advisor: Dr. Ankur Jain 

 
A large fraction of energy consumed in modern microelectronic devices and systems is 

taken up by memory access operations, which is expected to cause significant 

temperature rise. Since memory access operations are very short, this is expected to 

inherently be a transient thermal phenomenon. Despite the critical importance of 

thermal management in microelectronics, not much work exists on understanding the 

nature of thermal transport during memory access operations. In this work, a 

mathematical model to predict the transient temperature rise within a 3D layered 

memory chip is presented. Most heat-generating memory access processes occur over 

a short timescale for which the thermal penetration depth is shorter than the die 

thickness. This enables the modeling of such processes independent of the nature of 

chip cooling by treating the chip as a combination of semi-infinite and infinite medium 

layered bodies. A semi-infinite Green’s function model is developed for topmost layer of 

memory. The subsequent layers: 2 to n layers have been modeled on a thermally 

infinite layer concept. This model is validated against finite element simulation results. 

The analytical model is used to analyze transient thermal effects of various memory 

access processes for multiple banks. Finally, a thermal simulator based on 4 layers of 
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memory is presented which shows the capability of any input sequence of operation 

along the x, y, z, t directions and resulting temperature rise due to its access. This is 

used as a limiting case to show that the maximum number of accesses that can be 

performed on a 4-layered structure where each layer consists of 10x10 grid, i.e. 400 

cells. These results will help develop an understanding of optimal layouts and 

processes for 3D memory chips, eventually leading to co-design tools that 

simultaneously improve thermal and electrical performance of 3D memory chips. 
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Chapter 1 

Introduction 

Thermal management in electronic systems has been an interest for several decades. A 

key aspect of the analysis lies in the in the increasing computational power of 

microprocessors. From the data centers to smartphones, around 30% of the power is 

consumed by the memory chips [1–3]. Specifically, Lefurgy et al. showed that memory 

in data server had 50% higher consumption of storing power than their processor cores 

[2]. Large storage of data requirements has also increased the demand of 

computational capacity in memory leading to increase in number of cores on a single 

memory chip [4-9], thus requiring efficient performance management of memories. 

Scaling capabilities due to CMOS technology has opened huge trade-offs for a 

thermally aware system. Major contributors include the high transistor packing density 

Figure 1.1: Schematic shows the storage hierarchy of Google’s Warehouse-Scale Computer 

(WSC) datacenter [1] 
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as the reduction in size continues as shown in Figure 1.1. On the one hand, this has 

improved the computational capability, but has significantly limited the design to be 

thermally friendly by increasing the power consumption, thus allowing heating in the 

system [7].  

This calls for improving the thermal efficiency of the memory microprocessors as they 

continue to scale further down in size. Figure 1.2 shows the power distribution of the 

major components in a modern IT setup. 

Many analytical thermal modeling approaches have been adopted for heat transfer 

processes on a microelectronic chip [10-15]. These include completely analytical 

approaches for solving governing energy equation [16-17], as well as finite-difference 

based numerical computation approaches. Green’s function approach has also been 

adopted for computing temperature distribution on a microelectronic chip [18]. This 

Figure 1.2 Distribution of peak power usage a modern IT/hardware equipment in a data center 

tower. [1] 
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paper presents an analytical model for understanding thermal transport and optimizing 

thermal management of the power distribution within the banks. 

A memory chip can be subdivided into two distinct sections: internal computer memory 

and flash/auxiliary memory. Internal memory is classified as volatile memory “stores” 

data for a limited amount of time and usually “forgets” after the operation is terminated. 

Its storage ranges from 512MB to 4GB on conventional memory. Auxiliary Memory is a 

non-volatile type which stores data even after the operation has been terminated, i.e. 

hard drives or flash memory [19]. The primary focus of this work deals with internal 

memory type called DRAM (Dynamic Random-Access Memory). Conventional DRAM 

architecture contains bit-cells at the smallest addressable region. These are arranged in 

a grid like manner having columns and rows. An access is directed towards these bit-

cells which house transistors and capacitors and are sensed together at the instance of 

receiving a signal. An array of bit-cells is called bank. These banks are all linked to the 

same data bus width as the external output bus width. Set of banks are ranks which 

operate in tandem to service requests from the memory controller. The DRAM modules 

are placed on the PCB and referred to DIMM (Dual-in-line memory module) which 

provide an interface to the memory bus [20]. The focus of this analysis is towards a 

more simplified design which shrinks to two bit-cells that are placed on a single bank of 

the DRAM as shown in Figure 1.3. 



12 
 

 

 

 

 

 

 

When an operation is performed on a module, the power is directed toward a selected 

rank, bank and row [21]. The power supply on DRAMs can be divided into three 

different categories: activation power, read/write power, background power [22-24]. The 

activation power is required when activating a memory array row and in pre-charging 

the arrays bit lines. The read/write power is when data is transferred. The background 

power is residual power dissipation mainly consumed by transistor leakage after the 

access has occurred. The DRAM memory cells store data using capacitors that lose 

their charge over time and must be periodically recharged. The transistors, embedded 

in the module, act as amplifiers and read the contents of the row. Consequently, these 

transistors heat up and dissipate heat which causes the local temperature rise. 

Multiple accesses in these transistors leads to an effective temperature rise at the 

junction thereby, affecting the overall memory chip. An analytical model is presented in 

this work, which captures the effect of each memory activation, read/write, and 

background operation. Upon a DRAM read, the sequence is sent to the rank, bank and 

row. This is then sent to the row buffer which use sense amplifiers to direct the data. 

Row buffer then directs the data to the memory controller, which directs it to the 

Figure 1.3 3D model of a single bank with bit cells. 

X 

Z 

Y 
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processor [21]. This accessing operation is solved using the Green’s function solution 

approach. The methodology is primarily effective due to its unique ability to capture 

temperature rise occurring in pulse heating fashion [25]. This paper aims at providing 

the solution to variable 2D hotspots regions, which are a result to accessing of bit cells. 

In addition, the access rate of the bit-cells allows the temporal aspect to be captured. 

This allows the model to mimic the behavior of a realistic DRAM operation. Another 

feature of this papers shows a simplistic sequencing approach which helps emulate the 

effect of two access one after the other, aiding the architect in designing the DRAM by 

providing the overall temperature rise in the system. 
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Chapter 2 

Methodology and Validation 

This chapter describes the derivation used to derive the 3D thermal model. The 

continuum Fourier heat conduction partial differential equation is used as the governing 

energy equation. The model is 3-dimensional in nature due to the nature of the problem 

and transient due to the time dependency of the model. The governing energy equation 

is solved using a Green’s function approach. The derivation is split into 2 phases: 

 1) Topmost layer is modeled using the semi-infinite layer theory. 

2) Subsequent layers, i.e. 2 to n layers is modeled using the infinite layer 

concept.  

The model semi-infinite model is validated against the commercial finite element 

method software ANSYS. The validation is performed for two different cases: 

1) Spatially varying heat flux 

 2) Spatially and temporally varying heat flux 

 3) Infinite Layer Model Validation 

2.1 Mathematical Model  

Heat transfer within the 3D memory chip is modeled to obey Fourier law that 

governs three-dimensional transient heat conduction with no internal heat generation 

[26]. This equation captures the heat transfer within a single bank which is modeled in 

three-dimensional manner. The Laplacian below captures the conduction heat transfer 

that takes places within the bank. The transient term is accounted for since the access 
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of transistors within the bank is transient in nature and releases heat, which leads to 

increase of bank temperature, thereby increasing the overall temperature of the memory 

block. 

𝜕2𝑇

𝜕𝑥2
+
𝜕2𝑇

𝜕𝑦2
+
𝜕2𝑇

𝜕𝑧2
=

1

𝛼

𝜕𝑇

𝜕𝑡
                                                                                         (1) 

In equation (1), T refers to as temperature rise above ambient. The bits of data 

storage cells will henceforth be referred to as patches, and are modeled as three-

dimensional body with the following boundary conditions and initial condition. The sides 

of the geometry in x and y direction are assumed to be adiabatic due to the extremely 

small thickness of the model as compared to the other two dimensions, as a result heat 

does not escape from the sides.  

𝜕𝑇

𝜕𝑥
= 0   at x =0, a                                                                                  (2)  

𝜕𝑇

𝜕𝑦
= 0   at y =0, b                                                                                                            (3) 

The heat flux is assumed to be a thin x-y planar heat source which can be located 

anywhere in the domain and vary only as a function of space and time. According the 

reference co-ordinate axis selected in the model schematic, the surface heat flux is 

applied at the z=0 or the top surface of the body. The reason for selecting this is when 

power is supplied to access the bit cells, the non-homogeneity can be modeled as a 

surface heat flux as it only heats the transistors allocated to that bit- cell. The thermal 

conductivity of the domain is assumed to be isotropic, since the banks are assumed to 

follow the conventional DRAMs technology that are currently in-use today and not the 

phase change materials. 
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−𝑘
𝜕𝑇

𝜕𝑧
= 𝑞(𝑥, 𝑦, 𝑡) at z =0                                                                                                (4)    

The accessing time for each memory patch is less compared to the time it takes for the 

thermal wave, after the being accessed, to reach the boundary. Due to this behavior, 

the model is independent of the physical boundary in z-direction. Hence, a semi-infinite 

boundary condition is assumed.  

lim
𝑧→∞

|𝑇(𝑥, 𝑦, 𝑧, 𝑡)| < ∞                                                                                                      (5) 

It is assumed that the chip is initially at zero temperature, 

Similar methodology is adopted for the subsequent layers after the topmost layer. 

Thermally infinite layers have been assumed for these layers. The reason for selecting 

subsequent layers as infinite layers is that the thermal penetration depth of heat after 

each access in the respective transistor is smaller than the die thickness. In other 

words, due to the short timescale of the operation/access, the thermal wave generated 

by these access is never able to see the end boundary. And since these subsequent 

layers do not see the energy from the above layers, the concept of the infinite layer fits 

well in describing their thermal energy transport process.  

The governing energy equation used for the infinite layer model is: 

𝜕2𝑇

𝜕𝑥2
+

𝜕2𝑇

𝜕𝑦2
+
𝜕2𝑇

𝜕𝑧2
+
𝑔(𝑥,𝑦,𝑧,𝑡)

𝑘
=

𝜕𝑇

𝜕𝑡
                                                                                       (7) 

This equation is significantly different from the one used for the semi-infinite case. The 

major difference is in the internal heat generation term. This is used since in the infinite 

layer, there are no boundary on which the access can be modeled. The volumetric 

𝑇(𝑥, 𝑦, 𝑧, 0) = 0                                                                                                                       (6) 
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energy source helps to model that part easily since it requires the spatial coordinates 

and the temporal coordinates.  

The spatial and temporal domain for a single infinite layer is modeled as: 

0 < x < a             (8) 

0 < y < b             (9) 

−∞ < z < ∞             (10) 

0 < τ < t                       (11) 

As expected, the domain is finite in the x and y direction since the edges are bounded. 

The domain in z-direction is modeled as infinite in both positive and negative directions. 

The temporal domain starts from 0 to t, where the t is the final time of the operation. 

The boundary conditions used for this model are as follows: 

X-direction:  
𝝏𝑻

𝝏𝒙
= 0 𝑎𝑡 𝑥 = 0, 𝑎        (12) 

Y-direction:  
𝝏𝑻

𝝏𝒚
= 0 𝑎𝑡 𝑦 = 0, 𝑏                  (13) 

The initial condition is:  

𝑇(𝑥, 𝑦, 𝑧, 0) = 0           (14) 

The planar heating condition in the governing energy equation is modeled as: 
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𝑔(𝑥, 𝑦, 𝑧, 𝑡) =

{
 
 
 
 

 
 
 
 

  0,             𝑥 < a1,   x > a2,  
                        y < b1,   y > b2,

                   𝑡 < 𝑡𝑙,   𝑡 > 𝑡𝑢
𝑧′ ≠ 𝑣

1𝑒7 
𝑊

𝑚2
,       𝑎1 < 𝑥 < 𝑎2

                            𝑏1 < 𝑦 < 𝑏2
                        𝑡𝑙 < 𝜏 < 𝑡𝑢

            𝑧′ = 𝑣 }
 
 
 
 

 
 
 
 

                                                              (15) 

The Green’s function solution approach is selected particularly because the power 

supplied to access the transistors can be modeled as a pulse which is active only for a 

finite amount of time and is applied to only specified location having prescribed length 

and width. This pulse is analogous to power supplied to the bank and treated as surface 

heat flux. 

2.2 Analytical Solution   

The general Green’s function solution is given by [27]: 

𝑇(𝑥, 𝑡) =  ∫ 𝐺(𝑥, 𝑡|𝑥′0)𝐹(𝑥′) 𝑑𝑥′
𝐿

𝑥′=0

      (𝑖𝑛𝑖𝑡𝑖𝑎𝑙 𝑐𝑜𝑛𝑑𝑖𝑡𝑖𝑜𝑛𝑠) 

+ 𝛼 ∑[ 
(𝜌𝑐𝑏)𝑖
𝑘𝑖

 𝐺(𝑥, 𝑡|𝑥′, 0)𝐹(𝑥′)]
𝑥′=𝑥𝑖

𝑠

𝑖=1

       (𝑓𝑜𝑟 𝑏𝑜𝑢𝑛𝑑𝑎𝑟𝑦 𝑐𝑜𝑛𝑑𝑖𝑡𝑖𝑜𝑛𝑠 𝑓𝑜𝑟 𝑡ℎ𝑖𝑛 𝑓𝑖𝑙𝑚  

𝑤𝑖𝑡ℎ 𝑜𝑟 𝑤𝑖𝑡ℎ𝑜𝑢𝑡 𝑐𝑜𝑛𝑣𝑒𝑐𝑡𝑖𝑜𝑛 𝑜𝑛𝑙𝑦) 

+ ∫ ∫
𝛼

𝑘
 𝐺(𝑥, 𝑡 | 𝑥′, 𝜏) 𝑔(𝑥′, 𝜏) 𝑑𝑥′𝑑𝜏 

𝐿

𝑥′=0

𝑡

𝜏=0

  (
𝑓𝑜𝑟 𝑏𝑜𝑢𝑛𝑑𝑎𝑟𝑦 𝑐𝑜𝑛𝑑𝑖𝑡𝑖𝑜𝑛 𝑤𝑖𝑡ℎ 
𝑣𝑜𝑙𝑢𝑚𝑒𝑡𝑟𝑖𝑐 𝑒𝑛𝑒𝑟𝑔𝑦 𝑔𝑒𝑛𝑒𝑟𝑎𝑡𝑖𝑜𝑛

) 

+ 𝛼 ∫ 𝑑𝜏 ∑[ 
𝑓𝑖(𝜏)

𝑘𝑖
 𝐺(𝑥, 𝑡|𝑥𝑖

2

𝑖=1

, 𝜏)]  

𝑡

𝜏=0

 ( 𝑓𝑜𝑟 𝑏𝑜𝑢𝑛𝑑𝑎𝑟𝑦 𝑐𝑜𝑛𝑑𝑡𝑖𝑜𝑛𝑠 𝑜𝑓 𝑝𝑟𝑒𝑠𝑐𝑟𝑖𝑏𝑒𝑑 ℎ𝑒𝑎𝑡 𝑓𝑙𝑢𝑥,  

𝑐𝑜𝑛𝑣𝑒𝑐𝑡𝑖𝑜𝑛 𝑐𝑜𝑛𝑑𝑖𝑡𝑖𝑜𝑛, 𝑎𝑛𝑑 𝑡ℎ𝑖𝑛 𝑓𝑙𝑖𝑚 𝑤𝑖𝑡ℎ 𝑎𝑛𝑑 𝑤𝑖𝑡ℎ𝑜𝑢𝑡 𝑐𝑜𝑛𝑣𝑒𝑐𝑡𝑖𝑜𝑛)  

− 𝛼 ∫ 𝑑𝜏 ∑
[ 𝑓𝑖(𝜏)

𝜕𝐺

𝜕𝑛′𝑖
|
𝑥′=𝑥𝑖

]   ( 𝑓𝑜𝑟 𝑏𝑜𝑢𝑛𝑑𝑎𝑟𝑦 𝑐𝑜𝑛𝑑𝑖𝑡𝑖𝑜𝑛 𝑜𝑓 

                                              𝑝𝑟𝑒𝑠𝑐𝑟𝑖𝑏𝑒𝑑 𝑡𝑒𝑚𝑝𝑒𝑟𝑎𝑡𝑢𝑟𝑒 𝑜𝑛𝑙𝑦) 

2
𝑖=1

𝑡

𝜏=0 
                    (16) 
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The Green’s function temperature solution for the semi-infinite case is given by [27], 

𝑇(𝑥, 𝑦, 𝑧, 𝑡) = ∑ [
𝛼

𝑘
∫ ∫ ∫

𝑞𝑖(𝑥, 𝑦)𝐺(𝑥, 𝑦, 𝑧, 𝑡|𝑥
′, 𝑦′, 0, 𝜏)  

𝑑𝑥′𝑑𝑦′𝑑𝜏
𝑏

𝑦′=0

𝑎

𝑥′=0

𝑡

𝜏=0
]𝑃

𝑖=1                                 (17) 

where, 

Large cotime solutions is selected since the Fourier number of the current model is 

larger than the 0.25. Cotime is a dimensionless representation of the amount of time it 

takes heat to penetrate to the boundary, as represented by the Fourier number. 

𝐺𝑋22(𝑥, 𝑡|𝑥
′, 𝜏) =  

1

𝑎
[1 + 2 ∑ 𝑒

−𝑚2𝜋2𝛼(𝑡−𝜏)

𝑎2

∞

𝑚=1

cos (
𝑚𝜋𝑥

𝑎
) cos (

𝑚𝜋𝑥′

𝑎
)] (19) 

  

𝐺𝑌22(𝑦, 𝑡|𝑦
′, 𝜏) =  

1

𝑏
[1 + 2∑𝑒

−𝑛2𝜋2𝛼(𝑡−𝜏)

𝑏2

∞

𝑛=1

cos (
𝑛𝜋𝑦

𝑏
) cos (

𝑛𝜋𝑦′

𝑏
)] (20) 

  

𝐺𝑍20(𝑧, 𝑡|0, 𝜏) =  
1

√𝛼𝜋(𝑡 − 𝜏)
𝑒

−𝑧2

4𝛼(𝑡−𝜏) 
          (21) 

 

The same methodology is used for the infinite layer case also since they are both 

derived using the same template as shown in equation 16. The third term in the 

equation 16 is used to describe the infinite thermal layer, since it accounts for the 

volumetric heat generation that is happening due to the access of one transistor.  

𝑇(𝑥, 𝑦, 𝑧, 𝑡) =  
𝛼

𝑘
 ∑ ∫ ∫ ∫ ∫

𝑔𝑛(𝑥, 𝑦, 𝑧, 𝑡) ∗ 𝐺𝑍11(𝑧, 𝑡|𝑧
′, 𝜏) ∗  

𝐺𝑋22(𝑥, 𝑡|𝑥
′, 𝜏) ∗ 𝐺𝑌22(𝑦, 𝑡|𝑦

′, 𝜏)
∗  

𝛿(𝑧 − 𝑣) ∗ 𝑑𝑧′𝑑𝑦′𝑑𝑥′𝑑𝜏

∞

𝑧′=−∞

𝑏

𝑦′=0

𝑎

𝑥′=0

𝑡

𝜏=0
𝑁
𝑛=1              (22)   

𝐺(𝑥, 𝑦, 𝑧, 𝑡|𝑥′, 𝑦′, 0, 𝜏) = 𝐺𝑋22(𝑥, 𝑡|𝑥
′, 𝜏) ∗ 𝐺𝑌22(𝑦, 𝑡|𝑦

′, 𝜏) ∗ 𝐺𝑍20(𝑧, 𝑡|0, 𝜏)  (18) 
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Where the 𝛿(𝑧 − 𝑣) is the used to convert the equation from a volumetric source to 

planar/surface source as found on memories and microprocessors. 

This is used using the Dirac Delta Sifting Property [27]: 

∫𝑓(𝑧′) 𝛿(𝑧 − 𝑧′)𝑑𝑧′ = 𝑓(𝑧)           (23)  

The sifting property is used for unit impulses, where everywhere the pulse is zero and at 

the region there is unit impulse which lasts for a finite time domain. Using this property, 

the volumetric internal heat generation term is converted to planar heat generation since 

the units of the delta function is [m]-1.  

Further expanding the terms, the solution for a single infinite layer can be written as: 

𝑇(𝑥, 𝑦, 𝑧, 𝑡) =
𝛼

𝑘
 ∫ ∫ ∫ 𝑔(𝑥, 𝑦, 𝑧, 𝑡) 𝐺(𝑥, 𝑦, 𝑧, 𝑡|𝑥′, 𝑦′, 𝑣, 𝜏) 𝑑𝑥′𝑑𝑦′ 𝑑𝜏

𝑏

𝑦′=0

𝑎

𝑥′=0

𝑡

𝜏=0
                   (24) 

Where  

𝐺(𝑥, 𝑦, 𝑧, 𝑡| 𝑥′,  𝑦′,  0,  𝜏) = 𝐺𝑋22(𝑥, 𝑡|𝑥
′, 𝜏) ∗  𝐺𝑌22(𝑦, 𝑡|𝑦

′, 𝜏) ∗ 𝐺𝑍00(𝑧, 𝑡|𝑣, 𝜏)                   (25)  

As seen from the analytical solution for semi-infinite layer derivation, the only difference 

is the selection of the GZ term. In the case for the semi-infinite layer Gz20 is used since 

there is still a boundary layer to be considered. Whereas, for the infinite layer, there are 

no boundaries in the infinite case, hence GZ00 is used.  

Expanding the unique terms from equation 25, one gets: 

𝐺𝑋22(𝑥, 𝑡|𝑥
′, 𝜏) =  

1

𝑎
[1 + 2 ∑ 𝑒

−𝑚2𝜋2𝛼(𝑡−𝜏)

𝑎2

∞

𝑚=1

cos (
𝑚𝜋𝑥

𝑎
) cos (

𝑚𝜋𝑥′

𝑎
)] 



21 
 

𝐺𝑌22(𝑦, 𝑡|𝑦
′, 𝜏) =  

1

𝑏
[1 + 2∑𝑒

−𝑛2𝜋2𝛼(𝑡−𝜏)

𝑏2

∞

𝑛=1

cos (
𝑛𝜋𝑦

𝑏
) cos (

𝑛𝜋𝑦′

𝑏
)] 

𝐺𝑍00(𝑧, 𝑡|𝑧
′, 𝜏) =

1

2√𝜋𝛼(𝑡−𝜏)
exp (−

(𝑧−𝑣)2

4𝛼(𝑡−𝜏)
)                                                                       (26) 

Where, the term  𝑣  signifies the location of subsequent plane. 

2.3 Model Validation 

The analytical model presented here is validated by comparison with finite-

element simulation results for multiple cases. 

2.3.1 Spatially Varying Heat Flux 

A single patch is used with a surface heat flux as shown in the Figure 2.1. The 

geometry in ANSYS-CFX is performed by selecting a length scale in z-direction 

sufficiently long enough such that thermal wave from the surface heat flux does not 

reach the wall in z-direction, for the semi-infinite model assumptions. The sides in x and 

y coordinate plane is selected to be adiabatic as in the boundary conditions of analytical 

model. Material properties of Silicon is used (k = 148 W/m-K, α= 0.000089 m2/s). Figure 

2.2 illustrates good agreement between theoretical model and finite element simulation. 

 

 

 

 

 

  

Q(W/m
2
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y 

  

(a2, b2) 

(a1, b1) 

Figure 2.1 Validation model of single patch with heat flux as a function of space having 

size of 1 mm x 1 mm and the chip size of 10mm x 10mm 
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2.3.2) Heat Flux varying as a function of space and time 

Second case is modeled to show the behavior of a single patch on a single bank which 

active only for a finite duration of time. A similar formulation is used as in the above 

case; however, heat flux is now modeled as function of space and time along with 

spatial co-ordinate. The solution can now be expressed as:  

 

(a) 

 

(b) 

Figure 2.2. Comparison of analytical model (Eq. 7) v/s finite element: (a) Temperature rise vs time (b) 

Temperature rise vs x at y = 0.009 m with 10 W constant power applied at the bit-cell. 
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𝑇(𝑥, 𝑦, 𝑧, 𝑡) = ∑ [
𝛼

𝑘
∫ ∫ ∫

𝑞𝑖(𝑥, 𝑦, 𝑡) 𝐺(𝑥, 𝑦, 𝑧, 𝑡|𝑥
′, 𝑦′, 0, 𝜏)  

𝑑𝑥′𝑑𝑦′𝑑𝜏 
𝑏

𝑦′=0

𝑎

𝑥′=0

𝑡𝑓𝑖
𝜏=0

]𝑃
𝑖=0                                   (27)                                            

where, 𝑞𝑖(𝑥, 𝑦, 𝑡) = {

0,                            0 <  𝑡 < 𝑡𝑙𝑖
𝑞,                           𝑡𝑙𝑖 < 𝑡 < 𝑡𝑢𝑖
0,                           𝑡𝑢𝑖 < 𝑡 < 𝑡𝑓𝑖

}                    (28) 

The temperature distribution is solved using the error function identity integrals shown in 

[28]. The finite element model is validated against the theoretical model and results 

indicate good agreement. Figure 2.4 illustrates the case, when a pulse is active 

between 0.1-0.3 seconds. As seen at the onset of the pulse, the temperature rise in the 

domain is around 0.1 second and as the heating is cut off at 0.3 seconds the 

temperature drops, as expected. Results from the finite element model show a slight 

rise and this can be due to numerical errors that are enforced in such simulations. 

 

 

 

 

 

 

 

Figure 2.3. Comparison of analytical model (Eq. 12) v/s finite element, temperature v/s time for heat 

flux varying with time at x = y = 0.001 m 
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2.3.3) Infinite Layer Model Validation 

This third the infinite layer is validated with the ANSYS CFX model. In this case, there is 

single patch that is placed in the infinite layer as shown in Figure 2.4. 

 

 

 

 

 

 

This model is validated against FEM model which is shown in Figure 2.5. The single 

patch is located between 0.0045 ≤ x ≤ 0.0055 and 0.0045 ≤ y ≤ 0.0055 on 0.01 by 0.01 

die. The total power supplied to the single patch is 5 W for the time duration 

0.01<t<0.05 sec.  

  

 

 

Figure 2.4: Infinite Layer model  
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Time evolution of the thermal gradient across the figure 2.4 is also shown to help 

visualize the effect of the thermally infinite layer concept in more detail. Figure 2.6 is 

contour map of the results that were generated in Figure 2.5.  

 

Figure 2.5: Infinite Layer Model with a single patch located 0.0045 ≤ x ≤ 0.0055 and         

0.0045 ≤ y ≤ 0.0055 m on 0.01 by 0.01 m. Supplied 5 W power for 0.01<t<0.05 sec.    

Validation against FEM model is shown.  
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t=0 t=0.01sec 

Heating started   

t=0.05 sec 

Heating ended 

t=0.281 sec 

Thermal wave has reached 
the   boundary but not the z 
boundary for the total time 

t=0.1 sec 

Thermal wave 
propagation  

t=0.281 sec 

Isometric view of the 
thermal gradient across the 
infinite layer.  

Figure 2.6: Evolution of the thermal gradient across the thermally infinite layer model. 
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CHAPTER 3 

RESULTS AND DISCUSSION 

Results for the derived cases in chapter 2 are presented here and discussed. The 

validation and derivation is used to justify the capability of the model and parametric 

analysis is described in this section. The results section is presented in three different 

parts: 

 3.1) Semi-Infinite Layer Model 

 3.2) Infinite Layer Model  

 3.3) Thermal Simulator for 4 layer stacked memory structure    

3.1) Semi-Infinite Layer  

Subsequent analysis is done by parametrically varying multiple specifications to select 

the optimum most locations of arranging the patches such that the overall temperature 

in the bank remained below a critical temperature. Figure 3.1 is obtained by varying the 

distance of patch1 from patch2, while keeping the second patch at a constant location 

and the total power supplied to both the patches is kept constant at 10W. This is done 

to see how the effect that one patch has on another patch, so that the total temperature 

rise will not exceed a specified temperature rise. 70°C was assumed to be the critical 

temperature rise [5]. This is a key challenge faced as accurately predicting the optimum 

length between two bit cells ensures cells operating below the critical temperature 

value. It is commonly referred to as memory traffic reshaping, which deals with 

changing the address mapping in DRAM or transferring the data within DRAM. Current 
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work looks at the same problem from a thermal stand point. This optimization process is 

done to reduce the latency within the memory transfer [29, 30, 31], which thermally can 

be analogous to physically accessing data between two patches which are much closer 

to each other. It is seen from Figure 3.1 that as patch1 is shifted closer to patch2, the 

overall temperature rise reduces. This is due to the symmetrical nature of the 

architecture. The optimum location for placing the patch1 is x=0.005m. 

 

 

 

Figure 3.1. The total temperature effect of one patch with varying distance from the other 

patch. Temperature rise v/s x at different center locations of patch1 (y= 0.001, 0.003, 0.005 m) 

with fixed center location of patch2 (y= 0.009 m). 
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Figure 3.2 varies the amount of power supplied to each patch and the effect it has on 

the total temperature of the bank. For this case, patch1 is kept at 10W while patch2 is 

varied at 5, 10, and 12W. This test gives an indication of how the temperature rises as 

different power is supplied for different such read/write operations. This test has 

practical implications in memory management from an electrical perspective. In past 

work, a technique for saving memory energy using virtual memory management has 

been proposed [30]. This technique works by rearranging memory access to reduce the 

memory trail of each application shifting unused bit-cells to lower power modes. The 

thermal sequencing performed in this work correlates well with this work as it helps to 

predict the effect that switching to low power modes will have on the entire memory 

bank.  

Figure 3.2. Temperature rise v/s x plot for three values for q2 = [5, 10, 12 W] for a fixed q1 

[10W] at fixed center locations for patch 1 x = y = 0.005m and patch2 x = y = 0.009m. 
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Figure 3.3 is performed on heat flux which is varying with only time. The results show 

the variation of total operation time of a single patch at the center of patch1. It is seen 

that longer the bank is accessed, larger the temperature for the constant power rises. 

This is expected since the longer patch is activated, the more the energy is supplied, 

resulting in larger temperature rise. In addition, based on the selection of the adiabatic 

boundary condition, we see the system converges after the pulse has finished. This 

behavior is expected since the body reaches steady state condition at final time. The 

follow up to this analysis is done by checking the temperature rise when two pulses are 

active for a finite time duration, as that would give an overall and accurate model of how 

the temperature evolution and decay occurs within each patch. Figure 3.4 shows that 

Figure 3.3. Single patch with q (x, y, t) at x = y = 0.005m and z = 0 location, 

temperature rise v/s time plot for three different pulse widths at the center of the 

hotspot is shown. 
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patch1 is active only between 0.1 to 0.3 seconds and then it decays out emitting its 

residual energy. Figure 3.4 also illustrates temperature rise at two locations, point1 

which is center of patch1 (solid red line) and point2 which is the center of patch2. 

Thermal energy generated due activation of patch1 propagates into medium and its 

effect is seen at center of patch2 (shown dotted line). At onset of t = 0.4sec patch2 is 

active, hence we see a temperature jump at t = 0.4-0.6sec and decays out after that 

duration. The thermal energy generated in medium due to activation of patch1 will reach 

patch2. This is an accurate modeling of the background power that occurs due to the 

transistor leakage and its heat dissipated. 

 

 

 

 

 

 

 

 

 

 

 

 
Figure 3.4. Temperature rise v/s time plot of two patches with q1 (x, y, t) on between t1< t < t2 at 

x = y= 0.005m and q2 (x, y, t) between t3< t < t4 at x = y = 0.009m is shown. 
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A thermal simulator was created for semi-infinite model where the layer was subdivided 

into a mesh grid of 10 x 10 as shown in figure 3.5.  

 

 

 

 

 

 

The idea of creating the grid like structure is to mimic the actual architecture of a DRAM 

memory cell as shown in figure 3.6. This is diagram shows how the memory receives it 

information from the CPU and open the cells using the row and column decoders. The 

arrangement in a 3D DRAM is shown where there are multiple banks containing 

individual bit cells, which generate heat.  

 

 

 

 

 

Figure 3.5: Mesh grid for the top most layer of the 3D memory modeled as thermally 

semi-infinite body. 
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Incorporating the derivation from section 2.2 for the semi-infinite body into the mesh grid 

from figure 3.5, the results generated are used to understand the behavior of 3D 

memory cell under the influence of a read and write operation. This first case is 

presented where only the first row of the memory cell is accessed. Only 4 cells in the 

bank are accessed, which are each supplied 10 W for 0.1 sec. As can be seen from 

figure 3.7, the cells with the highest temperature rises are patches 1, 10. The reason 

being that they are located are adiabatic edges of the bank and have the influence of 

both the x and y direction adiabatic sides. In the figure 3.7, the results shown are for two 

randomly generated cases, i.e. the patches 1,5,8,10 are accessed randomly in both 

cases. In both the figures the temperature rise is irrespective of the which cell is 

accessed first, as the temperature of patches 1 and 10 are always the highest. Since 

the power supplied to each patch is 10 W, the peak temperature rise from these 

patches is 60 C. From figure 3.7 it can be seen that there is some latency between the 

access of the cells, which is generally not the realistic case, since the row and column 

Figure 3.6: Electrical Architecture of access inside a 3D DRAM[21] 
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decoders signal the cells to read and write sequentially without any latency as it will 

slow the process of operation.  

 

 

 

 

 

 

 

 

 

 

 

Figure 3.7 Thermal simulator case 1 for the semi-infinite model.  
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Figure 3.8: Thermal simulator case 2 for the semi-infinite topmost layer.  
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In figure 3.8 second case for the semi-infinite model is shown. This time patches from 

anywhere in the region are accessed, which is more realistic. In addition, as seen from 

the temperature vs time graph, majority of the patches are accessed are sequentially, 

one after the other, which models the realistic scenario that was lacking in the earlier 

case. A gap between the access was placed in the simulation just to test whether any 

irregularities in temperature occurs due to a break that might be caused by latency 

issues in data transfer. However, highest temperature rise occurs right after the latency 

drop. This is because patch 2 is affected by the effect of the x-direction adiabatic side. 

The max temperature rise observed by the simulation is 48.6 C in patch 2.  

3.2) Infinite Layer 

In this section, the analysis was shown based on the single layer thermally infinite 

model developed from the section 2.2. The model is developed for a single layer one 

patch on the planar layer. This was further expanded to multiple patches as the work 

done in the previous section for the semi-infinite concept. The idea was to modulate a 

thermal layer which has multiple access points or patches as shown in figure 3.6 and 

can be later coupled in the grand scheme of 3D structure. Due to the confidence gained 

from the single patch analysis work in the semi-infinite layer work, there was no patch 

analysis done for the infinite layer. Figure 3.9 shows the behavior of the thermal 

simulator created for the infinite layer, which consists of 100 cells arranged as shown. 

The access of these cells is distributed randomly that is generated by the inbuilt 

command of “randperm” from development software used: MATLAB. The criteria for 

selecting a random access was to cover a real-world scenario where the access is  



37 
 

 

 

 

 

 

 

 

 

Figure 3.9: Thermal simulator case for the infinite middle layer. The grid shows the patches that are 

accessed and its respective thermal map. 
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predefined based on the type of operation that is required to be executed. The cells that 

are selected are accessed sequentially without any latency lag between them. The peak 

temperatures achieved is 24.23 C, which occurs in patch number 11. This patch 

experiences the greatest temperature rise, due to its close vicinity to the adiabatic 

boundary on the x=0 and y=0 edges. In addition, it also seen that the patches which 

nearest to the adiabatic edges be it x=0, y=0, x=L, or y=L, they all experience the 

largest temperature rise amongst them. It is primarily since heat does not have any 

other place to go to and hence is experienced these said patches.  

3.3) 3D simulator   

This section primarily deals how the results of the past two sections were used in 

developing a 3D thermal simulator. The simulator is based on the hybrid memory cube 

(HMC) concept that was developed by Micron Inc. [32]. The concept is specifically 

designed for multi-core processing and requirement for high-performance systems. The 

HMC consists of 4 layers of DRAM which is housed on top a small, high-speed logic 

layer. These DRAMs are physically connected through silicon via interconnects which 

couple these vertically stacked dies together. The logic layer is used to handle the 

DRAM and classify its control of operations. Figure 3.10 shows the architecture of the 

hybrid memory cube and its location on the motherboard next to processor. It also 

shows the performance capability as compared to the conventional DRAM structure.  
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Figure 3.10: Performance and architecture of the Micron Hybrid Memory cube is 

shown, which is used a base to model the 3D simulator [32].  
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Further to elaborate, the 3D thermal simulator is developed using the semi-infinite 

thermal simulator and the infinite body single thermal simulator. This 3D simulator used 

the semi-infinite body as the topmost layer and the infinite body as the subsequent 2 to 

n layers, where n is 4 in this case. The model is developed using MATLAB which takes 

the help of the inbuilt random sequence generator. To effectively capture the 

temperature rise, the model accommodates the usage of Temperature in two phases. 

The temperature captured should be a function of the cell that is being accessed. Infact, 

majority of the heating will be due to the access of that particular cell. Secondly, the 

effect of the access of cell 1 onto the neighboring cell. This neighboring cell can be 

located right next to the accessed cell, on the same row as the accessed cell, or on the 

same column as the accessed cell, or effectively anywhere else on the same layer. 

Together the temperature model is effectively captured using the Green’s function, 

which is sole methodology used in solving the 3D Fourier heat equation. In the figure 

3.11, the result presented are for a simplistic case, where only 5 cells per layer in a 4-

layer structure are accessed. The cells are accessed sequentially without any latency 

lag. However, the last cell accessed has a longer access time compared to the other 

cells that are accessed, i.e. it is accessed for 0.04 seconds. The power supplied for 

each access of 10W of power.  
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Figure 3.11: Thermal simulator for a 3D structure where the topmost layer is semi-

infinite and subsequent layers are infinite.  
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As seen from the figure 3.11, the peak temperature occurs at Layer 3, which is 

accessed first. And the subsequent layers are of lower temperatures. To further expand 

this analysis, all the cells in the layers were accessed, i.e. 400 cells throughout the 4 

layers. Figure 3.12 shows this limiting case, where everything is accessed sequentially. 

However, unlike the previous case, the all the cells in that particular layer are accessed 

first and then cells from a different layer is accessed. This is presented to show case a 

limiting case that the model has as in the case any memory access, all the cells might 

not be accessed. In the event that they are accessed, this model is capable of handling 

that scenario and outputting the desired results.  

 

 

 

 

 

 

 

 

 

 

 

Layer 4, first access 

Layer 2, second access 

Layer 3,  
third access 

Layer 1, fourth access 
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Figure 3.12: Thermal simulator for a 3D structure in which all the cell of each layer 

is accessed. This shows a limiting case of this model.  
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CHAPTER 4 

CONCLUSION AND FUTURE SCOPE 

An insight is offered into effectively modeling a single bank in 3D DRAM memory chips 

using the Green’s Function solution. The results presented are stepping stone towards 

thermal management of the multi bank and eventually the 3D stacked memory block 

which would aid in designing a thermally favorable memory algorithm and can be used 

to capture the thermal cost of a sequence of read operations on a stacked 3D DRAM 

module. This work is helpful in analyzing the effect that any memory patch access has 

on its self-including the neighboring patches. It is helpful for a memory architect to 

understand the thermal cost of such a memory operation as it helpful devise a more 

efficient access architecture which is the considers the effects of latency and 

temperature. Even though this work is focused solely on tacking the temperature rise 

aspect of the sequence, the toolbox is helpful for architects while they are designing the 

architecture.  

Future work can be done in accurate modeling of the through silicon via (TSV) 

interconnect between the interlayers. The effect of having a through-silicon via might aid 

the thermal heating process even more and add to effectively capture the temperature 

rise. In addition, development of an energy efficient algorithm will aid in mitigating the 

current challenges present in the industry. A physical 3D model can also be tested and 

validated with this temperature toolbox. This will give more strength to this toolbox and 

give a better understanding of how the temperature rise can be mitigated from a thermal 

perspective. This will aid the electrical architect when he tests his algorithm on this 

model, as it will give him accurate results as compared to other commercially available 

software, were the computation cost of the running the simulation is also more than 
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what it takes to run in this temperature toolbox. The reason being, this toolbox is using 

exact integrals as part of its analytical model where the other software might use the 

finite element techniques which use approximations and refinement to reduce their 

errors.  
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APPENDIX A  

NOMENCLATURE 

 

a    length of the bank (m) 

b    width of the bank (m) 

q       heat flux (W/m2) 

P       number of patches 

t        time (s) 

tf       final time (s) 

tu      upper limit of pulse with respect to time (s) 

tl       lower limit of pulse with respect to time (s) 

τ       dummy index for time 

α       thermal diffusivity (m2/s) 

k       thermal conductivity (W/m-K) 
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