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Abstract 

PHYSICAL HUMAN ROBOT INTERACTION USING MODEL REFERENCE 

NEUROADAPTIVE CONTROL 

 

Shaikh Md. Rubayiat Tousif, MSc. 

 

The University of Texas at Arlington, 2014 

Supervising Professor: Frank. L. Lewis 

 

In this work Physical Human-Robot Interaction (pHRI) related problems are 

addressed as a part of the research going on in Assistive Robotics in the University of 

Texas Research Institute (UTARI). A novel model reference Neuroadaptive controller is 

designed based on existing technology of Lewis et al.  

Adaptive impedance control is an important method for force/motion control of 

robotic systems. Most of the work in adaptive impedance control makes the error 

dynamics of the system to look like a prescribed model. By contrast, this work does not 

want the error dynamics to be prescribed as an impedance model. It makes the robot 

itself feel like a prescribed impedance model. Model reference behavior is introduced 

which allows to control the interaction behavior by changing the parameters suitably in 

the model. The novel controller makes the nonlinear dynamics of the robot to look like a 

linear model which will be more convenient for humans to interact with during task 

manipulation. 

 In this thesis a new inner-outer loop Neuroadaptive controller is formulated that 

makes pHRI robust to changes in both co-robot and human user. First, an inner-loop 

controller with guaranteed robustness and stability causes a robot to behave like a 
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prescribed robot impedance model. Second, an outer-loop controller tunes the 

impedance model so that the robot system assists humans with varying levels of skill to 

achieve task-specific objectives.  

The controller developed in this work has been proved to work and to facilitate 

the illustration of the theories established, extensive simulations have been carried out on 

a 2 DOF robotic arm. The simulations results show good agreements with the theoretical 

concepts.  
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Chapter 1  

Introduction 

In order for robots to move into the real world, do what humans do, learn how a 

task should be done and moreover assist human in completing a task, complex 

milestones are yet to be reached in the field of robotics research. The intent of this work 

is to explore research problems regarding Physical Human-Robot Interaction (pHRI). The 

outcome of this research is expected to have broad applicability in areas of healthcare, 

home co-Robots, manufacturing, defense and everywhere humans and robots will co-

exist. 

A truly assistive robotic system could be taken as one where understanding and 

skills of the human operator will be enhanced as he/ she uses the robotic system. On top 

of that, while using the system the operator should not only learn how to use the system 

properly but also the system should assist the operator so that the combined 

performance of the human-robot system is acceptable and can overcome any harsh 

conditions that may arise in real time operation. In brief, an assistive system should be 

like a game played by two players (robot system and the operator) where each will 

interact with the other and knowledge about the game will be learnt by both and 

performance level of individual will be heightened.  

pHRI related work is continuously being carried out by some of the research 

centers and it is also evident that impedance control is an important way of the 

force/motion control for any robotic systems. So, it will be worthwhile mentioning some of 

the notable works which fall in the vicinity of the pHRI and adaptive impedance control 

that has been used for better understanding and formulation of this work. 
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1.1 Literature Survey 

 
In this section some of the works on human robot interaction and adaptive 

impedance control is discussed. 

In [1] adaptive control and programming by demonstration have been used to 

teach a robot interact with a human in a two-way task needing distribution of the load 

between two partners. The robot adjusted its motion according to perceived forces after 

expecting the partner’s intentions from a learned task model. Direct reproduction of the 

learned model may not always bring acceptable outcomes as humans represent a highly 

complex contact environment. So an adaptive impedance control algorithm was also 

proposed in addition to learning so as to compensate for the unmodeled uncertainties. 

The adaptive control scheme tuned the impedance parameters for precise reproduction 

of the task model.  

Kalakrishnan et.al in [2] developed robots capable of fine manipulation skills. 

Reinforcement learning has been used in acquiring manipulation skills in compliant 

robots. Kinesthetic demonstration was used to initialize the initial position control policy 

for manipulation. The policy was augmented with a force/torque profile which was 

controlled in combination with the position trajectories. They used their own algorithm 

known as Policy Improvement and Path Integrals (PI2) to learn the force/torque profiles 

by optimizing a cost function that measured task success. 

In [3] reinforcement learning was used to learn complex motor skills for robotic 

manipulation for completing real world tasks. The method developed allowed to learn and 

acquire new motor skills starting from a mere demonstration. Predictive model of the task 

was learnt which allowed to learn proprioceptive sensor feedback to observer succeeding 

execution of task online and avoid actions when failure is predicted. 

2 
 



 

Suzuki et al. [4] designed a novel adaptive assistive control for a haptic interface 

system where they suggested that there must be an identifier to find the control 

characteristics of the user during operation and then the control input to the system must 

be adaptively tuned according to the identified user’s control characteristics. Based on 

the previous method in [5] a truly adaptive variable impedance control for an assisting 

system was proposed. It specified that human learns the unknown dynamics of the 

machine and uses the identified model as an inverse model for the manipulation of the 

machine. They also gave the idea that if the operated machine’s dynamics can be 

changed so as to be learned by the user, the performance of the overall system would be 

enhanced. So the original dynamics was replaced by a virtual impedance model in the 

loop. Thus, they showed successfully that adaptive impedance control techniques could 

be used to improve the human operator’s performance in a point to point motion task.  

Impedance control was originally proposed by Hogan [6] and is used to control 

the response of a system under the influence of external forces by prescribing a desired 

impedance behavior. [7, 8] discusses explicit force control using PI, PD and PID 

controllers with known system models. Lyapunov based control theory has been shown 

in [9] to control robotic system along with stability and robustness proofs. Identification of 

the object stiffness using force controller was discussed in [10]. Adaptive impedance 

control blended with computed torque method was investigated in [11]. In [12] the 

problem of position/force tracking for constrained robot was addressed from an 

impedance control point of view. Position tracking error was used to tune the desired 

impedance model. Neural network control method has been also used in adaptive 

impedance control [13]. In [14] parallel control scheme was shown which combined 

hybrid force/position control with impedance control. 
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1.2 Problem Statement 

 
Impedance control can be broadly classified into two categories. One in which 

stiffness parameters of the environment are estimated [7, 8, 10, 11, 12]. Second, human 

robot interactive forces where impedances parameters of interaction are tuned [1, 2, 3, 

and 4]. In this work problem relating the second type is addressed. Also a trajectory 

following task is not wanted, rather a more general one so that the task is closed around 

the human and the robot. Also programming a trajectory following task into the robot is 

not the motive in this work. 

 

Figure 1: Human – Robot System 

When humans interact with a robotic system it applies forces on it either in task 

or in Cartesian space, hf  as shown in figure 1. In this scenario the human applies forces 

and observes the robot dynamics q , and depending on these observations and the 

desired output r , the human will modify the forces being applied. The human acts like an 

outer loop force controller for the robotic system. Using Jacobian transpose these forces 

can be traced to joint torques. Conventional position controllers will see these human 

input torques as a disturbances dτ  and reject its effect. Interactions between humans 

and robotic system are generally complex and nonlinear. However, human learns a 

compensation model for the nonlinear dynamics and also a task specific controller. This 
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is a slow learning process and often requires high mental workload. Inspired by [4] the 

objective of this work is to use the operator’s force hf acting on the robotic system during 

interaction and also to make the whole system behave like a desired model, see figure 2. 

 

Figure 2: Human-Desired Model –Robot System 

Under this circumstances none of the traditional error dynamics based force 

controller will be useful as those requires a reference trajectory, r  but in reality only the 

forces exerted by the operator on the robotic system exists as input.  

 

 

Figure 3: Human-–Robot Linearized System 

This problem of how to use the operator’s forces during interaction with the 

robotic system is addressed in this work. A novel Neuroadaptive controller has been 

developed that will make the robot system track a tunable desired model as shown in 

figure 3. The controller makes the robot and the controller combined look like a desired 
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model and the human will see this modified dynamics, q . The human robot interaction 

behavior can be controlled by changing the model parameters for this kind of tunable 

controller. This novel way allows us to make the nonlinear dynamics of the robot to look 

like a linear model which will be more convenient for humans to interact with during task 

manipulation. 

1.3 Contribution of this Work 

 
A new neuroadaptive controller is formulated that differs from a standard 

trajectory following controllers by not requiring a desired trajectory. The task specific; 

trajectory following or otherwise are closed around a loop with human and the robots. 

The closed loop error dynamics do not contain the prescribed model parameters. 

This makes it easier for the human to control or close the outer loop and use adaptive 

robotic interfaces. 

The famous crossover model says that the transfer function of the human in a 

human in the loop system become accustomed so as to keep the complete system 

unchanged under the variation of the controlled system dynamics. This is achieved in the 

outer loop design. 

 

1.4 Organization of this Thesis 

 
In chapter 1 literature survey, the problem statement is provided. Chapter 2 

discusses some application of Model Reference Adaptive Control and provides 

mathematical details of the Model Reference Neuro-adaptive Controller developed for 

this work. It provides necessary proofs and theorems. The effectiveness of the proposed 

controller and simulations carried out on a 2 DOF robotic arm are provided on chapter 3. 

In chapter 4 the outer loop design is provided. It puts the human in the loop and tries to 
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make the human and the robotic system respond like a desired model. Chapter 5 

concludes the thesis and talks about future works that can be done to further this 

research. 
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Chapter 2  

Model Reference Neuroadaptive Control 

Model Reference Adaptive Control (MRAC) was originally proposed to solve 

problems were performance specifications are given in terms of a desired model. The 

desired model tells how the output of the process should respond ideally to a command 

input. The main approach developed in this work for tuning Human Robot Interface (HRI) 

is based on extending the technology invented by Lewis in the 1990s for neuroadaptive 

control of robot and nonlinear systems [15]. The contribution of this work is to provide a 

new reformulation of those methods by Lewis et al. to allow for the incorporation of model 

reference behavior in the robot interface. MRAC has been widely used in many control 

applications. Some of the works that used MRAC is given below. 

In [16] optimized adaptive control and trajectory generation for a class of wheeled 

inverted pendulum models of vehicle system was investigated. The controlled vehicle 

dynamics was shaped so as to minimize motion tracking errors and angular 

accelerations. Adaptive control was developed using variable structure method to 

guarantee tracking of the reference model even in presence of external disturbances. 

The control objective was to make the closed loop dynamics of the controlled subsystem 

exactly match the dynamics of the reference model.  The parameters of the reference 

model were chosen such that it guarantees motion tracking and also rider’s comfort. 

Inspired by the real life scenario where human drivers manipulates the tilt angle to control 

the forward velocity a neural network based adaptive generator of implicit control 

trajectory of the tilt angle(AGICT) is designed. The AGICT indirectly controlled the 

forward velocity in such a way that the desired velocity was tracked asymptotically.  

In [17] the problems relating the control of industrial robots with high speed 

continuous movements were examined using model reference adaptive control (MRACS) 
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method. The work proved that a manipulator belonging to a class converged to a suitable 

reference model using MRAS control.  

Myoungho et al. [18] used MRAC technique for vehicle suspension system. 

Disturbances and vibrations were automatically reduced by tuning active suspension by 

MRAC.  MRAC was designed using Lyapunov control theory and it could tolerate large 

changes in sprung load and suspension component characteristics and noticeable 

improvements over passive suspension was achieved.  

 In [19] MRAC was used to improve line power factor and lower line current 

harmonics for a single-phase shunt power filter. The MRAC was used over conventional 

proportional integral control due to its flexibility, adaptability, and robustness and 

especially its self-tuning ability of the gains to ensure system stability. 

The subsequent sections of this chapter discuss in details about the controller 

formation and provide the mathematics and the necessary proofs. 

 

2.1 Neuroadaptive Controller Formulation 

 
In this section mathematical detail of new neuroadaptive controller that differs 

from a standard trajectory following controllers by not requiring a desired trajectory is 

provided. The task specific; trajectory following or otherwise are closed around a loop 

with human and the robots. 

  

The dynamics of a robot system can be written as 

 (q)q V(q,q)q G(q)M τ+ + =         (1) 

where (q)M  is the inertia matrix, (q,q)V   is the Coriolis/centripetal vector, 

(q)G  is the gravity vector and q  is the joint variable. 
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In reality, a robot arm is always affected by friction and disturbances. Therefore, 

it will be wise to add those terms in the robot dynamics to make it more generalized [20]. 

Therefore manipulator dynamics can be written as: 

 (q)q V(q,q)q (q) G(q) dM F τ τ+ + + + =        (2) 

with (q) v dF F q F= +  , where vF   the coefficient matrix of viscous friction and dF  

a dynamic friction term. Also added is a disturbance term dτ , which could represent, for 

instance, any inaccurately modeled dynamics. Modeling friction is not easy and it may be 

the most contrary term to describe in the dynamics model. More on friction can be found 

in [21]. 

For this work the friction and disturbance terms are added to eq. (1) also the 

forces 6
hf ∈ℜ  in task space generated by human during interaction was added to it. So 

the general robot dynamics becomes: 

 (q)q V(q,q)q (q) G(q) T
d hM F J fτ τ+ + + + = +       (3) 

where TJ  is the Jacobian transpose, nq∈ℜ  ,τ  is the control torque.  

Most of the robot control methods are special cases of ‘computed torque control’ 

according to Lewis et al.  Computed torque control is a special application of feedback 

linearization of nonlinear systems. In this method, the nonlinearities of the system are 

cancelled by the method of feedback and thus techniques in linear control theory [22] can 

be applied.  

A reference model whose dynamics will be followed by the robot is selected as 

 T
m m m hMq Dq Kq J f+ + =        (4) 
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where M  is the mass matrix, mD  is the damping matrix, mK  is the spring 

constant matrix, and mq  is the model trajectory.  

 

Note objective here is different than [7, 8, 10, 11, and 12] where the error 

dynamics are made to look like a prescribed model. In this formation there is no 

prescribed trajectory. 

 

 

The error in the position was defined as 

 me q q= −         (5) 

Differentiating eq. (5) twice with respect to time: 

 m me q q or q q e= − = −            (6) 

 m me q q or q q e= − = −           (7) 

Filtered error is defined as: 

 1 2r e e ε= + Λ +Λ        (8) 

Where,
0

( )
t

e dε τ τ= ∫   

From eq. (8), eq. (9) can be written very easily. 

 1 2e r e ε= −Λ −Λ        (9) 

Differentiating eq. (8) once with respect to time 

 1 2r e e e= + Λ +Λ          (10) 

From eq. (10), eq. (11) can be written very easily. 

 1 2e r e e= −Λ −Λ          (11) 
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Therefore eq. (5) and eq. (7) can be written as 

 1 2( )mq q r e ε= − −Λ −Λ        (12) 

 1 2( )mq q r e e= − −Λ −Λ          (13) 

respectively. 

Substituting eq. (12) and eq. (13) in eq. (3) 

 

1 2 1 2(q)( ( )) (q,q)( ( )) (q) (q) T
m m d hM q r e e V q r e F G J fε τ τ− −Λ −Λ + − −Λ −Λ + + + = +    

  (14) 

1 2 1 2(q) (q) (q) (q) (q,q) (q,q) (q,q) (q,q) (q) (q) T
m m d hM q M r M e M e V q V r V e V F G J fε τ τ− + Λ + Λ + − + Λ + Λ + + + = +       

   (15) 

 

1 2 1 2(q) (q)( ) (q,q) (q,q)( ) (q) (q) T
m m d hM r M q e e V r V q e F G J fε τ τ− + + Λ +Λ − + +Λ +Λ + + + = +     

  (16) 

 

1 2 1 2(q) (q)( ) (q,q) (q,q)( ) (q) (q) T
m m d hM r M q e e V r V q e F G J fε τ τ= + Λ +Λ − + +Λ +Λ + + + − −     

  (17) 

 (q) (q,q) (x) T
d hM r V r f J fτ τ∴ = − + + − −     (18) 

where  

 

1 2 1 2(x) (q)( ) (q,q)( ) (q) (q)m mf M q e e V q e F Gε= + Λ +Λ + +Λ +Λ + +      (19) 

Let the approximation based controller be 

 ˆ (t) T
v hf K r v J fτ = + − −       (20) 

Putting eq. (20) in eq. (18) 

 ˆ(q) (q,q) (x) ( (t) )T T
d v h hM r V r f f K r v J f J fτ= − + + − + − − −  (21) 
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Simplifying the last equation the closed loop error dynamics is obtained. 

 (q) (q,q) (t)v dM r V r K r f vτ∴ = − − + + +

  

 

 

Figure 4: Model Reference Neuro-adaptive Control 

Figure 4 shows the block diagram of the model reference neuro-adaptive control. 

It has a non-linear inner loop and a tracking loop. 
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Figure 5: Model Reference Neuro-adaptive Control with breakdown 

Figure 5 shows the MRNC without the neural network. 

 

2.2 Inner Learning Loop Formulation 

 
The learning loop performance and stability is based on previous work [23] [24].  

Theorems and proofs for two cases are provided: a) Functional link neural network 

(FLNN) controller with augmented tuning to avoid persistence of excitation and b) Two-

layer NN controller with augmented backprop tuning.  

 
2.2.1 FLNN Controller with Augmented Tuning to Avoid PE 

The unboundedness of the weight estimates when PE fails in adaptive control is 

known as ‘parameter drift’. The PE requirement in the following proof is to make sure that 

the drift does not occur. So σ  modification is used to remedy this problem according to 

14 
 



 

[31]. Removing the PE condition results in a much more robust NN controller which is 

stable under wide variety of unmodeled dynamics and unforeseen situations. The 

controller is given below. 

Control input: 

 ˆ (x) KT
vW rτ φ= +   

NN Weight/ Threshold Tuning Algorithms: 

 ˆ ˆ(x) r || r || WTW F kFφ= −   

Design parameter F  is positive definite matrices, 0k >  a small design 

parameter. 

 
Theorem 1: The ideal NN target weights are bounded by BW  , || ||F BW W≤ . Let 

the control input for the robot arm be given by  

 ˆ (x) KT
vW rτ φ= +   

With gain satisfying  

 
min

2
0 2(k / 4 )(c c )B N B

v
x B

W dK
b q
ε+ + +

>
−

. 

Let the weight tuning be 

 ˆ ˆ|| ||TW F r kF r Wφ= −   

With 0TF F= >  and 0k >  a small design parameter. Making no assumptions 

on PE requirements on (x)φ  . Then the filtered tracking error (t)r  and the NN weight 

estimates ˆ (t)W  are UUB with practical bounds given by (34) and (35). Moreover, the 

tracking error maybe made small as desired by increasing the tracking gain vk .   
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Let the neural network approximation property given by equation 23 hold for the 

function (x)f  specified by equation 24 with a given accuracy Nε  for all x  in the 

compact set { }|x xS x x b≡ <   with x Bb q>  . 

 (x) W (x)Tf φ ε= +   (22) 

 1 2 1 2(x) (q)( ) (q,q)( ) (q) (q)m mf M q e e V q e F Gε= + Λ +Λ + +Λ +Λ + +     
 (23) 

  { }0 2| (b q ) / (c c )r x BS r r≡ < − +  is defined. Let (0) Srr ∈ . Then the 

approximation property holds.  

A Lyapunov function candidate was selected according to equation 3. 

 { }11 1
2 2

T TL r Mr tr W F W−= +     (24) 

Differentiating equation 3 yields 

 { }11
2

T T TL r Mr r Mr tr W F W−= + + 

   

   (25) 

Now substituting the closed loop filtered error dynamics in equation 4 yields 

 { }11 (M 2V ) (F W ) ( )
2

T T T T T
v m dL r K r r r tr W r rφ ε τ−= − + − + + + +

      (26) 

Then using the tuning rule ˆ ˆTW F r kF r Wφ= −

   equation 5 becomes 

 { }( ) ( )T T T
v dL r K r K r tr W W W r ε τ= − + − + +  

    (27) 

Since 

 { } 2 2( ) ,T
F F F F Ftr W W W W W W W W W− =< > − ≤ −     

          (28) 

With . F   the Frobenius norm, there results 
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min

2 . ( ) ( d )v F B F N BL K r K r W W W rε≤ − + − + +  

            (29) 

 
min

( ) ( )v F F B N Br K r k W W W dε = − + − − + 
 

          (30) 

This is negative as long as the terms in braces are positive. Completing the 

square yields  

 
min

( ) ( )v F F B N BK r K W W W dε+ − − + 

        (31) 

min

2 2( / 2) / 4 ( )F B B v N Bk W W kW K r dε= − − + − +

      (32) 
Which is guaranteed positive as long as 

 
min

2 / 4 ( )B N B
r

v

kW dr b
K

ε+ +
> ≡    (33) 

Or  

 2/ 2 (kW / 4 ( / k))F B B N B WW W d bε> + + + ≡

    (34) 
Thus L  is negative outside a compact set. Selecting the gain according to  

 
min

2
0 2(k / 4 )(c c )B N B

v
x B

W dK
b q
ε+ + +

>
−

  (35) 

ensures that the compact set defined by rr b≤   is contained in rS , so that the 

approximation property holds throughout. This demonstrates the UUB of both r   and 

B FW  . 

 At the error dynamics expression the terms r  and TW  are bonded by rb  and 

Wb  respectively as shown above. mV  depends on  q , q  and as r  is bounded q  and q  

should be bounded as well. The only thing left is finding a bound on r . Explicit bound is 

found on r  is found from the error dynamics equation  

 { }1 (K ) (x) ( )T
v m dr M V r W vφ ε τ−= − + + + + +

    (36) 
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(K ) (Vm) (W )
(M)

max max max
min

1 ( ) (x) | | | | | v |
Tv dr rσ σ σ φ ε τ

σ
 ≤ + + + + +  


     

                    

(37) 
Equation number 38 gives an explicit bound on r .  

Details of the proof can be found in [15]. 

 

2.3 Two-Layer NN Controller with Augmented Backprop Tuning 

 
Backprop tuning can only be guaranteed to work in an unrealistic ideal case. To 

meet the stability and tracking performance of a NN robot arm controller in the rough 

case that allows NN estimation errors and system disturbances modifications to the 

weight tuning rules and an addition of robustifying term (t)v  is required. Without these 

modifications it is impossible to show that the NN weights are bounded in general even 

though it is not difficult to show that (t)r  is bounded. The boundedness of the weights is 

needed to show that the control input (t)τ  is bounded. In contrary to the ideal case, the 

tracking error is bounded by a small value rather than becoming zero. The controller is 

given below: 

 
 
 

Control input: 

 ˆ ˆ(V x) KT T
vW r vτ σ= + −   

Robustifying Signal: 

 ˆ(t) K (|| Z || Z ) rz F Bv = − +   
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NN Weight/ Threshold Tuning Algorithms: 

 
'

'T

ˆ ˆ ˆˆ ˆ || r || W

ˆ ˆ ˆˆ( Wr) || r || V

T T T

T

W F r F V xr kF

V Gx kG

σ σ

σ

= − −

= −





  

Design parameters ,F G  are positive definite matrices, 0k >  a small design 

parameter. 

L  is negative outside a compact set and selecting the gain according to  

 
min

2
0 3 0 2(( kC ) / 4)(c c )

v
x B

CK
b q

+ +
>

−
  

Ensures that the compact set defined by rr b≤   is contained in rS , so that the 

approximation property holds throughout. This demonstrates the UUB of both r   and

B FW  . The bounds are given as  

min

2
0 3( kC ) / 4)|| r || r

v

C b
K

+
> ≡  

 2
3 0 3|| Z || / 2 / / 4F zC C k C b> + + ≡   

Details of the proof can be found in [15]. 

 
2.4 Discussion 

 
From the closed loop error dynamics it can be seen that it do not contain the 

desired model parameters in it. This is a unique achievement of this work. All the proofs 

and bounds are provided for the work in this chapter. 
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Chapter 3  

Simulations 

In this chapter the simulation results are provided. The controller designed was 

tested with a 2 DOF planar robot manipulator. A large class of manipulation task can be 

represented as profiles in the velocity-force plane [1]. Therefore for the simulation 

purpose it was considered that the force command was generated by the velocity-force 

profile in figure which represents a basic robotic motion task. The dynamics of the 2-link 

arm and the simulations results are provided in the subsequent sections. 

 
3.1 2-DOF Robotic Arm 

 
Figure 6: 2-Link Robotic Arm 
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The 2-DOF robotic arm is shown in the figure above. The lengths of the links are 

a1 and a2, the mass of the links are m1 and m2 and q1 and q2 are the angular 

displacements. 

 
3.2 The Dynamics of the Robotic Arm 

 
The arm dynamics used for this work is given below. The details of the derivation 

of the dynamics can be found in [20]. It is a nonlinear system. 

 
22 2 2

1 2 1 2 1 2 2 21 2 1 2 2 2 1 2 2 2 2 2 1 2 2
2 2 2

22 2 2 1 2 2 2 2 2 1 2 1 2

1 2 1 1 2 2 1 2 1

2 2 1 2 2

(2q q q )sinq(m m )a 2 cos cos
cos q sinq

(m m )g a cos cos(q q )
cos(q q )

q m a am a m a a q m a m a a q
qm a m a a q m a m a a

q m ga
m ga

τ
τ

 − + + + + +  
+      +     

+ + +   
+ =  +  

  








                                                                                                                                                      
(38) 

 
3.3 The Dynamics of the Desired Model 

 
The desired reference model is given below. The robotic system is to fell like this 

model. By changing the parameter in this model the interaction behavior of the robotic 

system can be varied.  

 1 1 1

2 2 2

0 0 0
0 0 0

m m h

m m h

q q fM D K
M q D q K f

          
+ + =          

          

 

 

  (39) 

For the simulation purpose M, D and K are taken as: 

M = [2 0; 0 2];  

D = [1 0; 0 1];   

K = [1 0; 0 1];   
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3.4 Van der Pol Oscillator 

 
Van der Pol Oscillator is used to generate the forces that are applied as human 

force during interaction with the robotic system. A large class of manipulation tasks has 

been represented in velocity-force plane profiles [1]. For that reason the Van der Pol 

Oscillator has been used to generate the forces that are applied on the robotic system. 

The equation of the oscillator is given below. 

 2(y 1) y y uy α+ − + =    

In Brunovsky canonical form: 

 1 2
2

2 1 2 1(1 x ) x

x x
x x uα

=

= − − +





  

where the states 1x  is position and 2x  velocity. 

3.5 Tuning Algorithm 

 
The following controller is used with the given control input and neural network 

weight tuning algorithm for simulation. 

 
Control input: 

 ˆ ˆ(V x) KT T
vW r vτ σ= + −   

Robustifying Signal: 

 ˆ(t) K (|| Z || Z ) rz F Bv = − +   

 
 

NN Weight/ Threshold Tuning Algorithms: 
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'

'T

ˆ ˆ ˆˆ ˆ || r || W

ˆ ˆ ˆˆ( Wr) || r || V

T T T

T

W F r F V xr kF

V Gx kG

σ σ

σ

= − −

= −





  

Design parameters ,F G  are positive definite matrices, 0k >  a small design 

parameter. 
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3.6 Simulation Results 

 
All the simulation results are provided in this section.  The forces that are applied 

on the robotic system, the error, and the actual and desired responses all are provided 

under this section. 

 
 

 
Figure 7: Van der Pol Oscillator Phase Plane Plot 

The above figure shows the phase plane plot of the Van der Pol Oscillator. This 

is force that is used as the human force. 
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Figure 8: Van der Pol Oscillator based Force Phase Plot 

The above figure shows the force phase plot of the Van der Pol Oscillator.  
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Figure 9: Error Plot 

The above figure shows the error between the actual joint angles and the desired 

one from the model. It provides error plot for both the joints. A norm of 3.4314 on error 

was found for this simulation. It can be seen that the error is near the zero mark. 
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Figure 10: The Input Torques to the System 

Figure 8 shows the input torques that was provided to the system. The forces 

applied by the Van der Pol oscillator are transformed to torques using the Jacobian 

matrix. This torques drives the joint angles. 
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Figure 11: Actual and Desired Model Angles for Joint 1 

The above figure shows the actual and the model joint angles of link 1 of the 

robot in figure 6. The blue color plot is the actual joint angle and the green color plot is 

the joint angles of the model. It can be seen that they pretty much follow each other 

showing that the designed controller is working perfectly. 
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Figure 12: Actual and Desired Model Angles for Joint 2 

The above figure shows the actual and the model joint angles of link 2 of the 

robot in figure 6. The blue color plot is the actual joint angle and the green color plot is 

the joint angles of the model. It can be seen that they pretty much follow each other 

showing that the designed controller is working perfectly. 
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Figure 13: Actual and Desired Model Angles with Offsets 

The input torque and actual and model joint angles with offsets are also plotted. 

The figure above shows the results. 

 
 

3.7 Discussion: 

  
This chapter contains the details of the simulation results that are carried out to 

prove the effectiveness of the designed controller. It can be clearly seen from the figure 

11 and 12 that the actual joint angles and the desired model coincide. MATLAB is used to 

carry out the simulations. 
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Chapter 4  

The Outer Loop Design 

If a human is asked to drive or control a plant and is given a condition that the 

combined behavior of him and the plant should follow the response of a desired model 

then how the human should perform this work. It is logical to think that the human will see 

the current output of the desired model and check with its combined response with the 

plant and then estimate an error and based on the error will change its actions so as to 

minimize that error and improve the overall performance. An according to [25] modeling 

human control characteristic is complex as various kinds of compensators are needed. 

However, under limited operation condition a linear model plus a delay [26] can be used 

to represent human control characteristics. The famous cross over model says that the 

transfer function of the human in a human in the loop system become accustomed so as 

to keep the complete system unchanged under the variation of the controlled system 

dynamics. The work in [27] found validity of such model through a juggling task using 

haptic test device. 

In this chapter the details of the outer loop formation is provided. Two different 

situations are taken into consideration for this work. At first, it is assumed that the human 

model is known and in the second the human model is approximated by designing an 

observer. At the end the structure is modified to make it more realistic.  In all cases the 

concept of crossover model is used. That is the human and the robotic system is made to 

look like a first order system. Theories developed in [28] are used for the derivations. The 

mathematical formulations of the different contexts are provided in this chapter as well. 
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4.1 The Control Structure 

 
Model reference adaptive systems are continuously being studied and it has 

made way to numerous applications. In [29] the different model reference control 

structures were studied. The two most commonly used ones are structure with a series 

reference model and structure with parallel reference model. The series reference model 

structure used for this work is given below. 

 

 
Figure 14: The General Control Structure for the Outer Loop 

This structure assumes the human acts based on the error between the plant 

and model’s output not with the input that drives the reference model. In reality, the 

human rectify or correct its actions based on what he wants and what he is getting for his 

current actions. So the feedback in the system provides with that information. The inner 

loop (neuroadaptive controller developed in chapter 2) should be inside the impedance 

model block.  

4.2 With Human Model Known 

 
In this section the human model is assumed to be known. The model is taken as 

[4]. In reality this model should vary from person to person and must be identified during 

the operation to assist the person in doing some work. 
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4.2.1 Mathematical Derivations 

 
In this section the mathematical derivations of the outer loop for the above case 

is provided. 

For the control system the following subsystems are defined. 

 

Model 

 m m m my a y b r= − +   (41) 

Plant/ Inner Loop Impedance Model 

 p n p ny a y b u= − +   (42) 

Human 

 y ay be= − +   (43) 

 
 

Defining the error and the control law as 

Error 

 m pe y y= −   (44) 

Control law 

 1 2 3pu y y rθ θ θ= − − −   (45) 

Differentiating the error with respect to time 

 
1 2 3

1 2 3

( ) a y a y

a b y (b a a ) (b b )

m p

m m m n p n

m m m n p n p m p m p

m n p n n m m n

e y y
a y b r a y b u
a y b r a y b y y r

e y r
θ θ θ

θ θ θ

= −

= − + + −

= − + + − − − − + −

= − + + + − + +

  

  

 Selecting a Layapunov candidate function 
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2 2 2 2

1 2 3
1 2 3

1 1 1 1( ) ( a ) (b )
2 2 2 2n n n m m n

n n n

v e b b a b
b b b

γ θ θ θ
γ γ γ

= + + + − + +
  

Therefore, differentiating the above function 

 1 1 2 2 3 3
1 2 3

1 1 1( ) ( a ) (b )n n n m m nv ee b b a bγ θ θ θ θ θ θ
γ γ γ

= + + + − + +  

    

 Now substituting e  and y  in the above equation and simplifying, the function 

obtained is 

 
2

1 1 2 2 3 3
1 2 3

1 1 1( ey ) ( a )( e ) (b )( er )m n n n m p m nv a e b b a y bγ θ γ θ θ γ θ θ γ θ
γ γ γ

= − + + + + − + + + +  



  

Now selecting 

 
1 1

2 2

3 3

p

ey

ey

er

θ γ γ

θ γ γ

θ γ γ

= −

= −

= −







  

 
 

v  becomes 

 2
mv a eγ= −   (46) 
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Figure 15: The Outer Loop with the Parameters 

 
 
4.2.2 Simulation Results 

 
In this section the simulation results are provided.  For the purpose of simulation 

the following systems with given transfer functions are considered. 

 

Human  

 3(s)
2

H
s

=
+

  

Impedance Model 

 5(s)
4

P
s

=
+

  

Reference Model 

 4(s)
3

R
s

=
+

  

 
For values of g1=g2=g3=1 the following results are obtained. 
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Figure 16: Reference Model and Plant Response 

From the above diagram it can be seen that both the responses matched each 

other after a certain period of time showing that all the update laws are working fine. 
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Figure 17: Parameter Updates 

The above diagram shows the parameter updates with time. It can be seen that 

all the parameter reaches a steady value after a while indicating the desired outcomes 

has been reached. 

 
4.3 With Human Model Unknown 

 
In this section the human model is unknown. As the human model should vary for 

every different individual it is very important that the operator’s dynamics is found out. In 

order to tackle this problem and observer is designed which estimates the dynamics of 

the human. A similar approach as above is used to design the outer loop for this case. 
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4.3.1 Mathematical Derivations 

 
For the control system the following subsystems are defined. 

Model 

 m m m my a y b r= − +   (47) 

Plant/ Inner Loop Impedance Model 

 p n p ny a y b u= − +   (48) 

Human 

 y ay be= − +   (49) 

Observer 

 ˆˆ ˆˆy ay be= − +   (50) 

The error between the observer and the observed human model is 

 

ˆ
ˆˆˆ

ˆˆˆ (b b)e
ˆˆˆ ˆ ˆ(b b)e

ˆˆˆ ˆ(y y) (a a) (b b)e

y y y

ay be ay be

ay ay

ay ay ay ay

a y

= −

= − + + −

= − + + −

= − + + − + −

= − − + − + −




 

  

     

 ˆy a ( b)ey a y= − + + − 

    (51) 

Defining the error and the control law as 

Error 

 m pe y y= −   (52) 
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Control law 

 1 2 3 4ˆ ˆpu y y y rθ θ θ θ= − − − −   (53) 

 
 

Differentiating the error with respect to time 

 
1 2 3 4

4 2 1 1 3

ˆ ˆ( ) a y a y
ˆ ˆˆa (b b ) y ( b a a ) b b x b y(a )

m p

m m m n p n

m m m n p n p m p m p

m m n p n m n n n

e y y
a y b r a y b u

a y b r a y b y y y r

e r

θ θ θ θ

θ θ θ θ θ

= −

= − + + −

= − + + − − − − − + −

= − + + − − + − − − −

  



  

 

 Selecting a Layapunov candidate function 

 
2 2 2 2 2

1 2 1 3 4
2 3 41

2 2 2

5 6

1 1 1 1 1ˆ ˆ( ) ( a ) (a ) (b )ˆ2 2 2 22
1 1 1 ˆˆ(a ) (b )
2 2 2

n n m n m n
n nn

v e b b b a b
b bb b

y a b

γ θ θ θ θ θ
γ γ γγ

γ γ

= + + − + − + − + +

+ + − + −

  

Therefore, differentiating the above function 

 

1 1 2 2 1 3 1 3 4 4
1 2 3 4

5 6

1 1 1 1ˆ ˆ ˆ( ) ( a ) (a )(a ) (b )

1 1 ˆ ˆˆ ˆ(a )a (b )

n n m n m nv ee b b b a b

yy a b b

γ θ θ θ θ θ θ θ θ θ θ
γ γ γ γ

γ γ

= + − − + − + − − + +

+ + − + −

   

 







 

  

 Now substituting e  and y  in the above equation and simplifying, the function 

obtained is 
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2
4 4 2 2 1 1

4 2 1

2
1 3 1 3

3 5 6

1 1 1ˆ(b )( e ) ( a )( e ) ( )( e )

1 1 1 ˆˆ ˆ ˆˆ ˆ(a )( e y ((a )) ay ( a) b(yx )

m m n n m n p n

n

v a e b b a y b b x

b a yy b

γ θ γ θ θ γ θ θ γ θ
γ γ γ

θ θ γ θ θ
γ γ γ

= − + + + + − + − − − + +

+ − − + − − + + − −

  








   

  

Now selecting 

 

1 1

2 2

3 1 3

4 4

5

6

ˆ ˆ

ˆ ˆ

ˆ

p

n

ex

ey

a ex eb y

e

a yy

b yx

θ γ γ

θ γ γ

θ γ γ γ γ

θ γ γ

γ

γ

= −

= −

= − −

= −

= −

=

















  

v  becomes 

 2 2
mv a e ayγ= − −    (54) 

 
Figure 18: The Outer Loop with the Parameters 
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4.3.2 Simulation Results 

 
In this section the simulation results are provided.  For the purpose of simulation 

the following systems with given transfer functions are considered. 

 

Human  

 3(s)
2

H
s

=
+

  

Impedance Model 

 5(s)
4

P
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=
+

  

 
Reference Model 

 4(s)
3

R
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=
+

  

For values of g1=g2=g3=g4=1 and g5=g6=100 the following results are obtained. 
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Figure 19: Reference Model Vs Plant Response 

From the above diagram it can be seen that both the responses matched each 

other after a certain period of time showing that all the update laws are working fine. 
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Figure 20: Human and Observer Response 

From figure 20, It can be seen that the human and the observer responses 

matches after 6 seconds. This tells us that the error between the two has diminished. 
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Figure 21: Observer Results 

From the above figure it can be seen that the observer reached certain values 

and settled. The values reached are 3 and 2 which are the values from the Human 

transfer function. This shows that the observer is working properly. 
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Figure 22: Parameter Updates 

The above diagram shows the parameter updates with time. It can be seen that 

all the parameter reaches a steady value after a while indicating the desired outcomes 

has been reached. In this case there are four parameters instead of three in previous 

case. 

 

4.4 Modified System With Human Model Unknown 

In the previous two structures the human acted based on the error it sees 

between the desired and the actual outputs of the plant. But had no information about the 

reference signal which drives the model. This could be taken as a drawback as the 

human should have some information about the reference signal. To make the system 

0 1 2 3 4 5 6 7 8 9 10
-1

-0.9

-0.8

-0.7

-0.6

-0.5

-0.4

-0.3

-0.2

-0.1

0

Time

M
ag

ni
tu

de
Theta Updates

 

 
theta1
theta2
theta3
theta4

45 
 



 

realistic the human should have information about both the reference signal and the 

error. In order to overcome this problem the existing system is modified. The modified 

system is given below. 

 

Figure 23: Modified System 

 
 
4.4.1 Mathematical Derivations 

 
In this section the mathematical derivations of the modified system are provided.  

For the control system the following subsystems are defined. 

 

Model 

 m m m my a y b r= − +   (55) 

Plant/ Inner Loop Impedance Model 

 p n p ny a y b u= − +   (56) 

Human 

 ( )y ay b e r= − + +   (57) 
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Observer 

 ˆˆ ˆˆ ( )y ay b e r= − + +   (58) 

The signal e r+  is taken as x . The error between the observer and the 

observed human model is 

 

ˆ
ˆˆˆ

ˆˆˆ (b b) x
ˆˆˆ ˆ ˆ(b b) x

ˆˆˆ ˆ(y y) (a a) (b b) x

y y y

ay bx ay bx

ay ay

ay ay ay ay

a y

= −

= − + + −

= − + + −

= − + + − + −

= − − + − + −




 

  

     

 ˆy a ( b) xy a y= − + + − 

    (59) 

 

The derivations is done as before and the following update laws are found 
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4.4.2 Simulation Results 

In this section the simulation results are provided.  For the purpose of simulation 

the systems with same transfer functions as in section 4.3.2 are taken.  
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Figure 24: Model Vs Plant Response 

 
The responses on the above diagram matches and showing that the goal is 

achieved.  
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Figure 25: Human and Observer Response 

The human and the observer responses  becomes same after a certain period of 

time indicating that the observer is working properly. 
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Figure 26: Observer Results 

From the above diagram it can be seen that the parameters of the human have 

been properly found out as the desired vales are reached at steady state. Also from 

figure 27, it can be seen that the parameter updates reaches a steady state values 

showing all the update equations are working properly. 
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Figure 27: Parameter Updates 

 
 

4.5 Discussion 

 
 

In this chapter the outer loop is designed using series model reference control 

structure.  The  outer-loop controller tunes the impedance model so that the robot system 

assists humans with varying levels of skill to achieve task-specific objectives. The 

crossover model concept is used. 
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Chapter 5  

Conclusion and Future Work 

 
Research in the areas of assistive robotics becomes more and more 

complicated. The primary reason is that the design must guarantee safety so that the 

robots can be introduced in a working environment with humans. Also to develop such 

intelligent robots capable of such fine manipulation lots of human characteristics needs to 

be modelled. Modelling human characteristics remains an ever challenging task with 

current state of robotic research. However, significant amount of work is being done and 

advancement of technology in this field is certain.  

This thesis can be taken as having two parts. In first, a novel neuro-adaptive 

controller is designed. The developed controller is different from the traditional adaptive 

impedance controller in a way that it does not need a predefined trajectory. Which is a big 

establishment as setting a set trajectory to a robot in assistive environment may not work 

since it has to interact with human and consciously react to certain changes. The 

controller made the robotic system to appear as a prescribed model. Thus the interaction 

behavior can be varied by changing the parameters of the prescribed model. The closed 

loop error dynamics do not contain the prescribed model parameters. This makes it 

easier for the human to control or close the outer loop and use adaptive robotic 

interfaces. 

The second part contains the outer loop design. Human in the loop is considered 

and theories of model reference control [30] is used for all the mathematical derivations. 

The series model reference control structure [29] is used and the human instead of 

working based on the reference signal only works with error signal between the wanted 
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and actual outputs plus the reference signal. This can account for the fact that the human 

himself acts as a controller and reacts to the error of its action.  

Even though the second part of the thesis gave good results, the control 

structure can be modified further to make it more realistic and acceptable and more task 

oriented. Different control structures can be used to complete the outer loop. An 

additional rule based outer loop can be added on top of the existing structure to achieve 

specific tasks or task based cost functions can be generated to perform a given task. 
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