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                                                                     Abstract 

PERFORMANCE ENHANCEMENT OF RASPBERRY PI SERVER FOR THE 

APPLICATION OF OIL IMMERSION COOLING 

Dhaval Hitendra Thakkar, MS 

 

The University of Texas at Arlington, 2015 

 

Supervising Professor: Dereje Agonafer 

 

The power consumed by Central Processing Unit (CPU) generates the heat which is 

undesirable and which is further responsible for the damage of Information Technology 

equipment. Oil Immersion cooling is one of the emerging technology which deals with the 

high server densities by submersing the servers in mineral oil. The study addresses the 

CFD analysis of Raspberry Pi computer servers with different cooling techniques and 

different modes of operating conditions. The thesis gives the explanation on the 

difference between air cooling and oil cooling with and without use of heat sinks. The 

study also shows the parametric analysis of heat sink for the particular case of oil 

immersion cooling of Raspberry Pi computers. Considering the worst case scenario, the 

results give an idea about the optimized performance of Raspberry Pi Server for the 

application of Oil Immersion Cooling. By efficient cooling techniques Raspberry pi can be 

used from personal computing to high end power requirements. 

 

 

 

 



v 

                                                    Table of Contents 

Acknowledgements ............................................................................................................. iii 

Abstract ...............................................................................................................................iv 

List of Illustrations .............................................................................................................. vii 

Chapter 1 Overview, aim and objective .............................................................................. 8 

     1.1 Overview. ................................................................................................................. 8 

     1.2 Aim and objective ................................................................................................... 10 

Chapter 2 Literature review ............................................................................................... 11 

      2.1 Introduction ........................................................................................................... 11 

      2.2 Components .......................................................................................................... 11 

     2.3 Heat Transfer overview………….……………………………………………………..12  
 
Chapter 3 CAD Modeling .................................................................................................. 13 

      3.1 Introduction ........................................................................................................... 13 

      3.2 Component size .................................................................................................... 13 

      3.3 Air cooling ............................................................................................................. 14 

      3.4 Analysis of Raspberry Pi in Air without heat sink .................................................. 15 

      3.5 Heat Sink ............................................................................................................... 16 

      3.6 Thermal image of Raspberry Pi with Heat sink…………………………………….17 
 
Chapter 4 Oil immersion cooling ....................................................................................... 18 

      4.1 Introduction ........................................................................................................... 18 

     4.2 Properties of mineral oil compared to air ............................................................... 18 

     4.3 Mineral oil Parameters ........................................................................................... 19 

     4.4 Analysis of Raspberry Pi in Oil without heat sink…………………………………...19 
  
      4.5 Thermal image of Raspberry Pi in mineral oil with Heat sink……………………. 20 
 
      4.6 CPU base temperature vs Power …………………………….……………………. 20 
 



vi 

Chapter 5 Immersion cooling v/s air cooling ..................................................................... 22 

     5.1 Introduction ............................................................................................................ 22 

     5.2 Air cooling v/s oil flow ............................................................................................. 22 

     5.3 Advantages notwithstanding effectiveness of immersion cooling .......................... 23 

     5.4 Immersion cooling using less energy and infrastructure ....................................... 24 

          5.4.1 Frame work .................................................................................................... 24 

          5.4.2 Fan power………………………………………………………………………….25 

     5.5 Immerging technology ............................................................................................ 25 

     5.6 Air cooling still popular, but has flaws .................................................................... 26 

     5.7 Liquid cooling vs air cooling ................................................................................... 27 

Chapter 6 Initial trail and proposed methodology ............................................................. 26 

     6.1 Introduction ............................................................................................................ 29 

     6.2 Initial trail ................................................................................................................ 29 

     6.3 Results/outcomes................................................................................................... 31 

     6.4 Raspberry Pi immersion in oil ................................................................................ 32 

     6.5 Water cooling of Raspberry Pi server .................................................................... 33 

     6.6 Experimental result ................................................................................................ 34 

     6.7 Experimental outcome graph ................................................................................. 35 

     6.8 Comparison of experimental and CFD work .......................................................... 36 

Chapter 7 Future study ..................................................................................................... 37 

References ........................................................................................................................ 38 

Biographical information.................................................................................................... 43 

                        

 
 



vii 

List of Illustrations 

Figure 1.1.1 An ideal Raspberry Pi server .......................................................................... 8 

Figure 1.1.2 Raspberry Pi used in drones. ......................................................................... 9 

Figure 1.1.3 Raspberry Pi used in gadgets......................................................................... 9 

Figure 2.2 Components of Raspberry Pi server ............................................................... 12 

Figure 3.1 Raspberry Pi Cad model .................................................................................. 13 

Figure 3.3 Air-velocity parametric study ............................................................................ 15 

Figure 3.4 Thermal image of Raspberry Pi server in air without heat sink. …………..…..15 

Figure 3.5 Heat sink .......................................................................................................... 16 
 
Figure 3.6 Thermal image of Raspberry Pi server in air with heat sink.……………..…….17 
 
Figure 4.2 Mineral oil and air comparison. ........................................................................ 18 
 
Figure 4.4 Thermal image of Raspberry Pi in Mineral oil without heat sink ……………...19 
 
Figure 4.5 of Raspberry Pi in mineral oil with Heat sink ................................................... 20 
 
Figure 4.6 CPU base temperature(°C) vs POWER .......................................................... 21 
 
Figure 6.2 Air cooling of Raspberry Pi  ……………………………………………………….27 
 
Figure 6.3 Thermal Image of Raspberry Pi Model B  ……………………………………….28 
 
Figure 6.4 Raspberry Pi immersed in Opticool Fluid and powered up for temperature 
measurements……………………………………………………………………………………29 
 
Figure 6.5 Cooling system for IBM power series server ……..……………………………...30 
 
Figure 6.6 Output data from experiment ……………………………………………………….31 
 
Figure 6.7 CPU temperatures with Overclocking .............................................................. 32 

Figure 6.8 Comparison of CFD results vs experimental results ....................................... 33 

 

 
  

 



 

8 

Chapter 1 

      Overview, aim and objective 

1.1 Overview 

Modern day CPU generates a great amount of heat to meet the higher power output, 

which leads to adding of undesirable excess heat within the system. As for the most of 

the data processing takes place in this part of the system, the central processing units 

are often placed at risk of malfunction or may be a permanent damage. To regulate the 

temperature within the system, this excessive heat must be overcome. Also according to 

the Moore’s law, numbers of transistors placed on the IC board will double every two 

years. This calls for the need of an effective cooling technology unlike the conventional 

air cooling. 

 

                           Figure 1.1.1 An ideal Raspberry Pi server 

 

Due to the overclocking capability and its compressed size, Raspberry Pi server is 

considered to be the ideal device for this experiment. Figure 1.1 shows the Raspberry Pi 

server B model which is widely used Raspberry Pi server. As smaller size components 

are leading to the higher computing output, this Raspberry Pi server is the representative 
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of such powerful computing. There have been several advantages of this Raspberry Pi 

server such as Automation, media streaming, and other Robotic applications. 

 

 

Fig 1.1.2 Raspberry Pi used in drones  

 

 

Figure 1.1.3 Raspberry Pi used in gadgets 

 

 

Just like other devices, Raspberry Pi also tends to overheat when it is subjected 

to overclocking speeds or when the device is subjected to unusual high voltages.  
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In this work, the fundamental model is the submerged in equipment, where it is 

loaded with mineral oil. The point and goals of the study in this thesis are displayed in the 

following area. The outline of the proposition is described in this part. 

 

1.2 Aim and objective 

 
This thesis aims at increasing the performance of Raspberry Pi server with the 

help of oil immersion cooling. The objective of this work is stated below. 

1. To focus on the understanding of the impact of mineral oil immersion on the 

reliability and operability of Raspberry Pi server and its component.  

2. To find an approach that is through material testing and analysis. 

3. To focus on the differences in the heat capacitance of mineral oil and air. 

4. To hypothesize the outcomes when the equipment is made to undergo 

various numbers of cycles. 

5. To focus on the developing a correct methodology for oil immersion and 

scrutinize and plan for the procedure of the experiment. 

6. To validate the results of experimental comparative study of air cooling and 

oil immersion cooling by using computational fluid dynamic techniques. 

7. To enhance the performance of Raspberry Pi server with the use of heat 

sinks during the oil immersion cooling, for achieving high power output. 
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Chapter 2 

Literature review 

2.1 Introduction 

The main idea behind this research is to find out a methodology for immersion 

cooling using mineral oil and to increase the operational efficiency of the Raspberry Pi 

server when immersed in oil. The main focus is on the optimum cooling of the CPU, when 

it is overclocked. These components form one of the most important ones in analyzing 

the material compatibility when brought in contact with mineral oil. The study focuses on 

developing a methodology that would best fit for oil immersion. The main idea is to build a 

body of knowledge to help industry make more informed regarding mechanical reliability 

of IT equipment in mineral oil immersed systems. The goal is to develop a testing 

procedure for evaluating the reliability of electronic packages and components when 

immersed in mineral oil. This chapter gives a brief idea about various cooling systems, 

data center, high end servers and their major components. 

 

2.2 Components 

 

Typical components of the Raspberry Pi server includes PCB board, ports such 

as USB, HDMI, LAN, Micro USB, A/V i/o, Ram and CPU. These components form the 

basis of the server for its application. The material used for the manufacturing of the 

server varies. For instance the PCB board is made up of FR4 material. Ports which carry 

power dissipation of about 0.1W are made up of stainless steel. The RAM having the 

power dissipation of about 0.5W is made up of silicon. The CPU too is made up of silicon 

material. These material when immersed into the oil, gives the reliability of various 

components for their application. 
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Figure 2.2 Components of Raspberry Pi server 

 

2.3 Heat Transfer overview 

For the ideal case, heat is transferred by radiation and convection to tubes via 

conduction through walls and forced conduction from internal wall. Depending on the 

amount of heat transferred with or without phase change, the fluid flow could be laminar 

or turbulent. With the change in the market trend and increased amount of computing 

capacity with decreased server size, air cooling is just insufficient to cool the server 

effectively. In the latter case with the addition of Heat sink to the server, the heat transfer 

capacity significantly changes. So for the ideal case the equation which governs the heat 

transfer is represented as, 

Q=UAΔT 

Where ,  Q is heat transferred in unit time 

                U represents overall heat transfer coefficient 

                A represents surface area 

       and ΔT is temperature gradient between the source and the sink 
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Chapter 3 

CAD Modeling 
 

3.1 Introduction  

Since the Modeling of Raspberry Pi server needs to be as accurate as possible 

for obtaining accurate results, great amount of care needs to be taken for replicating the 

server by creating the CAD model.  

Figure 3.1 Raspberry Pi Cad model 

3.2 Component size 

 
 

 

 

 

 

 

Figure 3.2 Cad model dimensions 
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Several components need to be taken as per the original dimensions from the Raspberry 

Pi server model, in order to get an accurate result. General parameters such as length, 

width and height are given appropriate dimensions. The above table shows the diagram 

of the CAD model which is being generated. 

The condition for the air cooling of the server is as given below, 

• Cabinet Opening is the inlet. The ambient conditions are as follows: 

1. Velocity – 1 m/s 

2. Temperature - 20° C 

3. Pressure – 1 atm 

4. Fan flow rate – 2118 CFM 

• Power Conditions: 

1. CPU – 5 W 

2. RAM – 1 W 

3. LAN, SD CARD, AUDIO, VIDEO – 0.1 W 

 

3.3 Air cooling 

Now for the case of air cooling, on performing the analysis of temperature vs 

velocity parametric study, it can be seen from the diagram that, the air velocity from 0 to 1 

m/s has significant impact on the temperature reduction on the server. The temperature 

drops up to 75 °C. Now it is to be noted that from 1 m/s to 2 m/s air velocity, there isn’t 

any significant impact on temperature. Thus the air parametric study shows that, there is 

not much necessity to increase the air velocity form 1 m/s to 2 m/s, as there isn’t any 

significant change in the temperature. The graph showing the air velocity parametric 
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study is shown in the below graph. 

 

Figure 3.3 Air-velocity parametric study 

3.4 Analysis of Raspberry Pi in Air without heat sink   

 

Figure 3.4 Thermal image of Raspberry Pi server in air without heat sink. 
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As seen in the above analysis study, it could be observed that, the CPU 

temperature has been raised to 67.08 °C. Also an important thing to note is that, the CPU 

Air side Heat dissipation is 4.34 W. CPU PCB side Heat dissipation becomes 0.66 W. 

Also the mesh sensitivity analysis of the study shows that with the increasing number of 

nodes, the accuracy of temperature increases, for instance for 13360 nodes the CPU 

base temperature is 65.02 °C, while increasing the nodes to 20235, the temperature 

output is 65.30 °C. 

 

3.5 Heat Sink  

With the use of Heat sink, an easy cooling solution could be achieved on the 

server. Because of its component assembly, it is ideal for heat transfer from air or liquid 

material and it is able to achieve this function by usage of its fins. The factors mainly 

affecting the performance of the Heat sink are velocity of air or fluid, the design of its fins, 

material property.  

 

 

 

 

 

 

 

 

 

Figure 3.5 Heat sink 

The above diagram shows the heat sink geometry being designed in the CAD 

model. The dimensions which are taken to design this Heat sink is shown hereby. 
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The foot print of the Heat sink is taken as 13X14 mm. The base height is taken 

as 0.37 mm. The Fin height is taken as 5mm. Number of fins are taken as 10. Finally 

aluminum material is chosen for this Heat sink.  The reason for taking 10 fins is because 

of its effectiveness with cooling, which is obtained from the experimental data. 

 

3.6 Thermal image of Raspberry Pi with Heat sink. 

As seen in the below analysis study, it could be observed that, the CPU 

temperature gradually drops from 67.08 °C to 50.10 °C, which is almost 24% heat 

reduction. As the CPU base temperature drops to 50.01 °C, the CPU PCB side heat 

dissipation becomes 0.19W. The CPU Air side Heat dissipation becomes 4.81W. The 

Ram base Temperature reaches up to 42 °C.  

 

 

 

 

 

 

 

 

 

Figure 3.6 Thermal image of Raspberry Pi server in air with heat sink. 

• Thus it is observed that the Heat sink rapidly increases the cooling efficiency. 

The number of fin count is effective until 18, in our case the optimum value is 10. 

So it can be concluded that from 0.1m/s to 1m/s the base temperature drops 

rapidly, but after 1m/s effect of convection is almost same, hence there is no 

meaning to further increase speed for raspberry pi’s cooling.  
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Chapter 4 

Oil immersion cooling 

4.1 Introduction 

Mineral oil has been used in immersion cooling because it is not hazardous and 

transfers heat almost as well as water. Since water is an electric conductor material that 

could damage the components. Mineral water is not electrical conductor but is not cost 

effective either. Water can damage the components and can cause corrosion on PCB 

layers and other critical components. On the other hand, mineral oil is electrically 

nonconductive and is economic in monetary terms. Also the mineral oil has more specific 

heat than water and air. 

 

4.2 Properties of mineral oil compared to air 

Property Mineral Oil Air 

Density 849.2 kg/m3 1.225 kg/m3 

Specific heat 1680 J/Kg K 1008 J/Kg K 

Prantl Number 138 0.7 

Conductivity 0.13 W/m K 0.001 W/ m K 

Figure 4.2 Mineral oil and air comparison. 

 

As it can be seen from above table, it is evident that the density of Air is much 

less compared to mineral oil and so is the heat carrying capacity. It can be interpreted 

that Mineral oil certainly has higher heat carrying capacity compared to air, as seen from 

the table. Since mineral oil has more viscosity it would help to pass itself throughout the 

server. Also immersion cooling helps to reduce noise as it is a closed system and thus 

helps in reducing exposure to dust and dirt. 
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4.3 Mineral oil Parameters 

The velocity for the mineral oil is 0.0015m/s, its temperature is 20 °C and the 

mass flow rate is maintained at the rate of 4.2 µm
3
/s. These are the input parameters of 

the mineral oil. CPU power on 144 mm
2
 footprint is 0.1 to 0.5 w in normal operating 

condition. For high processor applications and RAM requirements 1 W power dissipation 

can be controlled by forced air cooling. For supercomputing use, servers have to take 

above 5 w capacities which are impossible on small SoC. 

4.4 Analysis of Raspberry Pi in Oil without heat sink   

 

 

 

 

 

 

 

Figure 4.4 Thermal image of Raspberry Pi in Mineral oil without heat sink 

As it can be seen from the above diagram that in the oil immersion cooling of 

server, the CPU base temperature reduces to 34.08 °C. The CPU oil side heat 

dissipation is 4.68W. The CPU PCB side heat dissipation 0.32W. The RAM base 

temperature is 34 °C. The pumping power required is 0.126 µW. Such are the output 

condition of the mineral oil. Thus it can be seen that Base Temperature reduces from 65 

to 34° C which is 48% reduction. Heat dissipation from CPU sides is 4.68 W which is 

higher than air case. Pumping power is negligible as steady state condition is 

considered for the oil immersion case. 
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4.5 Thermal image of Raspberry Pi in mineral oil with Heat sink. 

 

Figure 4.5 of Raspberry Pi in mineral oil with Heat sink 

The presence of Heat sink rapidly increases the cooling efficiency. Also the CPU 

base temperature drops from 65 to 27° C which is 58% reduction. Number of fin count is 

effective until 18. Here the CPU base temperature drops to 27.61 ° C. The CPU PCB 

Side Heat Dissipation becomes 0.07 W. CPU Oil side Heat Dissipation becomes 4.93W. 

RAM Base Temperature becomes 23° C. Here the Pumping Power Required is 0.54 µW. 

Hence it can be seen that with the help of heat sink the CPU temperature drops, hence it 

gives a better cooling on the server.  

 

4.6 CPU base temperature vs Power 

The CPU base temperature rises exponentially with the increase in power requirement. It 

can be seen that from 22° C it rises up to 82° C. The rise in temperature is due to th 

increased power requirement in the CPU. With each system upgrade, CPU cooling and 

overall thermal management will get improved. The graph below shows the increase in 

temperature with the power output requirement. An investigation in this research shows 

that in both the air-cooled and immersion cooled cases, the cooling framework is 

coordinated precisely to the load. 
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Figure 4.6 CPU base temperature(°C) vs POWER 
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Chapter 5 
 

Immersion cooling v/s air cooling 

 
5.1 Introduction 

 
There is a general guideline used for cooling of air necessary for the server. One 

ton of refrigeration is approximately equal to 12,000 British heat units every hour. Given 

that 1 kilowatt-hour is proportionate to 3,412 British heat units, it is evident that a large 

amount of refrigeration will cool a heap of 3,517 W, or around 3.5 kW. Settling the mass 

flow heat exchange mathematical statement above with this data yields an adjustment in 

temperature of 15°C. Any individual who has remained in the "hot aisle" straightforwardly 

behind a rack of servers will realize this principle of the thumb is confirmed. The amount 

of the heat exchange with this statement can be used to confirm the general rule of Data 

center. Air is supplied from a computer room air conditioning (CRAC) unit in a normal 

data center at standard temperature. 

 

5.2 Air cooling v/s oil flow 

 
Since water is a conductor of electricity we just cannot dunk the whole computer 

into the server, as it might short circuit with the components. Mineral oil, then again, has 

been utilized by many electrical utilities to cool electrical force dissemination equipment, 

for example, transformers and circuit breakers, for several years; however it has one 

immense point of preference over water—it is an electrical insulator. So the risk of short 

circuit is drastically reduced because of this property. While water does not have the heat 

limit over mineral oil, regardless of it the mineral oil holds more than thousand times more 

heat than air. n a flawlessly arranged server farm, where the measure of air blown or oil 

pumped is facilitated absolutely to the warmth stack, the essentialness required to blow 

air is five times that required to pump oil for the same total of warmth evacuatedIn reality, 

the measure of air traveled through a server ranch is fundamentally more than that 
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required to satisfy the heap. This is a result of the way that not the majority of the air 

blown into a server farm experiences a PC before it returns to the CRAC unit. Since the 

air is not ducted clearly to the PCs' air confirmations, it is permitted to locate its own 

specific path back to the CRAC unit, which is routinely over, around, or by and large not 

through a server rack. As we will soon see, it is a great deal less requesting to facilitate 

the method for oil and to pump just the ideal measure of oil to satisfy a given gear heat 

load. In this way, the essentialness required to course oil can be more than ten times not 

precisely the imperativeness required to stream air. 

 

5.3 Advantages notwithstanding effectiveness of immersion cooling 

 
Despite effective use of cooling liquid and the side advantages tended to above, 

there is another purpose important to submersion cooling—server thickness. In a space 

where the temperature is advancing from time to time in view of burden changes, this 

distinction in CTEs, over the long haul, lead to mechanical breakdowns on the circuit load 

up. Oil submersion diminishes this issue by making a temperature-stable environment. 

 

 One of the advantages of submersion cooling is a direct result of the way that 

the structure is expected to keep up an unfaltering temperature inside the tank. Since the 

pump is changed to keep up a set point temperature not identified with the adjustments in 

server workload, the servers live in an isothermal area. One reason for circuit board 

breakdowns is a direct result of the bungle in the coefficients of warm extension, or 

CTEs. The CTEs for the silicon, metal, tie, plastic, and fiberglass used as a part of a 

circuit board are all diverse, which suggests that these materials amplify and contract at 

various rates in view of temperature changes. 
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The other side advantage is server cleanliness. Air-cooled servers are essentially 

server farm air cleaners. While server farms are for the most part cleaner spaces, there is 

still some dust and soil present. Remembering, a normal server rack is drawing in a 

broad office space overflowing with air every minute. Any dust or soil in that air tends to 

gather in the undercarriage of the servers. 

 

The last side advantage of liquid immersion cooling is no commotion for all 

intents and purposes. Submersion cooling structures make basically no disturbance. This 

is not a lesser advantage, the same number of front line air-cooled server farms work 

close or over the Occupational Safety and Health Administration's appropriate purposes 

of repression for listening to security. 

 

5.4 Immersion cooling using less energy and infrastructure 

 

5.4.1 Framework – air cooling 

 
Cooling air is for the most part supplied in a PC room with CRAC units. CRAC 

units are determined to the room raised floor and blow cool air into the under-floor 

plenum. This cool air then enters the PC room through permeable floor tiles that are set 

before racks of PCs. Warmed exhaust air from the PCs then does an inversion to the 

most surprising reason for the CRAC units where it is pulled in, cooled, and blown back 

under the floor. With a specific choosing goal to cool the air, CRAC units as a rule utilize 

a chilled-water twist, which recommends that the PC room needs a wellspring of chilled 

water. The chilled water (routinely 45–55°F) is supplied by the server ranch chiller plant. 

At long last, the PC room warmth is depleted to the environment outside generally by 

technique for evaporative cooling towers. The takeaway here is that there is a huge 

measure of unreasonable, essentialness hungry base required to make and scatter cool 
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air to keep PCs in a server farm cool. A considerable measure of this system is not 

required for submersion cooling. 

 

Oil-immersion structures in like manner need to expel heat, moreover, one path 

is through the usage of an oil-to-water heat exchanger; this suggests oil-drenching 

systems, as CRAC units, require a wellspring of cooling water. The huge distinction, 

nonetheless, is that CRAC units need 45–55°F water; however, oil-submersion systems 

can work with cooling water as warm as 85°F. Since oil-drenching structures can work 

with warm cooling water, they can misuse diverse detached warmth sinks, including 

radiators, geothermal wells, or close-by conduits.  

 

5.4.2 Fan power 

 
Servers that are cooled in an oil-inundation system don't require cooling fans. 

This conviction alone suggests that drenching cooling requires about 10% less vitality 

than air cooling. Inside server fans, in any case, are not by any methods the main fans 

required for air-cooled PCs. CRAC unit fans are moreover imperative to give nippy air all 

through the server ranch and present it to the channel side of the server racks. 

5.5 Immerging technology 

As hardware enhanced and as PCs got to be littler, air cooling turned into the 

standard. Chilling down unfathomable volumes of air that could be blown over the 

hardware works where electronic densities are still moderately low and where vitality 

costs are sensible. Much building work has enhanced warmth exchanger plan at the CPU 

level, yet outline issues still happen as hardware densities are pushed.  

 

Increments in thickness alongside sharp increments in vitality costs have 

constrained numerous IT stars to take a gander at how wasteful existing cooling practices 
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are. The larger part of server farm proprietors are examining approaches to spare vitality 

while keeping up satisfactory cooling using more focused on air course utilizing 

computational liquid elements (CFD) and warm imaging. In any case, direct cooling 

through water use in the server farm is raising its head once more.[54] 

5.6 Air cooling still popular, but has flaws 

Air cooling's issues are turning out to be more evident. It's simply not great as a 

warmth exchange medium. As server farm gear has expanded in thickness, the utilization 

of huge fans has diminished due to an absence of space; so has the ability to move the 

huge volumes of air required through the hardware. Being a gas, air has poor warmth 

conductivity, so additional methods are required to exchange the warmth from its source 

into the air itself. Accordingly, blades must be connected to problem areas to augment 

the surface range accessible for warmth exchange far from the gear.  

 

The measure of vitality required to chill down air to required temperatures and to 

move it around and through the server farm is turning out to be fairly costly. In spite of the 

fact that water might be the most financially savvy path forward, today it's still 

dominatingly an optional source.  

 

Another method for proficiently utilizing water to chill air is water-side 

economisers, which are finding expanding use to either supplant or supplement standard 

PC room ventilating (CRAC) units so as to lower vitality costs.  

 

Other server farms are taking things somewhat further. For example, Google is 

utilizing ocean water cooling for its new server farm in Finland, while PlusServer, a 

German association, is building another server farm in Strasbourg that will utilize ground 

water at an altered 12 degrees to 14 degrees Celsius as food water for cooling air in the 

server farm.  
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Other comparable methodologies incorporate falling window ornament 

evaporative cooling (a technique where air is constrained straightforwardly through a 

falling drapery of water and cooled because of evaporative vitality trade) in hot 

atmospheres and in addition direct stream water cooling in icy atmospheres.[54] 

5.7 Liquid cooling vs air cooling 

Water has somewhere around 50 and 1,000 times the ability to evacuate heat 

than air and can in this manner be much more powerful to cool hotspots on the off 

chance that it's designed and executed in the right way.  

 

With centralized computer and certain moderate sized PCs that utilized water 

cooling as a part of the 1970s, '80s and '90s, this water was go through copper channels 

at positive weight and used to cool hotspots as required, particularly at the CPU. Most 

different gadgets inside the PC kept running at a low temperature and in an open space 

to be cooled through low-weight wind streams sustained by chiller frameworks. In any 

case, if a water spill happened, the positive weight would compel water out into the heart 

of the PC, and, tragically, water and the internal parts of a PC don't blend that well.  

 

Nonetheless, water cooling has developed to a point where spillage ought not be 

the issue that it once was. For instance, server farms can utilize back entryway heat 

trades as independent frameworks, such that if there is a break, it is all contained inside 

the framework with no danger of the water getting to any electrical hardware. Here, the 

back of a 19-inch rack is supplanted with a warmth exchanger through which chilled 

water is pumped. Indeed, even as an aloof framework (i.e. no constrained air utilized), 

IBM and others guarantee that such a framework can expel 60% of the warmth from a 33 

kW high-thickness rack. Utilized inside an independent fixed rack, back entryway heat 



 

28 

exchangers can give extensive investment funds against putting set up new CRAC units 

alongside focused cooling.  

 

Another methodology is to utilize very focused on water cooling, in which metal 

cushions (by and large copper or even gold-plated copper for extra warm efficiencies) 

with miniaturized scale channels are utilized to supplant the standard cooling blades 

utilized on CPUs. Immaculate water (no broke down solids or gasses) is gone through 

the miniaturized scale channels, expelling warm straightforwardly from the CPUs; 

frequently it can be utilized as a part of different parts of the working as yield at 

temperatures that are sufficiently high to warmth water.  

 

In spite of the fact that CPU-based water cooling is not especially new in itself, 

what is new is that frameworks are currently keep running at negative weight, so that the 

water is sucked round the framework, instead of pumped. In the event that the framework 

builds up a hole, air is sucked in, as opposed to water spilling out. Sensors screen the 

framework persistently so that in the event that this happens, chairmen are educated 

promptly and can make medicinal move.[54] 
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Chapter 6 

Initial trial and proposed methodology 
 

6.1 Introduction 

The main focus in here is to perform an initial trial experiment wherein the 

environmental conditions used for air cooling are applied to oil immersion cooling. The 

results/ outcomes are noted down and those outcomes are compared to that of the air 

cooling. Here the experiment which is conducted by Liquid cooling solutions is shown 

here, which shows both air and oil immersion cooling. 

 

6.2 Initial trial 

 
Objective is to determine the effect of air cooling on Raspberry Pi server without 

any extra provision of cooling materials. Here baseline CPU temperatures were 

measured with standard 5V input while unit was overclocked at 800MHz, 900MHz and 

1000MHz respectively.  The standard temperature which was maintained in the 

laboratory was 20°C throughout during the time of conduct of experiment. The 

submersion liquid was kept up at this same temperature amid inundation testing also. 

Estimations were recorded at gadget startup and in resulting 1-hour increases. CPU 

temperatures were measured for both air cooling and submersion cooling with 

overvoltage levels of 6V, 7V, and 8V connected amid 3-hour periods for every test, 

individually. Overclocking velocity of 1000MHz was kept up for the term of the 

overvoltage testing.                    

CPU temperatures were obtained via the Raspberry Pi unit itself by using the following 

command sequence upon login: 

/opt/vc/bin/vcgencmd measure_temp 

ENTER 
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Figure 6.2 Air cooling of Raspberry Pi 

 

As seen in the figure 6.1, the initial trial consisted of applying the above 

mentioned conditions to the Raspberry Pi server during the open computing. 
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6.3 Results/outcomes 

The thermal image of Raspberry Pi server is shown in below diagram, where air 

cooling is used for the Raspberry Pi server.  

                            Figure 6.3 Thermal Image of Raspberry Pi Model B 

The thermal image figure 6.2 demonstrates that the CPU is one of the biggest 

warmth emitters when the Raspberry Pi is running at ordinary limit. Amid this study, we 

concentrated solely on CPU temperature estimations.  

The Raspberry Pi is ordinarily fueled by 5V and 1-1.5A and can be overclocked 

to a most extreme 1000MHz, likewise with other registering gadgets, the Raspberry Pi 

has a tendency to overheat when overclocked or when overabundance voltage is 

connected to the gadget. The greatest working temperature for the Raspberry Pi CPU is 

85°C. As this trial was directed, the CPU never surpassed this temperature. The graph 

depicts: 
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6.4 Raspberry Pi immersion in oil 

The Oil immersion of Raspberry Pi shows reduced temperature, on the CPU 

base. 

Figure 6.4 Raspberry Pi immersed in Opticool Fluid and powered up for temperature 

measurements. 

                Amid 36 hours of testing, the gadget kept up satisfactory operation however 

when 7-8V was connected to the unit, operation turned out to be to a great degree 

unsteady. This happened amid both air and fluid cooling testing. This is likely because of 

an impediment of the CPU utilized for this board, however in view of these discoveries; 

on-board processor force of the Raspberry Pi can be expanded if an all the more intense 

CPU were incorporated into the configuration and joined with fluid inundation cooling. 
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6.5 Water cooling of Raspberry Pi server 

Figure 6.5 Cooling system for IBM power series server [52] 

 

Contrasted with air, water-cooling can give just about a request of size diminishment in 

warm resistance because of the higher warm conductivity of water. As a result of higher 

thickness and particular warmth of water, its capacity to assimilate heat as far as the 

temperature ascends over the coolant stream is roughly 3500 times that of air. 

Although this method has been developed by IBM, it is not very practical to use it, 

because it uses mineral water which is very costly. [52] 
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6.6 Experimental result 

During baseline testing, 5V was applied to the Raspberry Pi during 3 overclocking tests. 

Results were as follows: 

 Startup 1-Hour 2-Hour 3-Hour 

700 Mhz 34.2° C 39.0° C 47.6° C 48.3° C 

900 Mhz 36.3° C 48.2° C 48.7° C 51.9° C 

1000 Mhz 37.4° C 54.1° C 54.6° C 58.4° C 

Figure 6.6 Output data from experiment[52] 

 

As appeared in figure 6.4 the most extreme CPU temperature at 1000MHz 

following 3-hours of operation was 58.4°C. Next, temperatures were recorded as 

overvoltage was connected to the unit. Most extreme overclocking of 1000MHz was kept 

up all through. The outcomes are recorded and charted as demonstrated as follows. 
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6.7 Experimental outcome graph 

 

Figure 6.7 CPU temperatures with Overclocking[52] 

 

The above graph is just a hypothesis which explains, change in CPU 

temperature with overclocking. The above difficulties were postured and the conceivable 

results and outcomes were speculated which reasoned that the ecological conditions that 

are connected to oil can't be connected to air as the slope rate and abide time of both oil 

and air are distinctive where air takes less time to go from least temperature to greatest 

temperature and though oil takes more opportunity to get warmed up and the stay time is 

more for oil when contrasted with air. Thus it was finished up from the test was that same 

natural conditions can't be connected to oil inundation cooling. [53] 
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6.8 Comparison of experimental and CFD work 

 

 CPU Base Temperature 
 

 Air cooling 
with 

  heatsink 

Air cooling 
without 
heatsink 

Oil cooling 
with 

heatsink 

Oil cooling 
without 
heatsink 

CFD data 50.10 °C 67.08 °C 27.61 °C 34.08 °C 
 

Experimental 
data 

55.08 °C 65.90 °C 27.7 °C 32.60 °C 

Figure 6.8 Comparison of CFD results vs experimental results 

 

The above result shows that there exist significant similarities in the results 

obtained from CFD analysis vs the experimental data. Thus it could be verified that the 

proposed methodology of oil immersion cooling with significant overclocking could be 

achieved, while maintaining the low temperature on CPU. 

Hence it can be concluded that with the CPU overclocking, the Raspberry Pi 

sever can achieve upto 9W power output, while maintaining lower constant temperature. 

Also the comparison of experimental and CFD work shows a similarity, which further 

supports this research work. 
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Chapter 7 
 

Future Study 

 

1. To give the pattern of quickened debasement of segments for oil 

cooled server farms. 

2. Change in the properties of Mineral oil because of Thermal 

Overstress. 

3. To permit the parts to experience warm overemphasize and expelling 

them from the mineral oil in customary interims which is warm cycling. 

4. To approve the system and examine for more explores different 

avenues regarding distinctive ecological conditions. 
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