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Abstract
Stochastic Reliability Models for a General Server and Related Networks
by Rachel Traylor

There are many types of systems which can be dubbed servers, i.e. a retail checkout counter, a shipping company, a web server, or a customer service hotline. All of these systems have common general behavior: requests or customers arrive via a stochastic process, the service times vary randomly, and each request increases the stress on the server for some interval of time. A general stochastic model that describes the reliability of a server can provide the necessary information for optimal resource allocation and efficient task scheduling, leading to significant cost savings and improved performance metrics. In this work, we consider several generalizations of existing stochastic reliability models that incorporate random workloads, load-balancing allocation, and clustered tasks. The efficiency of the described servers is studied extensively in order to facilitate the design and implementation of control policies for fast-paced environments such as IT applications. Finally, a method to determine the reliability of any network of general servers, both correlated and uncorrelated, is presented.
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Chapter 1

Introduction

There are many types of systems which can be dubbed servers, such as a retail checkout counter, a shipping company, a web server, or a customer service hotline. All of these systems have common general behavior. Requests or customers arrive via a stochastic process, the service times vary randomly, and each request stresses the server if only temporarily. A general stochastic model that describes the reliability of such a server can provide the necessary information for optimal resource allocation and efficient task scheduling, leading to significant cost savings for businesses and improved performance metrics\cite{6}. Such topics have been studied in literature for several decades\cite{1, 2, 3, 21}.

Much attention was devoted to reliability principles that model software failures and bug fixes, starting with Jelinski and Moranda in 1972\cite{11}. The hazard function under this model shows the time between the \(i\)th failure and the \(i+1\)st failure. Littlewood (1980)\cite{17} extended this initial reliability model for software by assuming differences in error size.\cite{12}.

These models have been extended into software testing applications\cite{4, 5, 20} and optimal software release times\cite{7, 8, 18, 24}. The explosion of e-commerce and the resulting increase in internet traffic have led to the development of reliability models for Web applications. Heavy traffic can overload and crash a server; thus, various control policies for refreshing content and admission of page requests were created\cite{10, 13, 16, 19, 26}.

In particular, Cha and Lee (2011)\cite{9} proposed a stochastic breakdown model for an unreliable web server whose requests arrive at random times according to a nonhomogenous Poisson process and bring a constant stress factor to the system that dissipates upon service completion. The authors provide a fairly general survival function under any service distribution \(g_N(w)\), define server efficiency to measure performance, and illustrate a possible admission control policy due to an observed property of the server efficiency under a specific numerical example.

Thus far, no extensions of\cite{9} have been proposed. This work generalizes the model put forth by Cha and Lee in a variety of ways. First, the assumption of constant job stress is relaxed and replaced by a random variable, and a new survival function and efficiency equation are derived.
Motivated by the numerical example in [9], the effect of the service distribution on the efficiency is studied for several key cases: the Erlang, uniform, and Exponential classes. Further extensions of the single-server model presented herein include multichannel servers under a load-balancing allocation scheme and under clustered task assignment, and the respective failure distributions are derived. Furthermore, systems of servers under a random stress environment are studied. The system survival function for both correlated systems and independent systems are derived, and an isomorphism with the reliability structure function is established, allowing for a straightforward procedure to determine the survival function of any system of servers under very few general assumptions. This work, while suitable for IT applications, is general enough for use in almost any industry, including logistics, retail, manufacturing, and engineering systems.

The remainder of this chapter provides some preliminary concepts and theorems relating to the work of the model proposed by Cha and Lee in [9].

Chapter 2 details the first generalization of [9] in which the constant stress assumption is relaxed in favor of a general random variable. The survival function and efficiency are derived. Chapter 3 presents a study on the effect of the service time distribution on the existence of a finite maximum efficiency for several choice distributions. In particular, it is shown that the exponential distribution is a poor choice for modeling service life distribution. Chapter 4 extends the single-server model presented in Chapter 2 to two different instances of a multichannel server. A server under a load-balancing allocation scheme common in many different scenarios is investigated in addition to a server whose requests "pick" tasks in clusters (both independently and dependently). Chapter 5 builds systems of the random stress servers developed in Chapter 2 and shows the isomorphism between the conditional survival function of the system and the reliability structure function, thus providing an immediate and straightforward methodology for obtaining any system survival function under the assumptions presented in Chapter 2. Auxiliary lemmas and other details are given in Appendices A and B.

1.1 Preliminaries

Nonhomogeneous Poisson Process

**Definition 1.1** (Nonhomogenous Poisson Process). A counting process \( \{N(t), t \geq 0\} \) is a nonhomogenous Poisson process (NHPP) with intensity function \( \lambda(t) \geq 0 \) if the following hold:

1. \( N(0) = 0 \)
2. \( \{N(t), t \geq 0\} \) has independent increments
3. \( P(N(t+h) - N(t) \geq 2) = o(h) \)
(4) \( P(N(t + h) - N(t) = 1) = \lambda(t)h + o(h) \)

Fact.

\[
P(N(t + s) - N(t) = n) = \frac{e^{-[m(t+s)-m(t)]} (m(t+s) - m(t))^n}{n!}
\] (1.1)

A NHPP process has independent increments but is no longer stationary; events may be more likely to occur at certain times than others.

Renewal Theory: Renewal Reward Processes

Definition 1.2 (Renewal Process). Let \( \{X_n : n \in \mathbb{N} \} \) be a sequence of nonnegative independent random variables with common distribution \( F \), where \( X_n \) is the time between the \((n-1)st \) and \( nth \) event. Let \( S_n = \sum_{i=1}^{n} X_i \), where \( S_0 = 0 \) be the time of the \( nth \) event. Define \( N(t) = \sup \{n : S_n \leq t\} \). Then \( \{N(t), t \geq 0\} \) is called a renewal process

Suppose \( \{N(t), t \geq 0\} \) is a renewal process, and upon each renewal a reward is received, denoted by \( R_n \). \( \{R_n : n \in \mathbb{N}\} \) are i.i.d. random variables but may depend on the length of the renewal interval \( X_n \). Thus \( (X_n, R_n) \) are i.i.d. Let \( R(t) = \sum_{i=1}^{N(t)} R_i \) be the cumulative reward by time \( t \). We have the following:

Theorem 1.1. Suppose \( E[R_n] < \infty \) and \( E[X_n] < \infty \). Then

(i) \( \frac{R(t)}{t} \xrightarrow{W,P,1} \frac{E[R_n]}{E[X_n]} \) as \( t \to \infty \)

(ii) \( \frac{E[R(t)]}{t} \to \frac{E[R_n]}{E[X_n]} \) as \( t \to \infty \)

The above are standard facts from renewal theory and may be found, for example, in [23].

Reliability Theory and Survival Analysis

Structure Functions

A system is defined as a collection on \( n \) components, each with a binary assumption of failed or functional.

Definition 1.3 (Component State). The state of component \( i \) is denoted \( x_i \) and is defined by

\[
x_i := \begin{cases} 
1, & \text{component } i \text{ is functional} \\
0, & \text{component } i \text{ is failed}
\end{cases}
\]

Definition 1.4 (System State Vector). For \( n \) components in a system, each with state \( x_i \), the system state is defined by \( x = (x_1, ..., x_n) \).
There are $2^n$ possible state vectors $x$ for any particular $n$-component system. The notion of order of state vectors is done component-wise. $x < y$ if and only if $x_i \leq y_i$ for all $i = 1, ..., n$ and $x_i < y_i$ for some $i$.

**Definition 1.5 (Structure Function).** The structure function of a system $\phi : x \rightarrow \{0, 1\}$ is defined as

$$\phi(x) := \begin{cases} 1, & \text{the system is functioning when the state vector is } x \\ 0, & \text{the system has failed when the state vector is } x \end{cases}$$

**Basic Systems and Block Diagrams**

A **series system** of $n$ components is functioning if and only if all components are functioning. Thus, the structure function of a series system is given by

$$\phi_{\text{series}}(x) = \prod_{i=1}^{n} x_i$$

The series system is represented in a **block diagram**, given in Figure 1.1. The block diagram is similar to a circuit diagram, in that if a path from left to right can be traced through functioning components, the system is operational. It should be noted that the block diagram is logical rather than physical.

A **parallel system** of $n$ components functions if and only if at least one component is functioning. It can be defined equivalently by failure, in that a parallel system fails if and only if all components fail. Using the latter definition, the structure function is given by

$$\phi_{\text{parallel}}(x) = 1 - \prod_{i=1}^{n} (1 - x_i)$$

**Figure 1.1: Block Diagram-Series System**

**Figure 1.2: Block Diagram-Parallel System**
**Definition 1.6** (Minimal Path Set). $x$ is a *path set* if $\phi(x) = 1$. $x$ is a *minimal path set* if $\phi(y) = 0$ for any $y < x$.

From Leemis (2.2) \[15\],

**Theorem 1.2** (Decomposition of Systems into Series/Parallel Subsystems). Let $P_1, ..., P_s$ be the minimal path sets for a system. Then

$$\phi(x) = 1 - \prod_{i=1}^{s} \left( 1 - \prod_{j \in P_i} x_j \right)$$

Proof. Let $\alpha_i = \prod_{j \in P_i} x_j$. The system fails if and only if no path exists through the system; i.e. all minimal path sets have failed. Thus

$$\phi(x) = 1 - \prod_{i=1}^{s} (1 - \alpha_i) = 1 - \prod_{i=1}^{s} \left( 1 - \prod_{j \in P_i} x_j \right)$$

\[\square\]

**Lifetime Distribution Representations**

**Definition 1.7** (Survivor Function). The *survivor function*, denoted $S(t)$, is the probability the system lifetime $Y$ exceeds the time $t$.

$$S(t) := P(Y \geq t), t \geq 0$$

The lifetime $Y$ also has a pdf $f(t) := -\frac{dS}{dt}$.

**Definition 1.8** (Hazard Function/Breakdown Rate). The *hazard function*, also called the breakdown rate function, measures the amount of risk associated with a system at time $t$. It may also be interpreted as the instantaneous failure rate.

$$h(t) := \frac{f(t)}{S(t)}$$

**Lemma 1.1.** The survivor function $S(t)$ may be expressed in terms of the hazard function $h(t)$:

$$S(t) = e^{-\int_0^t h(s)ds}$$

Proof.

$$h(x) := \frac{f(x)}{S(x)} = -\frac{S'(x)}{S(x)}$$

Then $-h(x) = \frac{S'(x)}{S(x)}$. Integrating from 0 to $t$, $\ln(S(t)) = -\int_0^t h(x)dx$. \[\square\]
Lemma 1.2 (Expected Lifetime). The expected lifetime $Y$ is given by $E[Y] = \int_0^\infty S(t)dt$.

Proof.

$$E[Y] = \int_0^\infty xf(x)dx = -\int_0^\infty xS'(x)dx$$

Integrating by parts,

$$E[Y] = -\left( tS(t) - \int_0^\infty S(t)dt \right)$$

Since it is assumed that $\lim_{t \to \infty} S(t) = 0$, $S(0) = 1$, and $\lim_{t \to \infty} tS(t) = 0$, the result is immediate.

1.2 Original Model (Cha and Lee [9])

System Description and Survival Function

Cha and Lee considered a web server wherein each request arrives via a nonhomogenous Poisson process $\{N(t) : t \geq 0\}$ with intensity function $\lambda(t)$. Each request adds a constant stress $\eta$, increasing the breakdown rate for the duration of service. Suppose $r_0(t)$ is the breakdown rate of the idle server. Then the breakdown rate process $B(t)$ is defined as

$$B(t) := r_0(t) + \eta \sum_{j=1}^{N(t)} 1(T_j \leq t \leq T_j + W_j)$$
where \( N(t), \{ T_j \}_{j=1}^{N(t)}, \{ W_j \}_{j=1}^{N(t)} \) are the random variables that describe the number of arrivals, arrival times, and service times, respectively. It is assumed that \( \{ T_j \}_{j=1}^{N(t)} \) are independent of each other. Furthermore, \( \{ W_j \}_{j=1}^{N(t)} \sim g_W(w) \) and are mutually independent of all \( T_j \)’s.

Under these conditions, Cha and Lee proved the following theorem:

**Theorem.** Suppose that \( \{ N(t), t \geq 0 \} \) is a nonhomogenous Poisson process with intensity function \( \lambda(t) \), i.e. \( m(t) \equiv \int_0^t \lambda(x)dx \). Assuming the conditional survival function is given by

\[
P \left( Y > t \mid N(t), \{ T_j \}_{j=1}^{N(t)}, \{ W_j \}_{j=1}^{N(t)} \right) = F_0(t) \exp \left( -\eta \sum_{j=1}^{N(t)} \min(W_j, t - T_j) \right)
\]

and \( m(t) \) has an inverse, the survival function of \( Y \) is given by

\[
S_Y(t) = F_0(t) \exp \left( -\eta \int_0^t \exp(-\eta w) \mathcal{G}_W(w)m(t - w)dw \right)
\]

and the hazard function of \( Y \), denoted \( r(t) \), is given by

\[
r(t) = r_0(t) + \eta \int_0^t e^{-\eta w} \mathcal{G}_W(w)\lambda(t - w)dw
\]

### Efficiency of the Server

It is natural to develop some measure of server performance. Cha and Lee measure such performance by defining the **efficiency**, \( \psi \), of the web server as the long-run expected number of jobs completed per unit time. That is,

\[
\psi := \lim_{t \to \infty} \frac{E[M(t)]}{t}
\]

Upon breakdown and rebooting, the server is assumed to be ‘as good as new’, in that performance of the server does not degrade during subsequent reboots. In addition, the model assumes the arrival process after reboot, denoted \( \{ N^*(t), t \geq 0 \} \), is a nonhomogenous Poisson process with the same intensity function \( \lambda(t) \) as before, and that \( \{ N^*(t), t \geq 0 \} \) is independent of the arrival process before reboot. In a practical setting, this model assumes no ‘bottlenecking’ of arrivals occurs in the queue during server downtime that would cause an initial flood to the rebooted server. In addition, the reboot time is assumed to follow a continuous distribution \( H(t) \) with expected value \( \nu \). This process is a renewal reward process, with the renewal \( \{ R_n \} = \{ M_n \} \), the number of jobs completed. The length of a renewal cycle is \( Y_n + H_n \), where \( Y_n \) is the length of time the server was operational, and \( H_n \) is the time to reboot after a server crash. Then, by Theorem 1.1,

\[
\psi = \frac{E[M]}{E[Y] + \nu}
\]
where \( M \) is the number of jobs completed in a particular renewal cycle, \( \nu \) is the mean time to reboot of the server, and \( Y \) is the length of a particular renewal cycle. Then, using (1.2), the following closed form of the efficiency of a server under all assumptions of Cha and Lee’s model is derived.

**Theorem.** Suppose \( \{ N(t), t \geq 0 \} \) is a nonhomogenous Poisson process with intensity \( \lambda(t) \geq 0 \). Then the efficiency is given by

\[
\psi = \frac{1}{\int_0^\infty S_Y(t) dt + \nu} \left[ \exp \left( - \int_0^t r_0(x) dx - \int_0^t \lambda(x) dx + a(t) + b(t) \right) \times (r_0(t)a(t) + \eta a(t)b(t)) \right]
\]

where \( a(t) = \int_0^t e^{-\eta v} g_W(v)m(t-v) dv, b(t) = \int_0^t e^{-\eta(t-r)} G_W(t-r) \lambda(r) dr, G_W(x) = 1 - \int_0^x g_W(s) ds, \) and \( m(x) = \int_0^x \lambda(s) ds. \)

**Numerical Example and Control Policies**

As an illustrative example, Cha and Lee considered the case when \( \lambda(t) \equiv \lambda, r_0(t) \equiv r_0 = 0.2, \eta = 0.01, \nu = 1, \) and \( g_W(w) = we^{-w^2/2} \) (the PDF of the Rayleigh distribution). As shown in Figure 1.4, there exists a \( \lambda^* \) such that \( \psi(\lambda) \) is maximized. Thus one may implement the obvious optimal control policy for server control to avoid server overload:

1. If the real time arrival rate \( \lambda < \lambda^* \), do not interfere with arrivals.
2. If \( \lambda \geq \lambda^* \), facilitate some appropriate measure of interference.

Examples of interference for a web server in particular include rejection of incoming requests or possible re-routing. Cha and Lee give an interference policy of rejection with probability \( 1 - \frac{\lambda^*}{\lambda} \).

The next chapter presents a generalization of the above model.
Chapter 2

Server Under Random Stress Requests

The original model proposed by Cha and Lee (2011) assumed the workload brought by each random arrival $T_j$ was a constant $\eta$. However, it is unrealistic to assume that each request brings the same workload to a server. For a web server, requests may vary from simple page views to many database queries during online commerce. A graphic designer may receive commissions for a simple web page to a dynamic and interactive site. A bridge has many different weights of foot or automobile traffic crossing. If we consider a fighter aircraft as a server, each mission may be viewed as a request having a different stress on the aircraft. An order placed for shipment can have varying stresses on warehouse inventory. In all these examples, these drastically different requirements of each arriving customer will strain the server resources in different and random ways.

In this chapter, the first extension of [9] is presented. The restrictive assumption of constant stress across all arrivals and all time is relaxed, and it is assumed that the individual stress is a random variable $H_j$, independent of other job stresses and arrival times. The survival function of the server under a random stress environment is derived, and the closed form of the server efficiency is presented.
2.1 Survival Function of Server under Random Stress Environment

Model Assumptions and Random Breakdown Rate Process

Assume that each job \( j \) coming into the server adds a random stress \( \mathcal{H}_j \) to the server for the duration of its time in the system. Suppose \( \{\mathcal{H}_j\}_{j=1}^{N(t)} \) are i.i.d. \( \mathcal{H} \), where WLOG \( \mathcal{H} \) is a discrete random variable with a finite sample space \( S = \{\eta_i : \eta_i \in \mathbb{R}^+, i = 1, ..., m \text{ for } m \in \mathbb{N}\} \) and probability distribution given by

\[
P(\mathcal{H} = \eta_i) = p_i, \quad i = 1, ..., m
\]

The following assumptions from [9] are retained:

(CL1) Requests arrive via a nonhomogenous Poisson Process \( \{N(t), t \geq 0\} \) with intensity \( \lambda(t) \).

(CL2) Arrival times \( \{T_j\}_{j=1}^{N(t)} \) are independent.

(CL3) Service times \( \{W_j\}_{j=1}^{N(t)} \) are i.i.d. with pdf \( g_W(w) \) and mutually independent of all arrival times.

Then, the random stress breakdown rate (RSBR) process \( \mathcal{B}(t) \) is given by

\[
\mathcal{B}(t) = r_0(t) + \sum_{j=1}^{N(t)} \mathcal{H}_j \mathbf{1}(T_j < t \leq T_j + W_j), \quad t \geq 0
\]  

(2.1)

Compare the sample trajectory shown in Figure 2.1 to Figure 1.3. The random stress brought by each request still disappears upon job completion, but the effect on the server is no longer deterministic. Thus, for the same set of arrival times and respective completion times, the realization of the breakdown rate process under the RSBR model has one more element of variation.
Let $Y$ be the random time to breakdown of the web server given the workload from client requests. Let $\mathcal{T} = \{T_j\}_{j=1}^{N(t)}$, $\mathcal{W} = \{W_j\}_{j=1}^{N(t)}$, and $\mathcal{H} = \{H_j\}_{j=1}^{N(t)}$, with observed values $t = \{t_j\}_{j=1}^{N(t)}$, $w = \{w_j\}_{j=1}^{N(t)}$, and $h = \{\eta_{ij}\}_{i,j=1}^{N(t)}$. Then the conditional survival function of the server, given the arrival process of client requests ($N(t)$), job stresses ($\mathcal{H}$), service times ($\mathcal{W}$), and arrival times ($\mathcal{T}$) is

$$S_{Y|N(t),\mathcal{T},\mathcal{W},\mathcal{H}}(t|n,t,w,h) = e^{-\int_0^t \mathcal{B}(x)dx} = F_0(t)e^{-\sum_{j=1}^{N(t)} H_j \min(W_j,t-T_j)}$$

where $F_0(t) = \exp \left(-\int_0^t r_0(x)dx\right)$.

### Survival Function for the RSBR Web Server

Under the RSBR generalization, the survival function of the server is given in the following theorem.

**Theorem 2.1 (Survival Function of RSBR Server).** Suppose that jobs arrive to a server according to a nonhomogenous Poisson process $\{N(t), t \geq 0\}$ with intensity function $\lambda(t) \geq 0$ and $m(t) \equiv E[N(t)] = \int_0^t \lambda(x)dx$. Let the arrival times $\{T_j\}_{j=1}^{N(t)}$ be independent, and let the service times $\{W_j\}_{j=1}^{N(t)} \sim \mathcal{G}(w)$ be mutually independent of all arrival times. Assume the random job stresses $\mathcal{H}_j \sim \mathcal{H}$. Then

$$S_Y(t) = F_0(t)\exp \left(-E_{\mathcal{H}} \left[ \int_0^t e^{-\mathcal{H}_w} m(t-w)\mathcal{G}(w)dw \right] \right) \quad (2.2)$$

where $F_0(t) = \exp \left(-\int_0^t r_0(s)ds\right)$.

**Proof.** Taking the expectation of the conditional survival function $\mathcal{E}[2.2]$

$$S_Y(t) = F_0(t)E \left[ \exp \left(-\sum_{j=1}^{N(t)} H_j \min(W_j,t-T_j) \right) \right]$$

Using the law of total expectation:

$$E \left[ e^{-\sum_{j=1}^{N(t)} H_j \min(W_j,t-T_j)} \right] = E \left[ E \left[ e^{-\sum_{j=1}^{N(t)} H_j \min(W_j,t-T_j)} \mid N(t),\mathcal{H} \right] \right]$$

Conditioned on $N(t) = n$ and $H_j = \eta_{ij}$ for some $i,j \in \{1, ..., m\}$,

$$f_{T_1, ..., T_n|N(t),\mathcal{H}}(t_1 \ldots t_n|n,h) = f_{T_1, ..., T_n|N(t)}(t_1, \ldots, t_n|n)$$

since the sets $\mathcal{H}$ and $\mathcal{T}$ are mutually independent.
Let $T_1', ..., T_n'$ be i.i.d. random variables with pdf $f(x) = \frac{\lambda(x)}{m(t)}$. By Lemma \[A.1\]

$$
 f_{T_1, ..., T_n'|N(t)}(t_1, ..., t_n|n) = n! \prod_{j=1}^{n} \frac{\lambda(t_j)}{m(t)}
$$

(2.3)

for $0 \leq t_1 \leq \cdots \leq t_n \leq t$. Then

$$
 E \left[ e^{-\sum_{j=1}^{N(t)} \eta_j \min(W_j, t - T_j)} \right] = E \left[ e^{-\sum_{j=1}^{n} \eta_{j} \min(W_j, t - T_j)} \right] = E \left[ e^{-\sum_{j=1}^{n} \eta_{j} \min(W_j, t - T_j)} \right]
$$

By Lemma \[A.1\] (Appendix \[A\]),

$$
 E \left[ e^{-\sum_{j=1}^{N(t)} \eta_j \min(W_j, t - T_j)} \right] = E \left[ e^{-\sum_{j=1}^{n} \eta_{j} \min(W_j, t - T_j)} \right] = E \left[ \prod_{j=1}^{n} e^{-\eta_{j} \min(W_j, t - T_j)} \right] = \prod_{j=1}^{n} E \left[ e^{-\eta_{j} \min(W_j, t - T_j)} \right]
$$

The equalities hold because the elements of $\mathcal{W}$ and $\mathcal{S}$ are i.i.d., respectively, and are mutually independent. Now, fix $j'$; then $\eta_{j'}$ is also fixed. By Lemma \[A.2\] (Appendix \[A\]),

$$
 E \left[ e^{-\eta_{j'} \min(W_{j'}, t - T_{j'})} \right] = \frac{1}{m(t)} \left( m(t) - \eta_{j'} \int_{0}^{t} e^{-\eta_{j'} w} m(t - w) G_W(w) dw \right)
$$

(2.4)

Equation (2.4) is true $\forall j$, so

$$
 E \left[ e^{-\sum_{j=1}^{N(t)} \eta_j \min(W_j, t - T_j)} \right] = \prod_{j=1}^{n} E \left[ e^{-\eta_j \min(W_j, t - T_j)} \right] = \prod_{j=1}^{n} \frac{1}{m(t)} \left( m(t) - \eta_j \int_{0}^{t} e^{-\eta_j w} m(t - w) G_W(w) dw \right)
$$

(2.5)

Finally, the expectation of (2.5) over $N(t), H_1, ..., H_{N(t)}$ is taken. Denote

$$
 h_j(t) = m(t) - \eta_j \int_{0}^{t} e^{-\eta_j w} m(t - w) G_W(w) dw
$$

Denote $\tilde{t} = (t_1, ..., t_n), \tilde{t} - j = (t_1, ..., t_{j-1}, t_{j+1}, ..., t_n), \eta_j = (\eta_{i_1}, ..., \eta_{i_m}),$ and

$$
 \sum_{i_1=1}^{m} \cdots \sum_{i_{n-1} = 1}^{m} \prod_{i_1}^{m} P(H_1 = \eta_{i_1}) P(H_2 = \eta_{i_2}) \cdots P(H_n = \eta_{i_{n-1}}) = \sum_{i}^{} P(\tilde{t} = \eta_i) = \eta_i
$$
Thus

\[ E \left[ \prod_{j=1}^{n} h_j(t) \right] = \sum_{n=0}^{\infty} \sum_{i} \left( \prod_{j=1}^{n} \frac{1}{m(t)} h_j \right) P(\mathcal{H} = \eta_i) P(N(t) = n) \]

\[ = \sum_{n=0}^{\infty} \frac{1}{m(t)^n} \left( \sum_{i=1}^{\infty} h_1 P(\mathcal{H}_1 = \eta_i) \right) \sum_{i,j=2}^{n} h_j P(\mathcal{H}_{i,j} = \eta_i) P(N(t) = n) \]

\[ = \sum_{n=0}^{\infty} \frac{1}{m(t)^n} \prod_{j=1}^{n} \left( \sum_{i=1}^{\infty} h_j P(\mathcal{H}_j = \eta_i) \right) P(N(t) = n) \]

\[ = \sum_{n=0}^{\infty} \frac{1}{m(t)^n} \prod_{j=1}^{n} h_j P(\mathcal{H}_j = \eta_i) \]

\[ = \sum_{n=0}^{\infty} \frac{1}{m(t)^n} \left( \prod_{j=1}^{n} E_{\mathcal{H}_j}[h_j] \right) \frac{m(t)^n e^{-m(t)}}{n!} \]

Let \( h(t) = m(t) - \mathcal{H} \int_{0}^{t} e^{-\mathcal{H}w} m(t - w) \gamma(t) \, dw \) Since \( \mathcal{H}_j \) is independent \( \mathcal{H} \) \( \forall j \), \( E_{\mathcal{H}_j}[h_j] = E_{\mathcal{H}}[h(t)] \) for all \( j \).

Thus

\[ \sum_{n=0}^{\infty} \frac{1}{m(t)^n} \left( \prod_{j=1}^{n} E_{\mathcal{H}_j}[h_j] \right) \frac{m(t)^n e^{-m(t)}}{n!} \]

\[ = \sum_{n=0}^{\infty} \frac{1}{m(t)^n} (E_{\mathcal{H}}[h(t)])^n \frac{m(t)^n e^{-m(t)}}{n!} \]

\[ = e^{-m(t)} \sum_{n=0}^{\infty} \frac{m(t)^n}{n!} (E_{\mathcal{H}}[h(t)])^n \]

\[ = e^{-m(t)} \exp \left( m(t) - E_{\mathcal{H}} \left[ \mathcal{H} \int_{0}^{t} e^{-\mathcal{H}w} m(t - w) \gamma(t) \, dw \right] \right) \]

\[ = \exp \left( -E_{\mathcal{H}} \left[ \mathcal{H} \int_{0}^{t} e^{-\mathcal{H}w} m(t - w) \gamma(t) \, dw \right] \right) \]

where the third equality uses the Taylor series representation of \( e^x \). The compound failure rate function \( r(t) \) is given by

\[ r(t) = -\frac{d}{dt} \ln(S_Y(t)) = r_0(t) + E_{\mathcal{H}} \left[ \mathcal{H} \int_{0}^{t} e^{-\mathcal{H}w} m(t - w) \gamma(t) \, dw \right] \]

as defined in [1.3]

2.2 Efficiency measure of the server under RSBR

Upon server crash, the server must be rebooted. This section gives the server efficiency as defined in [9]. The following assumptions from the original model are retained:
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(E1) The arrival process after rebooting, \( \{N^r(t), t \geq 0\} \), remains a nonhomogenous Poisson process with the same intensity function \( \lambda(t), t \geq 0 \) as before.

(E2) \( \{N^r(t), t \geq 0\} \) is independent of the arrival process of client requests before rebooting. Hence, \( \{N^r(t), t \geq 0\} = \{N(t), t \geq 0\} \), since it retains all the same characteristics as before.

(E3) The time to reboot the server follows a continuous distribution \( H(t) \) with mean \( \nu \).

Recall that \( M(t) \) is defined as the total number of jobs completed by the server during the time \( (0, t] \). Also, recall the definition of server efficiency from \( \text{[9]} \):

\[
\psi = \lim_{t \to \infty} \frac{E[M(t)]}{t}
\]

The efficiency of the server under a random stress environment is given in the following theorem.

**Theorem 2.2 (Server Efficiency under Random Stress Environment).** Suppose that \( \{N(t) : t \geq 0\} \) is a nonhomogenous Poisson process with intensity function \( \lambda(t), t \geq 0 \). Suppose also the conditions of Theorem 2.1 and the conditions (E1)-(E3) are met. Then the efficiency of the server is given by

\[
\psi = \frac{1}{E[Y]} \left\{ \int_0^\infty e^{-\int_0^t \lambda(x) \, dx + \int_0^t (a(t) + b(t)) \, dt} \left( \int_0^t \lambda(x) \, dx + \int_0^t E[H(t) | b(t)] \, dt \right) \, dt \right\}
\]

where \( a(t) = \int_0^t e^{-\lambda(t-x)} g_W(v) m(t-v) \, dv \) and \( b(t) = \int_0^t e^{-\lambda(t-r)} g_W(t-r) \lambda(t) \, dr \).

**Proof.** From Theorem 1.1 and Section 1.2, \( \psi = \frac{E[M]}{E[Y]} + \nu \), where \( Y \) is the length of time the server is operational during a particular renewal cycle and \( \nu \) is the mean time to reboot. By Lemma 1.2, \( E[Y] = \int_0^\infty S_Y(t) \, dt \), where \( S_Y(t) \) is the unconditional survival function from Theorem 2.1. Therefore, the completion of the proof relies on deriving \( E[M] \).

\[ M = \sum_{j=1}^{N(Y)} \mathbb{1}(T_j + W_j \leq Y) \]

which may be rewritten as

\[ M = \sum_{j=1}^{N(Y)} \mathbb{1}(R_j + V_j \leq Y) \]

where \( \{(R_j, V_j)\}_{j=1}^{N(Y)} \) may be regarded as a random permutation of \( \{(T_j, W_j)\}_{j=1}^{N(Y)} \) due to the mutual independence of \( \{T_j\}, \{W_j\} \) and the respective i.i.d nature of both. Therefore,

\[ E[M] = E \left[ \sum_{j=1}^{N(Y)} \mathbb{1}(R_j + V_j \leq Y) \right] \]
For convenience and clarity, the following notation is introduced:

$$\mathfrak{R} = \{R_1, ..., R_n\}, \quad \mathfrak{V} = \{V_1, ..., V_n\},$$
$$\mathfrak{H} = \{H_1, ..., H_n\}$$

with observed values

$$r = \{r_1, ..., r_n\}, \quad v = \{v_1, ..., v_n\}, \quad h = \{\eta_1, ..., \eta_n\}$$

By Bayes’s Theorem,

$$f_{\mathfrak{R}, \mathfrak{V}, \mathfrak{H}, V, Y, N}(r, v, h, t, n) = f_{Y|\mathfrak{R}, \mathfrak{V}, \mathfrak{H}, N}(t|r, v, h, n)f_{\mathfrak{R}, \mathfrak{V}, \mathfrak{H}, N}(r, v, h, n)$$

By Lemma A.3 (Appendix A), the conditional distribution $f_{Y|\mathfrak{R}, \mathfrak{V}, \mathfrak{H}, N}(t|r, v, h, n)$ is given by

$$f_{Y|\mathfrak{R}, \mathfrak{V}, \mathfrak{H}, N}(t|r, v, h, n) = e^{-\int_0^t r_0(s)ds - \sum_{j=1}^n \eta_j \min(v_j, t - r_j)} \left( r_0(t) + \sum_{j=1}^n \eta_j 1(v_j > t - r_j) \right)$$

(2.7)

Since all $H_j \in \mathfrak{H}$ are i.i.d. and mutually independent of $\mathfrak{R}, \mathfrak{V},$ and $N,$

$$f_{\mathfrak{R}, \mathfrak{V}, \mathfrak{H}, N}(r, v, h, n) = f_{\mathfrak{R}, \mathfrak{V}, N}(r, v, n)f_{\mathfrak{H}}(h) = f_{\mathfrak{R}, \mathfrak{V}, N}(r, v, n) \prod_{j=1}^n P(H_j = \eta_i)$$

By Lemma A.4 (Appendix A)

$$f_{\mathfrak{R}, \mathfrak{V}, N}(r, v, n) = \frac{1}{n!} \prod_{j=1}^n e^{\int_0^r \lambda(x)dx}_j \lambda(r_j) g_{W}(v_j)$$

$$f_{\mathfrak{R}, \mathfrak{V}, \mathfrak{H}, N}(r, v, h, n) = \frac{1}{n!} \prod_{j=1}^n e^{\int_0^r \lambda(x)dx}_j \lambda(r_j) g_{W}(v_j) \prod_{j=1}^n P(H_j = \eta_i)$$

(2.8)

Finally, by multiplying (2.7) and (2.8)

$$f_{\mathfrak{R}, \mathfrak{V}, \mathfrak{H}, Y, N}(r, v, h, t, n) = \frac{e^{-\int_0^t r_0(x)dx - \int_0^t \lambda(x)dx}}{n!} \left[ \prod_{j=1}^n e^{-\eta_j \min(v_j, t - r_j)} \lambda(r_j) g_{W}(v_j) P(H_j = \eta_i) \right]$$

$$\times \left[ r_0(t) + \sum_{j=1}^n \eta_j 1(v_j > t - r_j) \right]$$
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Denote \( v_{-j} = (v_1, \ldots, v_{j-1}, v_{j+1}, \ldots, v_n) \), \( r_{-j} = (r_1, \ldots, r_{j-1}, r_{j+1}, \ldots, r_n) \).

Let \( \int_a^b f(x) dx = \sum_{a}^b \int_a^b f(x_1, \ldots, x_n) dx_1 \cdots dx_n \) for \( a, b \in \mathbb{R} \).

Let \( E[M] = \mathbb{E} \left[ \sum_{j=1}^{N(Y)} \mathbb{I}(R_j + V_j \leq Y) \right] \)

\[
= \sum_{n=1}^{\infty} \int_0^t \left[ \sum_{j=1}^{n} \int_0^t \int_0^t \int_0^t \int_0^t \mathbb{I}(R_j + V_j \leq Y) \right] dt
\]

\[
= \sum_{n=1}^{\infty} \int_0^t \left[ \sum_{j=1}^{n} \int_0^t \int_0^t \int_0^t \int_0^t \mathbb{I}(R_j + V_j \leq Y) \right] dt
\]

\[
= \sum_{n=1}^{\infty} \int_0^t \left[ \sum_{j=1}^{n} \int_0^t \int_0^t \int_0^t \int_0^t \mathbb{I}(R_j + V_j \leq Y) \right] dt
\]

\[
= \sum_{n=1}^{\infty} \int_0^t \left[ \sum_{j=1}^{n} \int_0^t \int_0^t \int_0^t \int_0^t \mathbb{I}(R_j + V_j \leq Y) \right] dt
\]

Let \( a(t) = \int_0^t \int_0^t e^{-H(t)} \mathbb{I}(v(t) \leq Y) dt. \) Through a change of variables,

\[
a(t) = \int_0^t e^{-H(t)} \mathbb{I}(v(t) \leq Y) dt. \) Let \( b(t) = \int_0^t e^{-H(t)} \mathbb{I}(v(t) \leq Y) dt. \) Then

\[
E[M] = \sum_{n=1}^{\infty} \int_0^t \int_0^t \int_0^t \int_0^t \mathbb{I}(R_j + V_j \leq Y) \right] dt
\]
2.3 Remarks and Implications

Note that $\mathcal{H}$ was assumed discrete, but the proofs of Theorems 2.1 and 2.2 are unaffected if $\mathcal{H}$ is continuous. Thus the generality of this model is significantly stronger than in [9].

For certain distributions of $\mathcal{H}$, $S_Y(t)$ has a fairly compact form. Section 4.2 examines the case where $\mathcal{H}$ has a binomial distribution, formed from both independent and dependent Bernoulli trials. Chapter 3 explores the properties of $\psi$ further under various service distributions.
Chapter 3

On Server Efficiency

3.1 Motivation

In [9], the authors provide a numerical illustration of the efficiency under the Rayleigh service life distribution. The Rayleigh distribution has applications in physics, typically when the magnitude of a vector is related to its directional components [22]. The Rayleigh distribution is a special case of the Weibull distribution which is widely used in survival analysis, failure analysis, weather forecasting, and communications [1][25].

These distributions are not typically used to model service times. The exponential distribution is the most common due to its memoryless properties, followed by the Erlang and uniform distributions [2].

The efficiency, $\psi$, under the Rayleigh distribution example given in [9] and reproduced in Figure 1.4, assuming a constant intensity $\lambda(t) \equiv \lambda$, shows the existence of a $0 < \lambda^* < \infty$ such that $\psi(\lambda)$ is maximized at $\lambda^*$.

This useful feature of $\psi(\lambda)$ in this case allows for the implementation of a simple control policy for arrivals to the server to prevent overload: (1) if $\lambda(t) \leq \lambda^*$, do nothing, and (2) if $\lambda(t) > \lambda^*$, intercept arrivals in some fashion. Cha and Lee ([9]) choose to interfere by rejecting each arrival thereafter with probability $1 - \frac{\lambda}{\lambda^*}$.

This binary nature of the control policy would require real-time data on arrival rates for implementation. Numerical simulations under a variety of possible distribution classes, including convex, concave, exponential, uniform, and Erlang suggest that the mathematical properties of $\psi$ are heavily influenced by the choice and characteristics of service time distribution $g_W(w)$.

In particular, it is of interest to seek sufficient conditions of $g_W(w)$ that will guarantee the existence of a $\lambda^*$ that maximizes $\psi$. This is done for the uniform, compact support, and Erlang classes. Furthermore, it is shown under certain conditions, not only does the server efficiency lack a maximum, but $\psi$ increases without bound. This is not representative of real server behavior.
3.2 Efficiency under Uniform Service Life Distribution

Suppose $\lambda(x) \equiv \lambda$, and suppose $r_0(x) \equiv r_0 = \max_{x \in (0, \infty)} r_0(x)$. The efficiency $\psi$ is given in Section 1.2 for constant $\eta$ and $\lambda$ and reproduced here:

$$\psi(\lambda) = \frac{1}{\int_0^\infty S_Y(t)dt + \nu} \left[ \int_0^\infty \exp(-r_0t - \lambda t + a(t) + b(t))(r_0 + b(t))a(t)dt \right]$$

where $S_Y(t)$ is the survival function of the node, $a(t) = \int_0^t e^{-\eta v}g(v)(t-v)dv$, $b(t) = \int_0^t e^{-\eta t-r}G(t-r)dr$, $g(v)$ is the pdf of the service time distribution, and $\bar{G}(x) = 1 - \int_0^x g(s)ds$.

The following theorem gives sufficient conditions for the uniform distribution and $\eta$ that guarantee the existence of a finite maximum efficiency.

**Theorem 3.1.** Suppose the service life distribution is given by Uniform$(c, d)$ for some $0 < c < d$. Then if $\sigma > \sqrt{\frac{\phi(-\eta)\phi(-2\eta)\eta}{2\phi(-\eta)\eta(1+\eta(c+d))}\frac{\phi(-\eta)(c+d)}{c+d}}$ where $\phi(\cdot)$ the standard deviation of the service life $W$, $\psi(\lambda)$ has a maximum on $(0, \infty)$ is the moment generating function of a uniform distribution evaluated at $-\eta$.

**Sketch of proof:** The proof will proceed in the following steps.

(i) Note that $\psi(0) = 0$, and $\psi(\lambda) \geq 0 \forall \lambda \in [0, \infty)$

(ii) Construct $h(\lambda) \geq \psi(\lambda)$ such that $h(\lambda) \xrightarrow{\lambda \to \infty} 0$

(iii) Then $\psi(\lambda) \xrightarrow{\lambda \to \infty} 0$. Since $\psi(\lambda)$ is continuous, and clearly $\psi(1) > \psi(0)$, the existence of the maximum is established.

**Proof:** (i) is clear, since all components are nonnegative for all $\lambda$. To accomplish (ii), note that $\int_0^\infty S_Y(t)dt + \nu \geq 0$. Thus the construction of $h(\lambda)$ will focus on dominating the numerator of $\psi(\lambda)$ by upper estimates of $a(t)$ and $b(t)$ such that the numerator of $h(\lambda)$, denoted henceforth as $h_N(\lambda) \xrightarrow{\lambda \to \infty} 0$.

The uniform distribution is given by $g(w) = \frac{1}{d-c}1(w)$ for $c < d$, and

$$\bar{G}_W(w) = \begin{cases} 
1, & w < c \\
\frac{d-w}{d-c}, & c \leq w < d \\
0, & w > d
\end{cases}$$
Recall \( a(t) := \int_0^t e^{-\eta v} g(v) (t - v) dv \). Plugging in the uniform service life distribution, \[ a(t) = \frac{1}{d - c} \int_0^t e^{-\eta v} \mathbb{1}(v)(t - v) dv \]

\[ = \begin{cases} 
0, & t < c \\
\frac{1}{(d - c)\eta^2} \left(e^{-t\eta} + e^{-c\eta} (t\eta - c\eta - 1)\right), & c \leq t < d \\
\frac{1}{(d - c)\eta^2} \left(e^{-d\eta} (1 + d\eta - t\eta) + e^{-c\eta} (t\eta - c\eta - 1)\right), & t \geq d 
\end{cases} \]

and

\[ \frac{da}{dt} = \begin{cases} 
0, & t < c \\
\frac{1}{(d - c)\eta} (-e^{-\eta t} + e^{-c\eta}), & c \leq t < d \\
\frac{1}{(d - c)\eta} (e^{-c\eta} - e^{-d\eta}), & t \geq d 
\end{cases} \]

Then

\[ \frac{da}{dt} \leq \begin{cases} 
0, & t < c \\
\frac{\lambda e^{-c\eta}}{\eta (d - c)}, & t \geq c 
\end{cases} \]

Thus \( a(t) \) may be dominated on \((0, \infty)\) by the piecewise linear

\[ \tilde{a}(t) = \begin{cases} 
0, & t < c \\
\frac{\lambda e^{-c\eta}}{\eta (d - c)} t, & t \geq c 
\end{cases} \]

Similarly, \( b(t) := \int_0^t e^{-\eta (t-r)} \tilde{G}(t - r) dr \). For the uniform distribution,

\[ \tilde{G}(t - r) = \begin{cases} 
0, & r < t - d \\
\frac{d - (t - r)}{d - c}, & t - d \leq r \leq t - c \\
1, & r > t - c 
\end{cases} \]

Then plugging into \( b(t) \),

\[ b(t) = \left[ 0 + \int_{t-d}^{t-c} e^{-\eta (t-r)} \frac{d - (t - r)}{d - c} dr + \int_{t-c}^t e^{-\eta (t-r)} dr \right] \\
= \frac{1}{\eta} \left[ \frac{(e^{-d\eta} - e^{-c\eta})(1 + c\eta + d\eta)}{(d - c)\eta^2} \right] \\
:= B \]
The numerator of \( \psi(\lambda) \) is then dominated by the numerator of \( h(\lambda) \), denoted by \( h_N(\lambda) \) and given by

\[
N(\lambda) = \int_0^\infty e^{-\eta t - \lambda t + \lambda \lambda(t)} + \lambda B (r_0 + \lambda B) \lambda \lambda(t) dt \\
= \int_0^\infty e^{-\eta t - \lambda t + \lambda \lambda(t)} + \lambda B (r_0 + \lambda B) \lambda \left( \frac{e^{-\eta t}}{\eta(d-c)} \right) t dt
\]

To guarantee \( h_N(\lambda) \to 0 \) in \( \lambda \), it is sufficient for \( B - c - \frac{e^{-\eta q}}{\eta(d-c)} \) \( c < 0 \). The moment generating function for the uniform distribution is given by \( \phi(x) = \frac{x^d}{\pi(d-\frac{d}{2})} \), and the standard deviation of a uniform distribution is given by \( \sigma = \frac{d-c}{\sqrt{12}} \)

\[
B - c - \frac{e^{-\eta q}}{\eta(d-c)} \cdot \frac{1}{\eta} + \frac{(e^{-d\eta} - e^{-\eta q})(1 + \eta(c + d))}{\eta^2(d-c)} - c + \frac{ce^{-\eta q}}{\eta(d-c)} = \frac{1}{\eta} - \phi(-\eta) \cdot \frac{1 + \eta(c + d)}{\eta} - c + \frac{ce^{-\eta q}}{\eta\sqrt{12}\sigma}
\]

Then

\[
-\phi(-\eta)(1 + \eta(c + d)) + \frac{ce^{-\eta q}}{\sqrt{12}\sigma} < \eta c - 1
\]

\[
\frac{ce^{-\eta q}}{\sqrt{12}\sigma} < \phi(-\eta)(1 + \eta(c + d)) + c\eta - 1
\]

Solving for \( \sigma \) gives

\[
\sigma > \frac{ce^{-\eta q}}{\sqrt{12}\phi(-\eta)(1 + \eta(c + d)) + c\eta - 1}
\]

\[
\square
\]

Numerical simulations suggest that \( \psi \) increases without bound for \( c = 0, d > 1 \). The following lemma proves this fact.

**Lemma 3.1.** Suppose the service life distribution is given by Uniform(0,\( d \)), with \( d > 1 \). Then \( \psi \) increases without bound.

**Proof.** The proof is similar to the proof of Theorem 3.1, but in this case, \( \psi \) will be bounded from below by a constructed function \( h(\lambda) \) such that \( h(\lambda) \to \infty \) in \( \lambda \).

\[
a(t) = \begin{cases}
\frac{1}{\eta^2} (t\eta + e^{-\eta} - 1), & t \leq d \\
\frac{1}{\eta^2} (e^{-d\eta} (1 + d\eta - t\eta) + t\eta - 1), & t > d
\end{cases}
\]

Then \( a(t) \geq \frac{1}{\eta} - \frac{1}{\eta^2} \), since \( a(t) \) is nonnegative, and \( \frac{da}{dt} \leq \frac{1}{\eta} \).

\[
b(t) = \int_0^t e^{-\eta(t-r)} G(t-r) dr = \int_{t-d}^t e^{-\eta(t-r)} \left( \frac{d - (t-r)}{d} \right) = \frac{1}{\eta} + \frac{e^{-d\eta} - 1}{\eta^2}
\]
Then the numerator of $\psi$ is bounded below by $h_N(\lambda)$, where

$$h_N(\lambda) = \int_0^\infty e^{-rt-\lambda t+\lambda \left(\frac{t}{\Delta \eta} - \frac{1}{\Delta \eta}\right)} (r_0 + \lambda B) (t/\Delta \eta - 1) dt$$

It suffices to seek conditions such that $B - \frac{1}{\Delta \eta} > 0$, or equivalently, that

$$d\eta - \eta + e^{-d\eta} - 1 > 0$$

Thus $d > 1$ is sufficient to guarantee that $N(\lambda) \to \infty$. Thus for $c = 0, d > 1, \psi$ will increase without bound.

### 3.3 Extension of the Uniform Distribution: Compact Support

The ideas and techniques presented in Section 3.2 yield a powerful extension to any service life distribution with compact support away from 0. Supposing $g_W(w)$ has compact support $[a, b]$, it may be bounded above by a positively scaled uniform distribution. In practice, service times are finite and nonzero, thus this extension allows for very simple control policies to be implemented for a much larger class of distributions.

**Theorem 3.2.** Let $g_W(w)$ be the pdf of the service times having compact support $[c, d], d > 0$. Let $m = \max_w g_W(w) < \infty$, and $R = (d - c)$ be the length of the support. Then $\psi(\lambda)$ has a maximum if $m < \frac{c}{R e^{-b\eta} - e^{-d\eta} + \eta e^{-c\eta}}$.

**Proof.** Let $M = m(d - c)$. Then $g_W(w) \leq M 1_{[c,d]}(w)$, and

$$\bar{g}_W(w) \leq \begin{cases} M, & w \leq c \\ M - m(w - c), & c \leq w \leq d \\ 0, & w \geq d \end{cases}$$

We construct a function $h_N(\lambda)$ that will bound the numerator of $\psi(\lambda)$ such that $h_N(\lambda) \to 0$ as $\lambda \to \infty$, just as in the proof of Theorem 3.1.

$$a(t) \leq \begin{cases} \frac{m}{\eta} (e^{-\eta} + e^{-ct}(t\eta - (c\eta + 1))), & c \leq t \leq d \\ \frac{m}{\eta^2} \left(\eta \left(e^{-c\eta} - e^{-d\eta}\right) + e^{-d\eta}(1 + d\eta) - e^{-c\eta}(1 + c\eta)\right), & t \geq d \end{cases}$$
The above may be bounded one more time by \( \tilde{a}(t) = \frac{mc^{-c}t}{\eta}, t \geq c \). Now from the bounds on \( \tilde{g}(w) \),

\[
\begin{align*}
b(t) &= \int_{t-c}^{t} e^{-\eta(t-r)}(M - m((t-r) - c))dr + \int_{t-c}^{t} Me^{-\eta(t-r)}dr \\
&= \frac{m}{\eta^2} \left( R\eta + e^{-\eta t} - e^{-c\eta} \text{right} \right) \\
&:= B
\end{align*}
\]

Then

\[
N(\lambda) = \int_{c}^{\infty} e^{-\rho\lambda - \lambda\tilde{a}(t) + \lambda B(r_0 + \eta\lambda B)\lambda\tilde{a}(t)}dt
\]

In order for the above to be integrable, \( \frac{mc^{-c}}{\eta} < 1 \), or \( m < \eta e^{c\eta} \). Supposing this is true, \( h_N(\lambda) \to 0 \) if \( B - c + \frac{mc^{-c}}{\eta} < 0 \). Simplifying this in terms of \( m \) gives the desired result.

**Comments and Illustrations**

**Example 3.1.** Let \( g_{W}(w) = \frac{2}{5}w\mathbb{1}_{[2,3]}(w) \), and let \( r_0 = \nu = \eta = 1 \). Then \( m = \frac{6}{5} \). By Theorem 3.2, \( m < \frac{2}{e^{-2} + e^{-3} + 1} \approx 1.678 \). Thus, the existence of a maximum \( \psi \) is guaranteed. Figure 3.1 gives the numerical result with step size of 0.1. The maximum occurs around \( \lambda^* = 0.5 \).

**Figure 3.1:** \( \psi(\lambda) \) under \( g_{W}(w) = \frac{2}{5}w\mathbb{1}_{[2,3]}(w) \)
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3.4 Efficiency under Erlang Service Life Distribution

Now suppose $g(v)$ is of the Erlang class but shifted $\delta > 0$ to the right. For motivation, consider that service times can never be 0 in a practical setting. Then the PDF and the complement of the
CDF are given by
\[
G(v; k, \gamma, \delta) = \begin{cases} 
0, & 0 \leq v \leq \delta \\
\frac{\gamma^k (v - \delta)^{k-1} e^{-\gamma(v - \delta)} (k-1)!}{v \geq \delta}, & v \geq \delta;
\end{cases}
\]
(3.2)
\[
\hat{G}(v; k, \gamma, \delta) = \begin{cases} 
1, & 0 \leq v \leq \delta \\
\frac{\gamma^k (v - \delta)^{k-1} e^{-\gamma(v - \delta)} (k-1)!}{v \geq \delta}, & v \geq \delta
\end{cases}
\]

Theorem 3.3. Let \( \delta > 0, \eta > 0 \). Let \( a(\delta) = \left( \frac{\gamma}{\gamma + \eta} \right)^k e^{-\eta \delta} + \frac{\gamma k^e t(k-1)}{(\gamma + \eta)^k}, \) and \( 0 < \beta(\delta, \eta) < 1 \). If the service life distribution is of the \( \delta \)-shifted Erlang class, then \( \psi(\lambda) \) has a maximum in \( \lambda \) on \( (0, \infty) \) for \( \delta, \eta \) such that \( a(\delta) + \beta(\delta, \eta) < 1 \).

Proof. The proof will proceed using the same steps \( \[i-iii\] \) from the proof of Theorem 3.1. By Lemma \[A.5\]

\[
a(t) = \left( \frac{\gamma}{\gamma + \eta} \right)^k e^{-\eta \delta} t + \frac{k e^\gamma (e^{-(\gamma + \eta)t + \gamma \delta} - e^{-\eta \delta})}{(\gamma + \eta)^{k+1}} \\
+ \frac{\gamma^k e^{-(\gamma + \eta)t + \gamma \delta}}{(k-1)!} \sum_{j=1}^{k-1} \left[ \frac{(t-\delta)^j}{(\gamma + \eta)^{k-j+1}} \left( \frac{k!}{j!} - \frac{(k-1)!}{(j-1)!} \right) \right]
\]
(3.3)

Let \( f_\alpha(t) = \sum_{j=1}^{k-1} \left[ \frac{(t-\delta)^j}{(\gamma + \eta)^{k-j+1}} \left( \frac{k!}{j!} - \frac{(k-1)!}{(j-1)!} \right) \right] \). Then

\[
a(t) = \left( \frac{\gamma}{\gamma + \eta} \right)^k e^{-\eta \delta} t + \frac{k e^\gamma (e^{-(\gamma + \eta)t + \gamma \delta} - e^{-\eta \delta})}{(\gamma + \eta)^{k+1}} \\
+ \frac{\gamma^k e^{-(\gamma + \eta)t + \gamma \delta}}{(k-1)! - f_\alpha(t)}
\]

and

\[
\frac{da}{dt} = \left( \frac{\gamma}{\gamma + \eta} \right)^k e^{-\eta \delta} - \frac{e^{-(\gamma + \eta)t + \gamma \delta}}{(\gamma + \eta)^k} \\
- \frac{\gamma^k (\gamma + \eta) e^{-(\gamma + \eta)t + \gamma \delta}}{(k-1)! - f_\alpha(t)} - \frac{\gamma^k e^{-(\gamma + \eta)t + \gamma \delta}}{(k-1)!} f_\alpha(t) \\
\leq \left( \frac{\gamma}{\gamma + \eta} \right)^k e^{-\eta \delta} + \frac{\gamma^k e^{\gamma t} (k-1)}{(\gamma + \eta)^{k-1}}
\]

Thus \( a(t) \leq a(\delta) t \), where \( a(\delta) = \left( \frac{\gamma}{\gamma + \eta} \right)^k e^{-\eta \delta} + \frac{\gamma^k e^{(k-1)}}{(\gamma + \eta)^{k-1}} < 1 \)

By Lemma \[A.6\]

\[
b(t) = \frac{1 - e^{-\eta \delta}}{\eta} + \sum_{j=0}^{k-1} \left[ \frac{\gamma^j e^{-\eta \delta}}{(\gamma + \eta)^{j+1}} - \eta^j e^{-(\gamma + \eta)t + \eta \delta} \left( \sum_{i=0}^{j} \frac{(\gamma + \eta)^i (t-\delta)^i}{i!} \right) \right]
\]
(3.4)
Now, \( b(t) \xrightarrow{t \to \infty} B(\delta, \eta, \gamma) \) where \( B(\delta, \eta, \gamma) = \frac{1-e^{-\eta t}}{\eta} + \sum_{j=0}^{k-1} \frac{\eta^j}{(\eta + \gamma)^{j+1}} \).

Let \( f_b(t) := \sum_{j=0}^{k-1} \gamma^j \sum_{i=0}^{t} \frac{(\eta + \gamma)^i (t-\delta)^j}{n!} \). Then \( b(t) \) may be rewritten as

\[
b(t) = B(\delta, \gamma, \eta) - e^{-(\eta+\gamma)t+\eta \delta}f_b(t)
\]

By Lemma \( \text{A.7} \), \( b(t) \) is concave. Through straightforward calculus, \( b'(\delta) = 1 \) and \( b(t) \) is only defined for \( t \geq \delta \).

Since \( b(t) \) is concave, \( b(t) \leq t - \delta \). We seek a domination \( \beta(\delta, \eta)t \geq b(t) \) such that \( \beta(\delta, \eta) < 1 \), \( \beta(\delta, \eta)t \geq b(t) \forall t \geq 0 \), and \( a(\delta) + \beta(\delta, \eta) < 1 \). To see that at least one such \( \beta(\delta, \eta) \) exists, refer to Figure 3.3. Let \( \theta \) be the angle between \( \beta(\delta, \eta)t \) and \( y = 0 \). Since \( b'(\delta) = 1 \), the angle between \( t - \delta \) and \( y = 0 \) is \( \frac{\pi}{4} \). Then the largest angle of the triangle formed by \( \beta(\delta, \eta)t, t - \delta \), and \( y = 0 \) is \( \frac{3\pi}{4} \).

Thus \( \theta < \frac{\pi}{4} \), and therefore there exists a \( \beta(\delta, \eta) < 1 \). To ensure \( \beta(\delta, \eta) + a(\delta) < 1 \), choose \( \delta \) and corresponding \( \eta \) such that this is true and \( \theta \) is minimized, while \( \beta(\delta, \eta)t \geq b(t) \).

In summary, we have that \( a(t) \leq a(\delta)t \) and \( b(t) \leq \beta(\delta, \eta)t \), where \( \beta(\delta, \eta) + a(\delta) < 1 \). Therefore,

\[
h_N(\lambda) = \int_0^\infty e^{-\eta t - \lambda t + \lambda(a(\delta)t + \beta(\delta, \eta)t)}(r_0 + \eta \beta(\delta, \eta)t)a(\delta)t \, dt
\]

Denote \( \xi = 1 - a(\delta) - \beta(\delta, \eta) \). Then

\[
h_N(\lambda) = e^{-\eta t - \xi \lambda t}(r_0 + \eta \lambda \beta(\delta, \eta)t)\lambda a(\delta)t \, dt
\]

\[
= \frac{a(\delta)r_0^2 \lambda + \lambda^2(a(\delta)r_0^2 \xi + 2\beta(\delta, \eta)\eta)}{(r_0 + \xi \lambda)^3}
\]

\[
\lambda \to \infty \implies \xi \to 0
\]

Note: \( \beta(\delta, \eta) \) will likely have to be determined numerically for specific cases.
Thus step (ii) is complete, and therefore $\psi(\lambda)$ has a maximum on $(0, \infty)$ for the $\eta, \delta$ that ensure $\beta(\delta, \eta) + a(\delta) < 1$. 

### 3.5 Efficiency under Exponential Distribution

**Lambert W-Function**

![Lambert W-Function](image)

**Figure 3.4:** Lambert W-Function for Real Values

The proof of Theorem 3.4 requires the use of the Lambert W–Function, defined as the inverse function of $f(W) = We^W$. Figure 3.4 shows the function for $W \in \mathbb{R}$. Note that the function is positive for positive $x$ and negative for negative $x$.

Suppose $g(v)$ is of the exponential class. That is, $g(v) = \gamma e^{-\gamma v}, \gamma > 0$. It will be proven that under certain conditions on $\eta$ and $\gamma$, an exponential $g(v)$ causes $\psi$ to increase without bound.

**Theorem 3.4.** Suppose $g(v) = \gamma e^{-\gamma v}$. Then if $\frac{2\gamma}{\gamma + \eta} > 1 + \frac{2}{e + W\left(-\frac{2}{\gamma + \eta} e^{-2 - \frac{2}{\gamma}}\right)}$, $\psi(\lambda) \xrightarrow{\lambda \to \infty} \infty$.

**Proof.** The proof will proceed via constructing a lower estimate for the numerator of $\psi(\lambda)$, denoted $N_L(\lambda)$ such that $N_L(\lambda) \to \infty$. Then the function $h(\lambda) = \frac{N_L(\lambda)}{\int_0^\infty g(v)dv} \leq \psi(\lambda)$, and $h(\lambda) \to \infty$, thus $\psi(\lambda) \to \infty$.

To construct $N_L(\lambda)$, lower estimates for $a(t)$ and $b(t)$ will be obtained.

$$a(t) = \int_0^t e^{-(\gamma + \eta)(t - v)}dv = \frac{\gamma t}{\gamma + \eta} + \frac{\gamma e^{-(\gamma + \eta)}}{(\eta + \gamma)^2} - \frac{\gamma}{(\eta + \gamma)^2}$$

Now, $\frac{da}{dt} \leq \frac{\gamma t}{\gamma + \eta}$, and $a(t) \geq 0$. Then $a(t) \geq \frac{\gamma t}{\gamma + \eta} - \frac{1}{(\eta + \gamma)}$.

Similarly,

$$b(t) = \int_0^t e^{-(\gamma + \eta)(t - r)}dr = \frac{1 - e^{-(\gamma + \eta)}}{\eta + \gamma}$$
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$b(t)$ is clearly concave, nonnegative, and $b(t) \to \frac{1}{\eta + \gamma}$; thus the lower bound for $b(t)$ will be piecewise linear.

\[
b(t) \geq \begin{cases} 
\frac{\eta t}{\gamma + \eta} - \frac{1}{(\eta + \gamma)} , & 0 \leq t \leq t_0 \\
b(t_0), & t > t_0
\end{cases}
\]

where $t_0$ is the point of intersection between $b(t)$ and $y(t) = \frac{\eta t}{\gamma + \eta} - \frac{1}{(\eta + \gamma)}$. Solving,

\[
t_0 = \frac{2}{\gamma} + \frac{W\left(-\frac{\gamma e^{-2}}{\gamma + \eta}\right)}{\gamma + \eta}
\]

where $W(\cdot)$ is the Lambert W-function described earlier. Thus

\[
N_L(\lambda) = \int_0^{t_0} e^{-\eta t - \lambda t + 2\lambda \left(\frac{\eta t}{\gamma + \eta} - \frac{1}{(\eta + \gamma)}\right)} \left[ r_0 + \eta \lambda \left(\frac{\eta t}{\gamma + \eta} - \frac{1}{(\eta + \gamma)}\right) \right] \left[ \frac{\lambda \gamma t}{\gamma + \eta} - \frac{1}{(\eta + \gamma)}\right] dt
\]

\[
+ \int_{t_0}^{\infty} e^{-\eta t - \lambda t + \lambda \left(\frac{\eta t}{\gamma + \eta} - \frac{1}{(\eta + \gamma)}\right) + \lambda b(t_0)} \left( r_0 + \eta \lambda b(t_0) \right) \left( \frac{\lambda \gamma t}{\gamma + \eta} - \frac{1}{(\eta + \gamma)}\right) dt
\]

It is sufficient to ensure $-t_0 + \frac{2\gamma t_0}{\gamma + \eta} > 0$. Then

\[
\frac{2\gamma}{\gamma + \eta} > 1 + \frac{2}{t_0(\eta + \gamma)}
\]

Plugging in $t_0$,\n
\[
\frac{2\gamma}{\gamma + \eta} > 1 + \frac{2}{\gamma + \eta} W\left(-\frac{\gamma e^{-2}}{\gamma + \eta}\right)
\]

Thus, $\gamma, \eta$ such that (3.5) is met ensure that $\psi(\lambda) \to \infty$. \hfill \Box

### 3.6 Extension to Random Stress and Nonconstant Intensity

Theorems 3.1 - 3.4 all assumed constant stress $\eta$ and constant intensity $\lambda$. This section generalizes the analyses in Sections 3.2 - 3.5 for nonconstant intensity and random stress.

The stochastic reliability models in both [9] and Chapter 2 both assumed a time-dependent intensity $\lambda(t)$. By setting $\lambda \equiv \max_t \lambda(t)$, Theorems 3.1 - 3.3 provide a conservative set of conditions under which a maximum efficiency may be obtained. In these cases, $\psi$ is actually a function of all possible $\lambda_{\text{max}}$.

If the job stresses are random, as in Theorem 2.2, the above sections may still be utilized. Assume the sample space for $\mathcal{H}$ is compact and nonnegative. The efficiency is given by Theorem 2.2.
and reproduced here:

\[
\psi = \frac{1}{\int_0^\infty S_Y(t)\,dt + \nu} \left\{ \int_0^\infty e^{-\int_0^t r_0(x) - \int_0^t \lambda(x)\,dx + \nu H[a(t)+b(t)]} (r_0(t)E_H[a(t)] + E_H[H[a(t)]b(t)])\,dt \right\}
\]

(3.6)

WLOG, again suppose the sample space of \( H \) is discrete, given by \( \{\eta_1, \ldots, \eta_m\} \) with respective probabilities \( p_i, i = 1, \ldots, m \). Now suppose all mass is concentrated at \( \eta_m \). Let \( a_m(t) = \lambda \int_0^t e^{-\eta_m r} g(v) (t-v)\,dv \) and \( b_m(t) = \lambda \int_0^t e^{-\eta_m (t-r)} G_W(t-r)\,dr \). Then, the following are true:

(a) \( E_H[a(t)+b(t)] \leq a_m(t) + b_m(t) \)

(b) \( E_H[a(t)] \leq a_m(t) \)

(c) \( E_H[H[a(t)]b(t)] \leq \eta_m a_m(t) b_m(t) \)

Thus, by replacing the expectations in (a) - (c) with their respective upper bounds in Theorems 3.1 - 3.3 analyses of the efficiency for the uniform, compact support, and Erlang classes may proceed as previously detailed. These estimates are conservative but sufficient.

For an exponential service life distribution and random stress, create a lower bound for the expectations in (a) - (c) by concentrating all mass at \( \eta_1 \). Then the conditions in Theorem 3.4 guarantee an explosion for the exponential distribution.
3.7 Implications and Numerical Illustrations

For the uniform service distribution, both the variance of $g_W(w)$ and the location of the support affect the efficiency itself. Figure 3.5 shows $\psi(\lambda)$ for various uniform distributions as an illustration. In all four cases, $r_0 = v = \eta = 1$. The variance of a uniform distribution is given by $\sigma^2 = \frac{d-c}{12}$. With the exception of Figure 3.5(d), which illustrates the explosion of $\psi$ when the distribution has positive mass at 0, Table 3.1 compares possible values of $\psi$ for different Uniform distributions. Notice that while the variance $\sigma^2$ does affect the range of $\psi$ by several orders of magnitude, the location of the support has a much more powerful effect. Thus, if all service times are equally likely, a server
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is less efficient if it is consistently but mildly slow (Uniform[10,11]) compared to an inconsistent server (Uniform[1,500]).

![Image](A) $g_W(w) = \frac{2x}{3} \mathbb{1}_{[1,2]}(x)$

![Image](B) $g_W(w) = \frac{2x}{5} \mathbb{1}_{[2,3]}(x)$

![Image](C) $g_W(w) = \frac{2x}{500} \mathbb{1}_{[1,500]}(x)$

Figure 3.6: $\psi(\lambda)$ under Various Increasing Service Densities.

<table>
<thead>
<tr>
<th>$g_W(w)$</th>
<th>$\sigma^2$</th>
<th>$\mu$</th>
<th>Approximate Range of $\psi$</th>
<th>Approximate $\lambda^*$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\frac{2x}{3} \mathbb{1}_{[1,2]}(x)$</td>
<td>$0.0802$</td>
<td>$1.56$</td>
<td>$(0, 7 \times 10^{-3})$</td>
<td>$.75$</td>
</tr>
<tr>
<td>$\frac{2x}{5} \mathbb{1}_{[2,3]}(x)$</td>
<td>$0.0822$</td>
<td>$2.53$</td>
<td>$(0, 7 \times 10^{-4})$</td>
<td>$0.5$</td>
</tr>
<tr>
<td>$\frac{2x}{500} \mathbb{1}_{[1,500]}(x)$</td>
<td>$13888.5$</td>
<td>$333.35$</td>
<td>$(0, 1.3 \times 10^{-7})$</td>
<td>$1.4$</td>
</tr>
</tbody>
</table>

Table 3.2: Comparison of Various Increasing Compact Service Densities and Resulting Effects on $\psi$

As an illustration of a distribution on compact support, consider the class of increasing densities $g_W(w) = cx \mathbb{1}_{[a,b]}(x)$. Several examples are given in Figure 3.6 and Table 3.2. For both compact supports of length 1, the variance is approximately the same, but the mean changes, producing an order of magnitude decrease in efficiency. Compared to the compact support of length 499, with a much larger mean, the efficiency decreases by 3 orders of magnitude. Notice, however, that the decline after the maximum is much less sharp.
Figure 3.7: $\psi(\lambda)$ under Various Erlang and Rayleigh Service Distributions

<table>
<thead>
<tr>
<th>$g_W(w)$</th>
<th>$\sigma^2$</th>
<th>$\mu$</th>
<th>Approximate Range of $\psi$</th>
<th>Approximate $\lambda^*$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Erlang(2,1)</td>
<td>2</td>
<td>2</td>
<td>(0, 0.7)</td>
<td>9</td>
</tr>
<tr>
<td>Erlang(9,1)</td>
<td>9</td>
<td>9</td>
<td>(0, 4 x 10^{-6})</td>
<td>0.5</td>
</tr>
<tr>
<td>Rayleigh(1)</td>
<td>((4 - \pi)/2)</td>
<td>$\sqrt{\pi}/2$</td>
<td>(0, 0.9)</td>
<td>8</td>
</tr>
</tbody>
</table>

Table 3.3: Comparison of Various Erlang and Rayleigh Service Distributions and Resulting Effects on $\psi$

Figure 3.7 gives two examples of $\psi$ under an Erlang distribution. Notice the change in the efficiency as the mean increases. Here, since $\lambda = 1$, $\sigma^2 = \mu$, so the mean likely has the largest effect on $\psi$.

Comparing all examples in Figures 3.5-3.7, the Rayleigh(1) service distribution imposes the highest maximum efficiency, followed closely by the Erlang(2,1) service distribution, with the Uniform[1,2] service distribution following. $\lambda^*$ under the Erlang(2,1) service distribution is larger than for the Rayleigh(1) service distribution, indicating that a server whose service times follow the former distribution can handle a larger arrival intensity before its efficiency begins to decline than the latter.

The means for the Rayleigh(1), Erlang(2,1), and Uniform[1,2] distributions are similar, as shown in Tables 3.1 and 3.3 but the Uniform[1,2] distribution has equal probability of any service time in
its support with large negative excess kurtosis. It is posulated that kurtosis, skew, and variance play large roles in the behavior and range of $\psi$. Compare the efficiency under the Erlang(2,1) service distribution with the efficiency under the Erlang(9,1) service distribution. Not only is the mean much lower for the Erlang(2,1) distribution, but the distribution is more strongly positive-skewed than the Erlang(9,1). Thus, more mass is concentrated at the left side of the distribution, indicating that the service times are more often shorter.

Finally, to note the effect of the typical stress level $\eta$ on the range of $\psi$, compare Figure 3.6 with Figure 3.6(c). The service distribution and all other quantities remain the same, but Cha and Lee’s numerical example set $\eta = 0.01$, whereas Figure 3.6(c) shows $\psi$ under $\eta = 1$. The range of $\psi$ decreases by two orders of magnitude with a 100 fold increase in $\eta$, with the shape remaining similar. In addition, the location of the maximum $\lambda^*$ also inversely varies by the same magnitude.

Studying the efficiency under various service distributions aids not only in deciding when to implement a server intervention, but also aids in evaluating the performance of various servers given their service times.
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Extensions of the Single Server Model

4.1 Load Balancing Allocation for a Multichannel Server

Model Description

Previously, we had assumed that a web server functions as a single queue that attempts to process jobs as soon as they arrive. These jobs originally brought a constant stress $\eta$ to the server, with the system stress reducing by $\eta$ at the completion of each job.

Now, suppose we have a server partitioned into $K$ channels. Denote each channel as $Q_k$, $k = 1, ..., K$. Jobs arrive via a nonhomogenous Poisson process with rate $\lambda(t)$. Upon arrival, each job falls (or is routed) to the channel with the shortest queue length. If all queue lengths are equal or multiple channels have the shortest length, the job will enter one of the appropriate queues with equal probability.

We retain the previous notation for the baseline breakdown rate, or hazard function. This is denoted by $r_0(t)$ and is the hazard function under an idle system. We also retain the assumption that the arrival times $T$ are independent. In addition, the service times $W$ are i.i.d. with distribution $G_W(w)$. We assume that all channels are serving jobs at the same time, i.e. a job can be completed from any queue at any time. We do not require load balancing for service. In other words, any queue can empty with others still backlogged. We also retain the FIFO service policy for each queue.

Since we have now "balanced", or distributed, the load of jobs in the server, not all jobs will cause additional stress to the system. Suppose all jobs bring the same constant stress $\eta$ upon arrival. Under load balancing, we will define the additional stress to the system as $\eta \max_k |Q_k|$. Figure 4.1 shows an example server with current stress of $4\eta$. 
Examples

Due to the dynamic nature of arrival times, allocation to queues, and service times, we have many possible configurations of jobs at any point in time. Therefore, the allocation scheme adds an additional layer of variation to the service times and order of service. The placement of jobs in the various queues (and thus the order of service and service times) is wholly dependent on all arrival times and service times of the prior arrivals. The following examples illustrate the effect on the workload stress added to the system in various scenarios.

Example 4.1. Suppose for simplicity we have 2 channels. Suppose at the time of observation of the system, 3 jobs have arrived and none have finished. WLOG, suppose job 3 fell into $Q_1$. See Figure 4.2a. The stress to the system at $t = t_{obs}$ is $r_0(t_{obs}) + 2\eta$, as shown in Figure 4.2b.

Note in example 4.1 that Job 2 does not add any additional stress to the system. Job 1 sees an empty queue upon arrival, and $\max_K |Q_K| = 1$ when it falls into any particular queue. Job 2 arrives as Job 1 is still being processed, and thus the placement of Job 1 forces Job 2 into the empty channel. Since $\max_K |Q_K|$ is still 1, the stress to the system doesn’t change. Job 3 arrives as Jobs 1 and 2 are in service, and thus its choice of queue is irrelevant due to the configuration of the two queues at
T₃. Regardless of which queue Job 3 falls into, \( \max_K |Q_K| = 2 \). Thus the arrival of Job 3 increases the breakdown rate by \( \eta \) again.

The next example shows the change in system stress Job 1 from Example 4.1 when one job has finished processing before \( T₃ \).

![Queue Configuration](image)

**(A) Queue Configuration**

![Breakdown Rate Process Trajectory](image)

**(B) Breakdown Rate Process Trajectory**

**Figure 4.3: Example 4.2**

**Example 4.2.** Consider the same two-channel system from Example 4.1. However, now suppose WLOG that \( T₃ < T₁ + W₁ \). In other words, service for Job 1 was completed before Job 3 arrived. Hence Job 3 will fall into the opposite queue as Job 2. The stress to the system at the time of observation would be \( r₀(t) + \eta \). See Figures 4.3a and 4.3b.

In this scenario, the workload due to Job 3 does not contribute any additional stress to the server. Also observe that upon completion of Job 1, the workload stress to the server does not decrease, as Job 2 still resides in the system and is being served.

Contrast this behavior with the breakdown rate process given in Chapter 2. In the single-channel, single-server model described in both [9] and Section 2.1, each job adds stress to the server upon arrival. Under the load balancing allocation scheme, the additional stress to the server depends on the arrival and service times of all prior jobs. From a stochastic perspective, this breakdown rate process has full memory.

The examples above illustrate that \( \max_K |Q_K| \) depends on the intersection of the intervals \( I_j = [T_j, T_j + W_j], j = 1, ..., N(t) \). The next section details the methodology to obtain the configuration of jobs in the server at time \( t \) by decomposition of \( \bigcup_{j=1}^{N(t)} I_j \) into disjoint atoms and derives the stochastic breakdown rate process under the load balancing allocation scheme.

**Breakdown Rate Process and Conditional Survival Function**

Let \( \epsilon = (\epsilon₁, ..., \epsilon₉) \) be a \( N(t) \)-tuple whose components \( \epsilon_j = \{\emptyset, c\} \), where \( \emptyset \) denotes the empty set, and \( c \) denotes the complement of the set. Let \( E = \{\epsilon : \epsilon_j = \{\emptyset, c\} \} \) denote the set of all possible...
ε, excepting ε = (ε, ..., ε). Then by Lemma A.8 (Appendix A),
\[
N(t) \bigcup_{j=1}^{N(t)} I_j = \bigcup_{\varepsilon \in E} \bigcap_{j=1}^{N(t)} I_{\varepsilon j}^{N(t)}
\]
(4.1)

Remark: \( \bigcap_{j=1}^{N(t)} I_{\varepsilon j}^{N(t)} \) indicates which jobs are still in the server at time \( t \). The union is disjoint; thus only one \( \varepsilon \) will describe the server configuration at any given time \( t \). For example, if 3 jobs have arrived to the server at time \( t_{obs} \), \(|E| = 3 \times 2 - 1 = 5 \). These may be enumerated:

\[
\begin{align*}
&I_1 \cap I_2 \cap I_3 \quad I_1^c \cap I_2 \cap I_3 \\
&I_1^c \cap I_2^c \cap I_3 \\
&I_1 \cap I_2^c \cap I_3^c
\end{align*}
\]

As an illustration, refer to Example 4.1. All three jobs are in the system at \( t = t_{obs} \) (that is, none have completed service), and thus \( t_{obs} \in I_1 \cap I_2 \cap I_3 \). Expanding, \( t_{obs} \in [T_1, T_1 + W_1], [T_2, T_2 + W_2] \), and \([T_3, T_3 + W_3]\).

Compare the case with that of Example 4.2. In this case, three jobs have arrived at \( t = t_{obs} \), but Job 1 has finished by \( t_{obs} \). Thus \( t_{obs} \notin I_1 \), but since Jobs 2 and 3 are still in the system, \( t_{obs} \in I_2 \cap I_3 \). Thus \( t_{obs} \in I_1^c \cap I_2 \cap I_3^c \).

Now, since the additional workload stress to the server is a multiple of \( \eta \max_K |Q_K| \), it remains to derive the appropriate multiplier that accounts for the number of jobs that contribute additional stress to the system. Let \( n = \sum_{j=1}^{N(t)} \mathbbm{1}(\varepsilon_j = \emptyset | \varepsilon_j \in \varepsilon) \) for a particular \( \varepsilon \), and let \( a_\varepsilon \) be the multiplier that indicates the number of jobs that contribute stress \( \eta \) to the system. Under [9] and the generalization in Section 2.1, every uncompleted job in the system contributes stress, thus \( a_\varepsilon = n \).

Under the load balancing scheme, \( a_\varepsilon = \lceil \frac{n+1}{K} \rceil \), where \( K \) is the number of channels in the server. This is due to the allocation scheme’s attempts to evenly distribute jobs across channels. Thus, for Example 4.1 \( n = 3 \), and \( K = 2 \), meaning \( a_\varepsilon = 2 \), as illustrated in Figure 4.2b; and for Example 4.2 \( a_\varepsilon = \lceil \frac{3+1}{2} \rceil = 1 \), as in Figure 4.3b.

Then, the stochastic breakdown rate process under the load balancing allocation scheme is given by
\[
B(t) = r_0(t) + \eta \sum_{\varepsilon \in E} a_\varepsilon \mathbbm{1}(I_1^c \cap I_2^c \cap I_3^c)_{N(t)}(t)
\]

Under this expression, only one indicator function will be nonzero at any given point in time, since all atoms are disjoint. Now, \( I_1^c \cap I_2^c \cap ... \cap I_{N(t)}^c \) may be expressed as one interval \([L_\varepsilon, R_\varepsilon]\),
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where

\[
\begin{align*}
L_\epsilon &= \max \left( \{ T_j : \epsilon_j = \emptyset \}_{j=1}^{N(t)} \right) \\
R_\epsilon &= \min \left( \{ T_j + W_j : \epsilon_j = \emptyset \}_{j=1}^{N(t)}, \{ T_j : \epsilon_j = c \}_{j=1}^{N(t)} \right)
\end{align*}
\]

Thus, for a server with \( K \) channels under a load balancing routing scheme with all jobs bringing constant stress \( \eta \), the breakdown rate process \( B(t) \) may be expressed as

\[
B(t) = r_0(t) + \eta \sum_{\epsilon \in E} \alpha_\epsilon \mathbb{1}_{[L_\epsilon, R_\epsilon]}(t)
\]

Thus, the conditional survival function under the load balancing scheme is given by

\[
S_{Y|T, W, N}(t|t, w, n) = e^{-\int_0^t B(s) ds} = F_0(t) \exp \left( -\eta \int_0^t \sum_{\epsilon \in \mathbb{E}} \alpha_\epsilon \min(t - L_\epsilon, R_\epsilon) ds \right)
\]

**Remarks**

Finding the survival function of the single-channel environment relied on the independence of the set of arrival times and service times. From (4.1), the independence is clearly lost. As noted before, the random breakdown process has full memory, and thus is completely dependent upon the entire trajectory up to \( t = t_{\text{obs}} \).

### 4.2 Clustered Tasks in a Multichannel Server

The previous multichannel server model in Section 4.1 implicitly assumed each job comes with one task, and all channels are identical in their ability to serve any task brought by a job. A classic
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Illustration is a block of registers at a retail establishment. Each customer will survey the length of the various queues at each register before choosing the shortest queue. Viewing each of these separate registers as a channel in a single server under these conditions gave rise to the load balancing allocation model detailed in the previous section. This section presents a different interpretation of a multichannel, single-server model.

Suppose a server has multiple channels \( Q_1, ..., Q_K \), but each channel serves a different type of task. A customer arrives to the server and may select any number from 0 to \( K \) tasks for the server to perform. Said customer will select each possible task \( j \) with probability \( p_j \). Figure 4.4 illustrates an example of such a situation in which three customers visit the server and each customer picks a different number and set of tasks at random. A customer is considered fully serviced (i.e. the job is complete) upon completion of the last task belonging to that particular customer.

**Model Assumptions**

The following mathematical assumptions are made for the multichannel server with clustered tasks:

(i) Customers arrive to the server with \( K \) channels via a nonhomogenous Poisson process (NHPP) with intensity \( \lambda(t) \).

(ii) The breakdown rate of the idle server is given by \( r_0(t) \).

(iii) Each channel corresponds to a different task the server can perform.

(iv) The selection of each task is a Bernoulli random variable with probability \( p_k \). Thus the number of tasks selected by each customer is a binomial random variable.

(v) The workload stress to the server is a constant multiple \( \eta \) of the number of tasks requested by the customer, i.e. the additional stress is given by \( \eta N \), where \( N \) is the number of tasks requested.

(vi) The PDF of each channel’s service time is given by \( g_i(w), i = 1, ..., K \). Since the customer’s service is not complete until all requested tasks have finished, the service life distribution for the customers is given by \( \max_i G_i(w) \).

Under these assumptions, this model is a special interpretation of the random stress environment developed in Chapter 2. In this case, the random workload stress is \( \eta N \), where \( N \) is a binomial random variable, and the service life distribution \( G_W(w) = \max_i G_i(w) \), which may be easily obtained through the mathematical properties of order statistics. Two variations are considered in this section: independent channels and correlated channels.
Independent Channels in a Clustered Task Server

Suppose the selection probabilities for each task in the server are identical, that is, $p_1 = p_2 = \ldots = p_K = p$. Then $N \sim \text{Bin}(K, p)$. Using Theorem 2.1 the survival function of the multichannel server is given in the following theorem:

**Theorem 4.1** (Survival Function of Multichannel Server with Clustered Tasks and Independent Channels). Suppose conditions (i)-(vi) above are satisfied. In addition, assume $p_1 = p_2 = \ldots = p_K = p$. Then the survival function of the server is given by

$$S_Y(t) = F_0(t) \exp \left( -K \eta \left[ e^{-\eta t} (1 - p + pe^{-\eta t})^{K-1} - p(1 - p)^{K-1} \right] \right)$$

where $m(x) = \int_0^x \lambda(s)ds$, $F_0(t) = e^{-\int_0^t \lambda(s)ds}$, $G_W(w) = 1 - G_W(w)$, and $G_W(w) = \max_i G_i(w)$.

**Proof.** Since $p_1 = \ldots = p_K = p$, the number of tasks selected by any particular customer $N \sim \text{Bin}(K, p)$. Then the $H$ from Theorem 2.1 is given by $H = \eta N$. Thus

$$S_Y(t) = F_0(t) \exp \left( -E_H \left[ \int_0^t e^{-\eta w} m(t - w)G_W(w)dw \right] \right)$$

In this case,

$$E \left[ H \int_0^t e^{-\eta w} m(t - w)G_W(w)dw \right]$$

$$= E \left[ \eta N \int_0^t e^{-\eta nw} m(t - w)G_W(w)dw \right]$$

$$= \sum_{n=0}^K \left[ \eta n \int_0^t e^{-\eta nw} m(t - w)G_W(w)dw \right] \cdot P(N = n)$$

$$= \sum_{n=0}^K \left[ \eta n \int_0^t e^{-\eta nw} m(t - w)G_W(w)dw \right] \left( \frac{K}{n} \right) p^n(1 - p)^{K-n}$$

$$= \eta \int_0^t m(t - w)G_W(w) \left( \sum_{n=0}^K ne^{-\eta nw} \left( \frac{K}{n} \right) p^n(1 - p)^{K-n} \right) dw$$

Now,

$$\sum_{n=0}^K ne^{-\eta nw} \left( \frac{K}{n} \right) p^n(1 - p)^{K-n} = \sum_{n=0}^K \frac{K!}{(K-n)!n!} ne^{-\eta nw} p^n(1 - p)^{K-n}$$

$$= \sum_{n=0}^K \frac{K(K-1)!}{(n-1)!(K-1-(n-1))!} e^{-\eta nw} p^n(1 - p)^{K-n}$$

$$= \sum_{n=0}^K K \frac{K-1}{n-1} e^{-\eta nw} p^n(1 - p)^{K-n}$$
Making a change of indices, let \( j = n - 1 \). Then

\[
\sum_{n=0}^{K} K \binom{K-1}{n-1} e^{-\eta n w} p^n (1-p)^{K-n} = K \sum_{j=0}^{K-1} \binom{K-1}{j} p^{j+1} (1-p)^{K-j-1} e^{-\eta(j+1)w}
\]

Note the above resembles a scaled and shifted moment generating function of a binomial random variable. Let \( X \sim \text{Bin}(K-1, p) \). Then

\[
K \sum_{j=0}^{K-1} \binom{K-1}{j} p^{j+1} (1-p)^{K-j-1} e^{-\eta(j+1)w} = K \left( E \left[ e^{-\eta X + \eta t} \right] - P(X = 0) \right)
\]

\[
= K \left( e^{-\eta t} E \left[ e^{-\eta X t} - p(1-p)^{K-1} \right] \right)
\]

\[
= K \left( e^{-\eta t} [1 - p + pe^{-\eta t}]^{K-1} - p(1-p)^{K-1} \right)
\]

Thus,

\[
S_Y(t) = \bar{F}_0(t) \exp \left( -K \eta \left[ e^{-\eta t} (1 - p + pe^{-\eta t})^{K-1} - p(1-p)^{K-1} \right] \right) \int_0^t m(t-w) \bar{G}_W(w) dw
\]

\[\Box\]

**Correlated Channels in a Cluster Server**

Now suppose the server tasks are correlated, in that the selection of one particular task may affect the selection of any or all of the other tasks. Thus the channels are a sequence of dependent Bernoulli random variables. The construction of dependent Bernoulli random variables is given in [14], and a summary is given.

**Dependent Bernoulli Random Variables and the Generalized Binomial Distribution**

Korzenwioski [14] constructs a sequence of dependent Bernoulli random variables using a binary tree that distributes probability mass over dyadic partitions of [0,1]. Let \( 0 \leq \delta \leq 1 \), \( 0 < p < 1 \), and \( q = 1 - p \). Then define the following quantities:

\[
q^+ := q + \delta p \quad p^+ := p + \delta q
\]

\[
q^- := q(1-\delta) \quad p^- := p(1-\delta)
\]

The quantities in (4.3) satisfy the following conditions:

\[
q^+ + p^- = q^- + p^+ = q + p = 1
\]

\[
qq^+ + pp^- = q, \quad qp^- + pp^+ = 1
\]
Figure 4.5: Construction of Dependent Bernoulli Random Variables

Figure 4.5 shows the construction shows the dependencies. The following examples using coin flips illustrate the effect of the dependency coefficient $\delta$:

**Example 4.3** ($\delta = 1$). For $\delta = 1$, $q^+ = q + p = 1$, $q^- = 0$, $p^+ = p + q = 1$, and $p^- = 0$. Supposing the first coin flip $\epsilon_1 = 1$. Then every successive $\epsilon_i$ will also be 1. Similarly if $\epsilon_1 = 0$. Thus the result of the first coin flip completely determines the outcomes of all the rest.

**Example 4.4** ($\delta = 0$). For $\delta = 0$, $q^+ = q^- = q$, and $p^+ = p^- = p$. Thus, the first coin flip (and all subsequent ones) have no effect on the ones that follow.

**Example 4.5** ($\delta = \frac{1}{4}$). Suppose $p = q = \frac{1}{2}$. Then $p^+ = q^+ = \frac{5}{8}$, and $p^- = q^- = \frac{3}{8}$. Then the subsequent outcomes $\epsilon_i, i \geq 2$ are more likely to match the outcomes of $\epsilon_1$ than not.

Now suppose $p = \frac{1}{4}, q = \frac{3}{4}$. Then $p^+ = \frac{7}{16}, p^- = \frac{3}{16}, q^+ = \frac{13}{16},$ and $q^- = \frac{9}{16}$. In this example of an unfair coin, the dependency coefficient $\delta$ still attempts to skew the results following the first coin flip in favor of the outcome of $\epsilon_1$. However, the dependency here heightens the effect of $\epsilon_1 = 0$ on subsequent flips, and cannot overcome the discrepancy between the probability of success and failure to skew $\epsilon_i, i \geq 2$ in favor of a 1 following the outcome of $\epsilon_1 = 1$.

Using these dependent Bernoulli random variables, [14] presents a Generalized Binomial Distribution for identically distributed but dependent Bernoulli random variables.

**Generalized Binomial Distribution**

Let $X = \sum_{i=1}^{n} \epsilon_i$, where $\epsilon_i, i = 1, ..., n$ are identically distributed Bernoulli random variables with probability of success $p$ and dependency coefficient $\delta$. Then

$$P(X = k) = q\left(\frac{n-1}{k}\right)(p^-)^{k-1}(q^-)^{n-1-k} + p\left(\frac{n-1}{k-1}\right)(p^+)^{k-1}(q^+)^{n-1-(k-1)}$$

(4.5)
Survival Function of Correlated Channels in a Cluster Server

Suppose the selection of tasks may be modeled by the dependent Bernoulli random variables given in the previous section. That is, suppose the customer selects Tasks 1-\(K\) in sequence, and the selection or rejection of Task 1 affects all subsequent tasks by a dependency coefficient \(\delta\). From [14], the correlation between task selections \(\epsilon_i, \epsilon_j\) is given by

\[
\rho = \text{Cor}(\epsilon_i, \epsilon_j) = \begin{cases} 
\delta, & i = 1; j = 2, ..., K \\
\delta^2, & i \neq j; i, j \geq 2 
\end{cases}
\] (4.6)

This illustrates the dependency of Tasks 2-\(K\) on the outcome of Task 1, and notes that while Tasks 2-\(K\) are still correlated with each other, the dependency is much lower. In a similar fashion to the independent channel server, the survival function is derived.

**Theorem 4.2** (Survival Function of Multichannel Server with Clustered Tasks and Dependent Channels). Suppose conditions (i)-(vi) above are satisfied. In addition, suppose the selection of channels 1 – \(K\) are determined by identically distributed Bernoulli random variables with dependency coefficient \(\delta\) as defined in [14]. Then the survival function of the server is given by

\[
S_Y(t) = F_0(t) \exp \left( -\eta \int_0^t m(t - w)\bar{G}_W(w)S(w)dw \right) 
\] (4.7)

where \(m(x) = \int_0^x \lambda(s)ds\), and

\[
S(w) = \sum_{n=0}^{K} \sum_{j=0}^{K-n-1} e^{-\eta nw} \binom{K-1}{n-1, j, K-1-n-j} p^{j+1} \delta^{K-n-j}(1-\delta)^n + \sum_{n=0}^{K} e^{-\eta nw} \sum_{i=0}^{K-n-1} \binom{K-1}{K-1-n, i, n-1-i} p^{j+1} \delta^j (1-\delta)^{K-n-j}
\]

**Proof.** By Theorem 2.1

\[
S_Y(t) = F_0(t) \exp \left( -E \left[ \mathcal{H} \int_0^t e^{-\mathcal{H}w} m(t - w)\bar{G}_W(w)dw \right] \right)
\]
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Similar to the proof of Theorem 4.1, $H = \eta X$, where this time $X$ has the generalized binomial distribution given in (4.5). Then

$$\begin{align*}
E \left[ \mathcal{H} \int_0^1 e^{-\mathcal{H}w} m(t-w)G_W(w)dw \right] &= \sum_{x=0}^{K} \eta x \int_0^1 e^{-\eta x w} m(t-w)G_W(w)dw P(X = x) \\
&= \sum_{x=0}^{K} \eta x \int_0^1 e^{-\eta x w} m(t-w)G_W(w)dw \left[ q \left( \frac{K-1}{x} \right) (p^-)^x (q^+)^{K-1-x} \right] \\
&\quad + \sum_{x=0}^{K} \eta x \int_0^1 e^{-\eta x w} m(t-w)G_W(w)dw \left[ p \left( \frac{K-1}{x} \right) (p^+)^{x-1} (q^-)^{K-x} \right] \\
&= \eta \int_0^1 m(t-w)G_W(w) (S_1(w) + S_2(w))dw
\end{align*}$$

where $S_1(w) = \sum_{x=0}^{K} x e^{-\eta x w} q \left( \frac{K-1}{x} \right) (p^-)^x (q^+)^{K-1-x}$ and $S_2(w) = \sum_{x=0}^{K} x e^{-\eta x w} p \left( \frac{K-1}{x-1} \right) (p^+)^{x-1} (q^-)^{K-x}$. Using the definitions given in (4.3),

$$S_1(w) = \sum_{x=0}^{K} x e^{-\eta x w} (1-p) \left( \frac{K-1}{x} \right) (p-\delta p)^x (1-p + \delta p)^{K-1-x}$$

$$= \sum_{x=0}^{K} x e^{-\eta x w} (1-p) \left( \frac{K-1}{x} \right) p^x (1-\delta)^x \sum_{j=0}^{K-1-x} \left( \frac{K-1}{j} \right) (1-p)^j (\delta p)^{K-1-x-j}$$

Now, $x \left( \frac{K-1}{x} \right) \left( \frac{K-1-x}{j} \right) = \frac{(K-1)!}{(x-1)!((K-1-x)-j)!} = \binom{K-1}{x-1,j,K-1-x-j}$. Then

$$S_1(w) = \sum_{x=0}^{K} e^{-\eta x w} \sum_{j=0}^{K-1-x} \binom{K-1}{x-1,j,K-1-x-j} (1-p)^{j+1} (1-\delta)^x \delta^{K-1-x-j} p^{K-1-j}$$

Similarly,

$$S_2(w) = \sum_{x=0}^{K} x e^{-\eta x w} p \left( \frac{K-1}{x-1} \right) (p+\delta(1-p))^{x-1} ((1-p)(1-\delta))^{K-x}$$

$$= \sum_{x=0}^{K} x e^{-\eta x w} p (1-\delta)^{K-x} (1-p)^{x-1} \sum_{i=0}^{x-1} \binom{x-1}{i} p^i (1-\delta)^{x-1-i}$$

$$= \sum_{x=0}^{K} e^{-\eta x w} \sum_{i=0}^{x-1} x \left( \frac{K-1}{K-1-x,i,x-1-i} \right) p^{i+1} \delta^{x-1-i} (1-\delta)^{K-x+i} (1-p)^{K-x}$$

Clearly $S(w) = S_1(w) + S_2(w)$
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Systems of Servers under a Random Stress Environment

5.1 Systems of Correlated Servers

Chapter 5 presented a dynamic model for a single server under a random stress environment. In many applications, particularly retail and manufacturing, servers are organized into networks. Each server forms a node in the network, and the performance of each server affects the health of the network as a whole. In addition to the physical layout of the network, every system of components has a logical topology, or reliability topology.

It is common in the analysis of system reliability to employ structure functions which define the system state as a function of the component states. These structure functions give the system state (with a binary assumption of working or failed) as a function of component states [15]. Denote $x_i$ as the state of component $i$. Then

$$x_i := \begin{cases} 
0, & \text{if } i \text{ has failed} \\
1, & \text{if } i \text{ is working}
\end{cases}$$
Then the structure function of a system with \( n \) components is given by

\[
\phi(x) = \begin{cases} 
0, & \text{if the system has failed when in state } x \\
1, & \text{if the system is working when in state } x 
\end{cases}
\]

where \( x = (x_1, ..., x_n) \) is known as the state vector.

The reliability topology of the network is given in a reliability block diagram (RBD), which shows the logical arrangement of the network. The existence of a “path” through the RBD equates to \( \phi(x) = 1 \), where the path is traversed through the systems as nodes are operational; that is, \( x_i = 1 \). (See Section 1.1.)

As an example, refer to Figure 5.1. In this particular system, if either of Nodes 3 or 4 fails, then no path exists through the diagram. However, if only one of Nodes 1 or 2 fails, with both of Nodes 3 and 4 operational, then a path exists through the system. Thus the network is operational if any of the following sets of nodes are operational:

\[
\{1, 3, 4\}, \{2, 3, 4\}, \{1, 2, 3, 4\}
\]

In this system, Nodes 1 and 2 are in parallel. The subsystem formed by Nodes 1 and 2, and Nodes 3 and 4 are all in series.

Consider a system with multiple nodes such that the external traffic goes to each node individually. Many systems in retail and manufacturing follow this model. For example, instead of viewing a series of checkout registers as a \( G/G/K \) queueing system, the system may be interpreted as a parallel logical topology of \( K \) nodes with separate but correlated traffic streams to each node. A manufacturing system in which each manufacturing site is responsible for assembling a portion of a widget may have separate shipments of raw materials arriving to each location.

In each of these examples, the separate traffic streams are certainly correlated. The arrivals to each node will be modeled by a nonhomogenous Poisson processes (NHPP), as in Chapter 2, with the introduction of a correlator process that will ensure all nodes are correlated but conditionally independent.

Let \( \{N_1(t) : t \geq 0\}, \{N_2(t) : t \geq 0\}, ..., \{N_k(t) : t \geq 0\} \) and a correlator process \( \{N_c(t) : t \geq 0\} \) be mutually independent nonhomogenous Poisson processes (NHPPs) with intensities \( \lambda_i(t), i = 1, ..., K \) and \( \lambda_c(t) \), respectively. Now suppose there are \( K \) components (or queues) in this system, denoted \( Q_{\ell,c}, \ell = 1, ..., K \) such that the arrival processes \( \{N_{\ell,c}(t) : t \geq 0\}, \ell = 1, ..., K \) are given by \( N_{\ell,c}(t) = N_{\ell}(t) + N_c(t) \).

By Lemma A.9 the sum of \( n \) independent NHPPs remains a NHPP. Thus, since \( \{N_{\ell}\}_{\ell=1}^K \) and \( \{N_c(t)\} \) are mutually independent, and \( N_{\ell}(t) = N_{\ell}(t) + N_c(t) \) is a NHPP, \( E[N_{\ell,c}(t)] = \lambda_{\ell}(t) + \lambda_c(t) \).

The covariance of \( N_\ell \) and \( N_{\ell'} \) is given by

\[
\text{Cov}(N_{\ell,c}, N_{\ell',c})(t) = E[N_{\ell,c}N_{\ell',c}] - E[N_{\ell,c}]E[N_{\ell',c}] = \lambda_c(t)
\]
and the correlation between $N_{1,c}$ and $N_{2,c}$ is thus given by

$$\rho_{N_{1,c},N_{2,c}(t)} = \frac{\text{Cov}(N_{1,c},N_{2,c})}{\sigma_{N_{1,c}} \sigma_{N_{2,c}}} = \frac{\lambda_c(t)}{\sqrt{(\lambda_1(t) + \lambda_c(t)) (\lambda_2(t) + \lambda_c(t))}}$$

### Survival Function of System with Two Correlated Nodes

#### Series System

Suppose two nodes $Q_{\ell,1}$ and $Q_{\ell,2}$ are arranged in series with arrival processes $N_1(t) = N_1(t) + N_c(t)$ and $N_2(t) = N_2(t) + N_c(t)$. Let the NHPPs $\{N_\ell : t \geq 0\}, \ell = 1, 2$ and $c$ have arrival times $\{T_{\ell,j}\}_{j=1}^{N_\ell(t)}$, service times $\{W_{\ell,j}\}_{j=1}^{N_\ell(t)}$, and stresses $\{H_{\ell,j}\}_{j=1}^{N_\ell(t)}$ as in Chapter 2. Assume that all stresses $H_{\ell,j} \overset{i.i.d.}{\sim} \mathcal{H}$. In addition, all service times regardless of node are i.i.d. with distribution $G_W(w)$ and pdf $g_W(w)$. Let the baseline breakdown rate for $Q_{\ell,c}$ be $r_{0_{\ell,c}}(t)$. Jobs in both queues add stress to the server until completion. Then for $Q_{\ell,c}$, the breakdown rate process for each node is given by

$$B_{\ell,c}(t) = r_{0_{\ell,c}}(t) + \sum_{j=1}^{N_\ell(t)} H_{\ell,j} \mathbb{1}(T_{\ell,j} \leq t < T_{\ell,j} + W_{\ell,j}) + \sum_{k=1}^{N_c(t)} H_k \mathbb{1}(T_k \leq t < T_k + W_k). \quad (5.1)$$

The system survives past time $t$ if and only if both $Q_{1,c}$ and $Q_{2,c}$ survive past time $t$. Let $Y_{i,c}, i = 1, 2$ be the random length of the node lifetime under workload (or renewal cycle if the node can be rebooted) $Q_{i,c}, i = 1, 2$, and $Y_S$ the system life under workload.

$Q_{1,c}$ and $Q_{2,c}$ are conditionally independent under $\{N_c(t) : t \geq 0\}, \{T_k = t_k\}_{k=1}^{N_c(t)}, \{W_k = w_k\}_{k=1}^{N_c(t)}$, and $\{H_{\ell,k} = \eta_{\ell,k}\}_{k=1}^{N_c(t)}$. Thus

$$P \left( Y_S > t \mid N_c(t), \{T_k = t_k\}_{k=1}^{N_c(t)}, \{W_k = w_k\}_{k=1}^{N_c(t)}, \{H_{\ell,k}\}_{k=1}^{N_c(t)} \right) = P \left( Y_{1,c} > t \cap Y_{2,c} > t \mid N_c(t), \{T_k = t_k\}_{k=1}^{N_c(t)}, \{W_k = w_k\}_{k=1}^{N_c(t)}, \{H_{\ell,k}\}_{k=1}^{N_c(t)} \right)$$

$$= \prod_{i=1}^2 P \left( Y_i > t \mid N_c(t), \{T_k = t_k\}_{k=1}^{N_c(t)}, \{W_k = w_k\}_{k=1}^{N_c(t)}, \{H_{\ell,k}\}_{k=1}^{N_c(t)} \right) \quad (5.2)$$

By Lemma [A.10]

$$P \left( Y_{\ell,c} > t \mid N_c(t), \{T_k = t_k\}_{k=1}^{N_c(t)}, \{W_k = w_k\}_{k=1}^{N_c(t)}, \{H_{\ell,k}\}_{k=1}^{N_c(t)} \right) = F_{0_{\ell,c}}(t) \exp \left( - \sum_{k=1}^{N_c(t)} H_k \min(W_k, t - T_k) \right) \times \exp \left( - E_H \left[ H \int_0^t \exp(-H w) m_\ell (t - w) G_W(w) dw \right] \right) \quad (5.3)$$
where $F_{0_{t,c}} = \exp \left(-\int_0^t r_0(x)dx \right)$. Thus from (5.2),

$$
P \left( Y_s > t \left| N(t)_c, \{T_k\}_{k=1}^{N(t)_c}, \{W_k\}_{k=1}^{N(t)_c}, \{H_k\}_{k=1}^{N(t)_c} \right. \right) = F_{0_{t,c}}(t)F_{0_{t,c}}(t) \exp \left( -2 \sum_{k=1}^{N(t)_c} \min(W_k, t-T_k) \right) \times \exp \left( -E \left[ \mathcal{H} \int_0^t (m_1(t-w) + m_2(t-w)) \exp(-\mathcal{H}w)G_{W}(w)dw \right] \right)
$$

The unconditional survival function for the two-component correlated series system is given in the following theorem.

**Theorem 5.1.** Let $\{N_1(t): t \geq 0\}, \{N_2(t): t \geq 0\}$, and $\{N_c(t): t \geq 0\}$ be independent NHPPs with intensities $\lambda_1(t), \lambda_2(t), \lambda_c(t)$, respectively. Suppose all arrival times $\{T_k\}_{k=1}^{N_1(t)}, \alpha = 1, 2; c$ are independent. Let all service times $\{W_k\}_{k=1}^{N_1(t)}, \alpha = 1, 2; c$ be i.i.d. with pdf $g_{W}(w)$ and distribution $G_{W}(w)$ and mutually independent of all arrival times. Let all stresses $\{H_k\}_{k=1}^{N_1(t)}, \alpha = 1, 2; c$ be i.i.d. with distribution $\mathcal{H}$ as given in Theorem 2.1 and mutually independent of arrival times and service times. Suppose we have a system of two components ($Q_{1,c}$ and $Q_{2,c}$) arranged logically in series, where each component has an arrival process $N_i(t) = N_1(t) + N_c(t), i = 1, 2$. Then the survival function of the system $S_{Y_i}(t)$ is given by

$$
S_{Y_i}(t) = F_{0_{t,c}}(t)F_{0_{t,c}}(t) \exp \left( -E \left[ \mathcal{H} \int_0^t (m_1(t-w) + m_2(t-w)) \exp(-\mathcal{H}w)G_{W}(w)dw \right] \right) \times \exp \left( -2E \left[ \mathcal{H} \int_0^t \exp(-2\mathcal{H}w)m_c(t-w)G_{W}(w)dw \right] \right)
$$

**Proof.** The proof is analogous to the proof of Theorem 2.1. In particular, the conditional survival function is given by

$$
S_{Y_i}(t) = E \left[ P \left( Y_s > t \left| N_c(t), \{T_k\}_{k=1}^{N_c(t)_c}, \{W_k\}_{k=1}^{N_c(t)_c}, \{H_k\}_{k=1}^{N_c(t)_c} \right. \right) \right] = F_{0_{t,c}}(t)F_{0_{t,c}}(t) \exp \left( -E \left[ \mathcal{H} \int_0^t (m_1(t-w) + m_2(t-w)) \exp(-\mathcal{H}w)G_{W}(w)dw \right] \right) \times E \left[ \exp \left( -2 \sum_{k=1}^{N_c(t)_c} \min(W_k, t-T_k) \right) \right] \text{.}
$$

To obtain the survival function, the above expectation is obtained in a similar manner as in the proof of Theorem 2.1 replacing the $\mathcal{H}_k$ with $2\mathcal{H}_k$ to immediately see the given result. 

**Parallel System**

Now suppose the same conditions (1)-(4) are retained but the network is in parallel rather than series. In this case, the system fails only if both components fail. Thus, conditioning on the entire
\{N_c\} process, both \(Q_{1,c}\) and \(Q_{2,c}\) are now independent, and

\[
P( Y_s < t \mid N_c(t), \{ T_j \}_{j=1}^{N_c(t)}, \{ W_j \}_{j=1}^{N_c(t)}, \{ H_j \}_{j=1}^{N_c(t)} )
= 2 \prod_{\ell=1}^2 P( Y_{\ell,c} < t \mid N_c(t), \{ T_j \}_{j=1}^{N_c(t)}, \{ W_j \}_{j=1}^{N_c(t)}, \{ H_j \}_{j=1}^{N_c(t)} )
\]

Hence, the conditional survival function of the parallel system is given by

\[
P( Y_s > t \mid N_c(t), \{ T_j \}_{j=1}^{N_c(t)}, \{ W_j \}_{j=1}^{N_c(t)}, \{ H_j \}_{j=1}^{N_c(t)} )
= 1 - P( Y_s < t \mid N_c(t), \{ T_j \}_{j=1}^{N_c(t)}, \{ W_j \}_{j=1}^{N_c(t)}, \{ H_j \}_{j=1}^{N_c(t)} )
= 2 \prod_{\ell=1}^2 P( Y_{\ell,c} > t \mid N_c(t), \{ T_j \}_{j=1}^{N_c(t)}, \{ W_j \}_{j=1}^{N_c(t)}, \{ H_j \}_{j=1}^{N_c(t)} )
\]

Using Lemma A.10 (Appendix A),

\[
P( Y_s > t \mid N_c(t), \{ T_j \}_{j=1}^{N_c(t)}, \{ W_j \}_{j=1}^{N_c(t)}, \{ H_j \}_{j=1}^{N_c(t)} )
= f_{0_1}(t) \exp \left( -\sum_{j=1}^{N_c(t)} H_j \min(W_j, t-T_j) \right) \exp \left( -E_H \int_0^t e^{-H w} m_1(t-w) G_W(w) dw \right) + f_{0_2}(t) \exp \left( -\sum_{j=1}^{N_c(t)} H_j \min(W_j, t-T_j) \right) \exp \left( -E_H \int_0^t e^{-H w} m_2(t-w) G_W(w) dw \right) + f_{0_1}(t) f_{0_2}(t) \exp \left( -2 \sum_{j=1}^{N_c(t)} H_j \min(W_j, t-T_j) \right) \times \exp \left( -E_H \int_0^t (m_1(t-w) + m_2(t-w)) e^{-H w} G_W(w) dw \right)
\]

(5.6)

Now we may find \(S_{Y_s}(t)\) for the parallel system in the same manner as the series system. Then, denoting \(f_{H}^{r_1}(t) = qH \int_0^t e^{-qH w} m_r(t-w) G_w(w) dw\), where \(r = \{1, ..., K, c\}\) and \(q \in \mathbb{N}\),

\[
P(Y_s > t) = f_{0_1}(t) \exp \left( -E_H [f_{H}^{1_1}(t) + f_{H}^{1_2}(t)] \right) + f_{0_2}(t) \exp \left( -E_H [f_{H}^{2_1}(t) + f_{H}^{2_2}(t)] \right)
- f_{0_1}(t) f_{0_2}(t) \exp \left( -E_H [f_{H}^{1_1}(t) + f_{H}^{2_1}(t)] \right) \exp \left( -E_H [f_{H}^{2_2}(t)] \right)
\]

(5.7)

Generalization to Systems of \(K\) Components

The systems in the previous subsections are generalized to \(K\) components, all with the same correlator process \(N_c\). Thus we now have components \(Q_{1,c}, ..., Q_{K,c}\) with arrival processes \(N_{\ell,c}(t) = N_\ell(t) + N_c(t), \ell = 1, ..., K\).
Survival Function of Series System with \( K \) Correlated Components

The conditional survival function for a system with \( K \) correlated nodes, all correlated by the same process \( N_\ell(t) \), is a straightforward generalization of (5.4) and is given by

\[
P(Y_s > t \mid N_\ell(t), \{ T_\ell \}_\ell = 1^K, \{ W_\ell \}_\ell = 1^K, \{ H_\ell \}_\ell = 1^K) = \left( \prod_{\ell = 1}^K F_{\ell,t} \right) \exp \left( -K \sum_{\ell = 1}^K H_\ell \min(W_\ell, t - T_\ell) \right)
\]

and thus the unconditional survival function for a series system of \( K \) correlated components is given by

\[
S_{Y_s}(t) = \left( \prod_{\ell = 1}^K F_{\ell,t} \right) \exp \left( -E_H \left[ H \int_0^t \left( \sum_{\ell = 1}^K m_\ell(t - w) \right) \exp(-Hw) G_W(w) dw \right] \right)
\]

\[
\times \exp \left( -KE_H \left[ H \int_0^t \exp(-Khw) m_\ell(t - w) G_W(w) dw \right] \right)
\]

Survival Function of Parallel System with \( K \) Correlated Components

For a system with \( K \) components in parallel, note again that the systems fails if and only if every component fails. Let \( \xi_{\ell,t}(t) = P(Y_{\ell,t} > t \mid N_\ell(t), \{ T_\ell \}_\ell = 1^K, \{ W_\ell \}_\ell = 1^K, \{ H_\ell \}_\ell = 1^K \). Then the conditional survival function for the \( K \)-component parallel system is given by

\[
P(Y_s > t \mid N_\ell(t), \{ T_\ell \}_\ell = 1^K, \{ W_\ell \}_\ell = 1^K, \{ H_\ell \}_\ell = 1^K) = 1 - \prod_{\ell = 1}^K (1 - \xi_{\ell,t}(t))
\]

Denote \( \xi = (\xi_{1,c}, ..., \xi_{K,c}) \) as the \( K \)-tuple of 1’s. Then

\[
1 - \prod_{\ell = 1}^K (1 - \xi_{\ell,c}(t)) = 1 - \sum_{v \leq 1} \left( \prod_{\ell = 1}^K \left( \begin{array}{c} 1 \\ v \end{array} \right) \right) (-1)^{1-v} \xi^{1-v}
\]

\[
= 1 - \sum_{s_1 = 0}^1 \cdots \sum_{s_K = 0}^1 (-1)^{1-s_1} \xi_1^{1-s_1} \cdots (-1)^{1-s_K} \xi_K^{1-s_K}
\]

(5.10)

Let \( S = \{ s = (s_1, ..., s_K) : s_\ell = 0,1 \} \) denote all possible combinations of \( s \) in the terms of (5.10).

Let \( L_s = \{ \ell : s_\ell = 0 \text{ in } s_s, s_s \in S \} \). Then we may express (5.10) in the following way:

\[
1 - \prod_{\ell = 1}^K (1 - \xi_{\ell,c}(t)) = 1 - \sum_{s \in S} (-1)^s \xi^s
\]

(5.11)
Using Lemma A.10,

\[\xi_s = \left( \prod_{\ell \in L} F_{0,\ell}(t) \right) \exp \left( -E_H \left[ \mathcal{H} \int_0^t \left( \sum_{\ell \in L} \sigma_m(t-w) \right) e^{-H_w \mathcal{G}_W(w)dw} \right] \right) \times \exp \left( -|L_{\sigma}| \sum_{j=1}^{N_c(t)} H_{j_{\ell}} \min(W_{j_{\ell}}, t-T_{j_{\ell}}) \right) \]

(5.12)

Thus, in a similar fashion to Theorem 5.1, the survival function for a system of \(K\) correlated components in parallel is given by

\[S_{Y_s}(t) = 1 - \sum_{s \in S} (-1)^s E[\xi_s] \]

\[= 1 - \sum_{s \in S} (-1)^s \left( \prod_{\ell \in L} F_{0,\ell}(t) \right) \exp \left( -E_H \left[ \mathcal{H}e^{-\mathcal{H}_W \sum_{\ell \in L} \sigma_m(t-w)} \right. \right. \]

\[\left. + \left| L_{\sigma} \right| H_{j_{\ell}} \right) \]

\[\left( \sum_{j=1}^{N_c(t)} W_{j_{\ell}} \min(W_{j_{\ell}}, t-T_{j_{\ell}}) \right) \]

(5.13)

Selected Additional System Architectures and a Generalized Method for Obtaining System Survival Functions

This section extends the same principle of multiple nodes with one correlator process to other selected logical system architectures. As a brief example, the structure function of the series system with \(K\) components is given by \(\phi_{\text{series}}(x) = \prod_{\ell=1}^{K} x_{\ell}\). Replacing the binary \(x_{\ell}\) by the conditional survival function

\[P \left( Y_{\ell,c} > t \left| N_{\ell}(t), \{ T_{k_{\ell}} \}_{k_{\ell}=1}^{N_{\ell}(t)}, \{ W_{j_{\ell}} \}_{j_{\ell}=1}^{N_{\ell}(t)}, \{ H_{j_{\ell}} \}_{j_{\ell}=1}^{N_{\ell}(t)} \right. \right) \]

for each component given by Lemma A.10, the conditional survival function for the series system given in (5.8) is completely analogous to the structure function \(\phi\).

The structure function for a parallel system is given by \(\phi_{\text{parallel}}(x) = 1 - \prod_{\ell=1}^{K} (1 - x_{\ell})\) which may be expanded into the form of (5.10). Thus, using similar logic, the conditional survival function of a parallel system is analogous to the structure function of a parallel system. Therefore, for both a series and parallel system, the binary state variable \(x_{\ell}\) and the conditional survival function for node \(\ell\) may be viewed to be in a one-to-one correspondence of sorts. Thus, the system survival function is isomorphic to the system structure function for both series and parallel systems. Since every logical system architecture can be written either as a series system comprised of parallel subsystems or a parallel system comprised of series subsystems, we only need the structure function
expressed as a linear combination of powers of $x_{\ell}$, $\ell = 1, ..., K$ in order to obtain the system survival function.

In the subsequent subsections, a selection of other logical system architectures provides examples illustrating the above method.

**Bridge System**

![Figure 5.2: Block Diagram of a Bridge Structure](image)

Figure 5.2 gives the logical block diagram for a system with a bridge-style reliability. Some communications networks may use a bridge system when there are alternative ways of connecting devices such as telephones or computers. The bridge system provides many possible ways to "complete the circuit" for relatively few components compared to a parallel system with higher reliability than a series system.

As before, each node still has its own arrival process; thus the diagram given above is logical and reveals the various combinations of working components required for the system to work. It can be easily seen that the system survives past time $t$ if any one of the following sets of components all survive past $t$:

\{1, 3, 5\} \{1, 4\} \{2, 3, 4\} \{2, 5\}

We may give an equivalent block diagram of the bridge system using repeated components in Figure 5.3.

![Figure 5.3: Alternative Representation of a Bridge Structure](image)
Then the structure function may be easily derived using prior knowledge of series and parallel systems by breaking the above diagram into a parallel system of series subsystems. Therefore,

\[ \phi(x) = 1 - (1 - x_1 x_3 x_5)(1 - x_1 x_4)(1 - x_2 x_3 x_4)(1 - x_2 x_5) \]

Expanding the above and replacing \( x_t \) by \( P(Y_t > t|N_c(t), \{H_{ij}\}, \{T_{ij}\}, \{W_{ij}\}) \) one may derive the conditional survival function for the bridge system. Let \( S_{ij} = \sum_{i=1}^{N_c(t)} H_{ij} \min(W_{ij}, t - T_{ij}) \), and let \( F_{t}^H = \sum_{i=1}^{N_c(t)} H_{ij} \min(W_{ij}, t - T_{ij}) \), and let \( F_{t}^H(t) = \sum_{i=1}^{N_c(t)} H_{ij} \min(W_{ij}, t - T_{ij}) \). Then

\[
P(Y_S > t|N_c(t), \{H_{ij}\}, \{T_{ij}\}, \{W_{ij}\}) = e^{-2S_k} \left[ F_{t}^H(t) \exp \left(-E_{H} \left[ f_{H}^{1,4} (t) \right] \right) + F_{t}^H(t) \exp \left(-E_{H} \left[ f_{H}^{2,5} (t) \right] \right) \right] + e^{-3S_k} \left[ F_{t}^H(t) \exp \left(-E_{H} \left[ f_{H}^{1,3,5} (t) \right] \right) + F_{t}^H(t) \exp \left(-E_{H} \left[ f_{H}^{2,3,5} (t) \right] \right) \right] - e^{-4S_k} \left[ F_{t}^H(t) \exp \left(-E_{H} \left[ f_{H}^{1,2,4,5} (t) \right] \right) \right] - e^{-5S_k} \left[ F_{t}^H(t) \exp \left(-E_{H} \left[ f_{H}^{1,3,5} (t) \right] \right) \right]
\]

\[
+ e^{-6S_k} \left[ F_{t}^H(t) F_{t}^H(t) \exp \left(-E_{H} \left[ 2 f_{H}^{3,1} (t) + f_{H}^{1,2,4,5} (t) \right] \right) \right] + e^{-7S_k} \left[ F_{t}^H(t) F_{t}^H(t) \exp \left(-E_{H} \left[ 2 f_{H}^{3,1} (t) + f_{H}^{1,2,4,5} (t) \right] \right) \right] + e^{-8S_k} \left[ F_{t}^H(t) F_{t}^H(t) \exp \left(-E_{H} \left[ 2 f_{H}^{3,1} (t) + f_{H}^{1,2,4,5} (t) \right] \right) \right] + e^{-9S_k} \left[ F_{t}^H(t) F_{t}^H(t) \exp \left(-E_{H} \left[ 2 f_{H}^{3,1} (t) + f_{H}^{1,2,4,5} (t) \right] \right) \right] \]
\]

We may use the linearity of expectation to simply replace \( e^{-qS_k} \) by \( \exp \left( E_{H} \left[ f_{H}^{1} \right] \right) \) in (5.14) to obtain \( S_Y(t) \) for the bridge system. While not completely tractable, the survival function is given in closed form and illustrates a general technique wherein we may use the expansion of a structure function in order to derive the conditional survival function for any system where all components are correlated by one process \( \{N_c(t)\} \). This conditional survival function will always be linear in \( e^{-qS_k} \), and thus the unconditional survival function may be easily obtained using the already
well-developed method. We illustrate this with another example.

**k-of-n System**

The $k$-of-$n$ system has $n$ nodes in parallel of which $k$ must be functioning in order for the system to remain functioning. This is a generalization of the series system ($n$-of-$n$) and the parallel system ($1$-of-$n$). The structure function of a $k$-of-$n$ system is given by

$$\phi(x) = 1 - \prod_{\ell=1}^{n} \left( 1 - \prod_{j=1}^{k} x_{\ell,j} \right)$$  \hspace{1cm} (5.15)

By replacing $\ell_j$ with the appropriate conditional survival function for component $\ell$ and expanding (5.15), we may again arrive at the system survival function conditioned upon $\{N_c(t) : t \geq 0\}$. Because this system may also be expressed as a parallel system of series subsystems, the conditional survival function will again be linear in $e^{-qS_c}$ and thus the linearity of expectation allows for straightforward computation of the system survival function.

**Example 5.1 (2-of-3 system).** Figure 5.4 gives the logical block diagram for a 2-of-3 system. Thus, using (5.15), the structure function for the 2-of-3 system is given by

$$\phi(x) = 1 - (1 - x_1x_2)(1 - x_1x_3)(1 - x_2x_3)$$

$$= \sum_{i=1}^{2} \sum_{j=i+1}^{3} x_i x_j - \sum_{i=1}^{3} x_i^2 x_j x_k + \prod_{i=1}^{3} x_i^2$$  \hspace{1cm} (5.16)

Using the technique described in Section 5.1, one may arrive at the unconditional survival function of the 2-of-3 system:
\[ S_{Y_5}(t) = \exp \left( -E_H[f_{H}^{c,2}(t)] \right) \left[ \sum_{i=1}^{2} \sum_{j=i+1}^{3} F_{0}(t) F_{0}(t) \exp \left( -E_H[f_{H}^{i,1}(t) + f_{H}^{j,1}(t)] \right) \right] \]
\[ \times \exp \left( -E_H[f_{H}^{c,4}(t)] \right) \left[ \sum_{i=1}^{3} \sum_{j,k \neq i} F_{0}(t) F_{0}(t) F_{0}(t) \exp \left( -E_H \left[ 2f_{H}^{i,1}(t) + f_{H}^{j,1}(t) + f_{H}^{k,1}(t) \right] \right) \right] \]
\[ + \exp \left( -E_H[f_{H}^{c,6}(t)] \right) \left( \prod_{\ell=1}^{3} F_{0}(t) \right) \exp \left( -E_H \left[ 2 \sum_{i=1}^{3} f_{H}^{i,1}(t) \right] \right) \] 

(5.17)
Chapter 6

Conclusion and Future Research

The growth of dynamic and complex servers and the associated networks necessitates general and adaptable reliability models for a variety of business concerns, including failure prediction, resource allocation, network architecture, and control policy design and implementation. Cha and Lee \[9\] created a fairly general dynamic model that accounted for nonhomogenous arrival times and any generic service time distribution. This work generalized \[9\] in several ways. In Chapter 2, the constant stress assumption was relaxed, and a model was created in which customers to a server can stress the server according to a distribution $H$ with finite expectation. Cha and Lee also defined a performance measure of the server, $ψ$, called the server efficiency. $ψ$ measured the long-term average number of jobs completed during a server renewal cycle, where a renewal cycle is defined as a server lifetime plus the reboot time after a crash. They provided a numerical example of $ψ$ under constant stress $η$, constant intensity $λ$, and Rayleigh service time distribution. In this scenario, $ψ$ had a global maximum at $λ^∗$. Chapter 3 studied the efficiency $ψ$ further, and explored the effect of service time distribution on the efficiency for the uniform, compact support, Erlang, and exponential classes. Sufficient conditions were derived in all but the exponential case that guaranteed the existence of a maximum $ψ$. The conditions derived are quite restrictive, in that failing to meet the condition does not imply $ψ$ lacks a maximum. Numerical examples were given that illustrate this.

In addition, it was proven that for $g_W(w) = \text{Uniform}[0, b], b > 0$, and under certain conditions on the exponential class, $ψ$ increases without bound. This is antithetical to actual server behavior; the contradiction likely stems from $g_W(w)$ having positive mass at 0. This would imply a job can be serviced in exactly 0 time with positive probability, which is impossible, as is a server with monotonically increasing efficiency for ever-increasing arrival rates. This contradictory behavior lends legitimacy to the model in that it behaves as it should under appropriate service time distributions, and gives nonsensical results for inappropriate distributions. Since the exponential distribution in particular is commonly used to model service times to due favorable mathematical properties such as memorylessness, the analysis in Chapter 3 provides a powerful justification for
the abandonment of its use as a service distribution. Future research in this area would include the strengthening of sufficient conditions for the existence of a maximum in $\psi$, in addition to proving the postulation that $\psi$ will never have a maximum if $g_W(w)$ has any positive mass at 0.

Chapter 4 considered additional extensions to the RSBR model from Chapter 2 to two different multi-channel cases. First, since many applications (particularly retail and logistics), experience load-balancing allocation to queues or channels, whether forced or natural, we presented the conditional survival function of a server under this allocation scheme. This allocation scheme causes the set of service intervals $\{I_j = [T_j, T_j + W_j]\}$ and the total server stress to become completely dependent. Thus, the breakdown rate process has full memory and lacks any level of independence. Future research would include deriving upper and lower estimates for the survival function of the server under a load-balancing allocation scheme.

Another extension considered in Chapter 4 was a clustered-task multichannel server in which customers arrive to a server and select 0 to $N$ possible tasks. The selection of each task $j$ is a Bernoulli random variable, and the set of Bernoulli random variables $\{\varepsilon_j : j = 1, ..., N\}$ may or may not be correlated. Both cases were considered, and the survival function given for both. In the case of uncorrelated Bernoulli random variables, the number of possible tasks selected by a customer is a standard $\text{Bin}(N, p)$ distribution, and the corresponding server survival function has a pleasantly compact form. The correlated case was also considered wherein the Bernoulli random variables were constructed via the method in [14], and the corresponding survival function was presented.

Chapter 5 described the construction of networks of RSBR servers when the arrival processes to each server (or node) are correlated by a correlator process $\{N_c(t) : t \geq 0\}$. The conditional survival function for a series system and parallel system of $K$ components was derived; since every system may be written as a parallel system of series subsystem with repeated components, and the conditional survival function of the system is isomorphic to the structure function of the system, the conditional survival function of any system may be determined in a straightforward manner. In addition, due to the conditionally independent nature of the nodes, the conditional survival function is linear in the correlator process and thus the survival function of any system may be obtained using the linearity of expectation and the strategy in the proof of Theorem 2.1.

Future research in the direction of Chapter 5 will include the addition of multiple correlator processes, creating a “correlation topology” in addition to the logical topology. The interaction between such topologies may prove not only mathematically interesting but may also aid in the design and modeling of highly sophisticated dynamic networks.

In addition, one can look at a hybrid stochastic server in which the stress distribution $\mathcal{H}$ is nonconstant in time. This approach would encompass many situations in which the workload
its own, regardless of any change in arrival traffic, can vary with time. One possible scenario would be a warehouse with retail inventory. Orders for shipment would be the analogue to server requests, and the stress to the server (the warehouse in this case) would be the items and quantities ordered. Holiday seasons may cause a temporary shift in the order size, and thus the entire distribution of $\mathcal{H}$ may change seasonally.

A possible extension to the clustered-task mulichannel server with correlated tasks detailed in Chapter 4 would be to consider a nonconstant $\delta$. The dependency coefficient in [14] is constant as the binary tree is built, but can be generalized to be a function of the level in the tree. As a contrived example, consider a group of people debating a joint restaurant location. The 6th person’s response to a particular choice will be much more influenced by the previous answers than the 2nd. The reliability of a clustered-task multichannel server will likely change significantly under this even more generalized binomial distribution.
Appendix A

Auxiliary Lemmas

A.1 Chapter 2

Lemma A.1 (Conditional Joint Distribution of Arrival Times). Let \( \{N(t)\} \) be a nonhomogenous Poisson process describing the arrivals of client requests to the web server, and let \( T_1, ..., T_n \) be the arrival times of the client requests. Then, given \( N(t) = n \), the conditional joint distribution of \( T_1, ..., T_n \), denoted \( f_{T_1, ..., T_n|N(t)=n}(t_1, ..., t_n) \) has distribution equal to the joint distribution of the order statistics \( T'_1, ..., T'_n \), where \( T'_1, ..., T'_n \) are i.i.d. with pdf \( f(x) = \frac{\lambda(x) m(t)}{m(t)} \). The pdf is given by

\[
f_{T_1, ..., T_n\mid N(t)=n}(t_1, ..., t_n) = \frac{n!}{m(t)} \prod_{i=1}^{n} \lambda(t_i), \quad 0 \leq t_1 \leq ... \leq t_n \leq t
\]

Proof. Let \( N(t) = n \), and let \( 0 < t_1 < ... < t_n < t \). Let \( h_i, i = 1, .., n \) be small enough such that \( t_i + h_i < t_{i+1} \) \( \forall \ i = 1, .., n - 1 \). Denote \( A_i \) as the event that the server sees exactly 1 arrival in \([t_i, t_i + h_i]\), and \( B \) be the event that no events arrive outside the set

\[
U := [0, t_1] \cup [t_1, t_1 + h_1] \cup [t_2, t_2 + h_2] \cup ... \cup [t_n, t_n + h_n] \cup [t_n + h_n, t].
\]

Then

\[
P(t_i \leq T_i \leq t_i + h_i, i = 1, ..., n\mid N(t) = n) = \frac{P(A_1 \cap A_2 \cap ... \cap A_n \cap B)}{P(N(t) = n)}
\]

From (1.1) in the preliminaries, \( P(N(t) = n) = \frac{e^{-m(t)} m(t)^n}{n!} \). For each \( i = 1, ..., n \)

\[
P(t_i \leq T_i \leq t_i + h_i) = P(N(t_i + h_i) - N(t_i) = 1) = e^{-(m(t_i + h_i) - m(t_i)) (m(t_i + h_i) - m(t_i))}
\]
The next step is the calculation of \( P(B) \). The complement of the set \( U \) can be broken into the disjoint intervals \([0, t_1], [t_1 + h_1, t_2], ...,[t_i + h_i, t_{i+1}], ...,[t_n + h_n, t]\) By items (1) - (4) in the definition of a NHPP,

\[
P(B) = P[N(t) - N(t_n + h_n) = 0] = \prod_{i=1}^{n-1} P[N(t_{i+1}) - N(t_i + h_i) = 0]
= e^{-m(t_i)} e^{-\left(m(t) - m(t_n + h_n)\right)} \prod_{i=1}^{n-1} e^{-\left(m(t_{i+1}) - m(t_i + h_i)\right)}
= \exp\left(-m(t) + \sum_{i=1}^n m(t_i) - \sum_{i=1}^n (m(t_i) + h_i)\right)
\]

Now, again using (2) in the definition, and simplifying,

\[
P(t_i \leq T_i \leq t_i + h_i, i = 1, ..., n | N(t) = n) = \prod_{i=1}^n P(t_i \leq T_i \leq t_i + h_i)
= n! \prod_{i=1}^n \frac{m(t_i + h_i) - m(t_i)}{m(t)}
\]

Letting \( h_i \to 0 \) \( \forall i \),

\[
f_{T_1,...,T_n | N(t)=n}(t_1,...,t_n | n) = n! \prod_{i=1}^n \frac{\lambda(t_i)}{m(t)}
\]

\( \square \)

**Lemma A.2** (Expectation of \( e^{-\eta_j \min(W_j, t-T_j)} \)).

\[
E \left[ e^{-\eta_j \min(W_j, t-T_j)} \left| W_j\right. \right] = \frac{1}{m(t)} \left( m(t) - \eta_j \int_0^t e^{-\eta_j (t-x)} m(t-w) \mathcal{G}_W(w) dw \right)
\]

**Proof.** Two cases must be considered: (1) \( w \leq t \) and (2) \( w > t \). For \( w \leq t \),

\[
E \left[ e^{-\eta_j \min(W_j, t-T_j)} \left| W_j\right. \right] = \int_0^w e^{-\eta_j w} \frac{\lambda(x)}{m(t)} dx + \int_0^t e^{-\eta_j (t-x)} \frac{\lambda(x)}{m(t)} dx
= e^{-\eta_j w} \frac{m(t-w)}{m(t)} + e^{-\eta_j t} \int_0^t e^{\eta_j x} \frac{\lambda(x)}{m(t)} dx
\]

For \( w > t \),

\[
E \left[ e^{-\eta_j \min(W_j, t-T_j)} \left| W_j\right. \right] = e^{-\eta_j t} \int_0^t e^{\eta_j x} \frac{\lambda(x)}{m(t)} dx
\]
Therefore,

\[ E_W \left[ e^{-\eta_{ij} \min(W_j, t-T')} \right] = E_W \left[ E \left[ e^{-\eta_{ij} \min(W_j, t-T')} \bigg| W_j = w \right] \right] \]

\[ = \frac{1}{m(t)} \left( \int_0^t e^{-\eta_{ij} w} m(t-w)g_W(w)dw \right. \]

\[ + e^{-\eta_{ij} t} \int_0^t \int_t^{t-w} e^{\eta_{ij} x} \lambda(x)dxg_W(w)dw \]

\[ + \bar{G}_W(t)e^{-\eta_{ij} t} \int_0^t e^{\eta_{ij} x} \lambda(x)dx \]  

\[ = \frac{1}{m(t)} \left( \int_0^t e^{-\eta_{ij} w} m(t-w)g_W(w)dw \right) \]

\[ + e^{-\eta_{ij} t} \int_0^t e^{\eta_{ij} x} \lambda(x)\bar{G}_W(t-x)dx \]  

Combining the second and third terms:

\[ = \frac{1}{m(t)} \left( \int_0^t e^{-\eta_{ij} w} m(t-w)g_W(w)dw \right. \]

\[ + \int_0^t e^{-\eta_{ij} w} \lambda(t-w)\bar{G}_W(w)dw \]  

Changing variables again in the second term, using \( w = t - x \), we get

\[ = \frac{1}{m(t)} \left( \int_0^t e^{-\eta_{ij} w} m(t-w)g_W(w)dw \right) \]

\[ + \int_0^t e^{-\eta_{ij} w} \lambda(t-w)\bar{G}_W(w)dw \]  

Integrating the first term by parts, we get

\[ = \frac{1}{m(t)} \left( \left[ -e^{-\eta_{ij} w} m(t-w)\bar{G}_W(w) \right]_0^t \right. \]

\[ - \int_0^t (\eta_{ij} e^{-\eta_{ij} w} m(t-w) + e^{-\eta_{ij} w} \lambda(t-w))\bar{G}_W(w)dw \]

\[ + \int_0^t e^{-\eta_{ij} w} \lambda(t-w)\bar{G}_W(w)dw \]  

\[ = \frac{1}{m(t)} \left( m(t) - \eta_{ij} \int_0^t e^{-\eta_{ij} w} m(t-w)\bar{G}_W(w)dw \right) \]
Lemma A.3 (Conditional distribution of Renewal Cycle Length). The conditional distribution \( f_{Y|\mathfrak{R}, \mathfrak{N}, h, n}(t|\mathfrak{r}, \mathfrak{v}, h, n) \) is given by

\[
f_{Y|\mathfrak{R}, \mathfrak{N}, h, n}(t|\mathfrak{r}, \mathfrak{v}, h, n) = \exp \left( -\int_0^t r_0(s) ds - \sum_{j=1}^n \eta_j \min(v_j, t - r_j) \right) \times \left( r_0(t) + \sum_{j=1}^n \eta_j I(v_j > t - r_j) \right)
\]

Proof. Denote the condition \( C = \{ \mathfrak{R} = \mathfrak{r}, \mathfrak{N} = \mathfrak{v}, h, N(t) = n \} \). Then

\[
f_{Y|C}(t|c) = \lim_{\Delta t \to 0} \frac{1}{\Delta t} \left( P(Y > t|C = c) - P(Y > t + \Delta t|C = c) \right) \quad (A.1)
\]

From (2.2),

\[
P(Y > t|C = c) = \exp \left( -\int_0^t r_0(s) ds - \sum_{j=1}^n \eta_j \min(v_j, t - r_j) \right)
\]

Recall that \( B(s) = r_0(s) + \sum_{j=1}^{N(t)} I(R_j \leq s \leq R_j + V_j) \). We now derive \( P(Y > t + \Delta t|C = c) \).

Let \( A_k = \{ N(t + \Delta t) - N(t) = k \} \) be the event such that \( k \) requests arrived between \( t \) and \( t + \Delta t \). From the definition of a nonhomogenous Poisson process [23],

\[
P(A_0) = 1 - \lambda(t) \Delta t + o(\Delta t) = e^{-(m(t + \Delta t) - m(t))}
\]

\[
P(A_1) = \lambda(t) \Delta t + o(\Delta t) = (m(t + \Delta t) - m(t)) e^{-(m(t + \Delta t) - m(t))}
\]

\[
\vdots
\]

\[
P(A_k) = \frac{(m(t + \Delta t) - m(t))^k}{k!} e^{-(m(t + \Delta t) - m(t))}
\]

for \( k \geq 2 \). By the Law of Total Probability,

\[
P(Y > t + \Delta t|C = c) = \sum_{k=0}^{\infty} P(Y > t + \Delta t|C \cap A_k) P(A_k) \quad (A.2)
\]

We look at each fixed \( k \) and show that the terms for \( k \geq 2 \) are of \( o(\Delta k) \). For \( k = 0 \),

\[
P(Y > t + \Delta t|C \cap A_0) P(A_0) = e^{-\int_0^{t+\Delta t} B(s) ds} (1 - \lambda(t) \Delta t + o(\Delta t))
\]

\[
= e^{-\int_0^t B(s) ds} e^{-\int_t^{t+\Delta t} B(s) ds} (1 - \lambda(t) \Delta t + o(\Delta t))
\]

\[
(A.3)
\]
\[
\int_t^{t+\Delta t} B(s)ds = \int_t^{t+\Delta t} r_0(s)ds + \left(\sum_{j=1}^{n} \eta_j^{i_j} \mathbb{1}(v_j > t - r_j)\right) \Delta t
\]

\[
= r_0(t) + o(\Delta t) + \left(\sum_{j=1}^{n} \eta_j^{i_j} \mathbb{1}(v_j > t - r_j)\right) \Delta t
\]

Using the fact that \(e^{-x+o(x)} = 1 - x + o(x)\) for small \(x\),

\[
e^{-\int_t^{t+\Delta t} B(s)ds} = 1 - \left( r_0(t) + \sum_{j=1}^{n} \eta_j^{i_j} \mathbb{1}(v_j > t - r_j)\right) \Delta t + o(\Delta t)
\]

Substituting into (A.3),

\[
P(Y > t + \Delta t | C \cap A_0)P(A_0) = \left[ e^{-\int_0^t B(s)ds}1 - \left( r_0(t) + \sum_{j=1}^{n} \eta_j^{i_j} \mathbb{1}(v_j > t - r_j)\right) \Delta t + o(\Delta t) \right]
\]

\[
\quad \times \left[ 1 - \lambda(t)\Delta t + o(\Delta t) \right]
\]

\[
= e^{-\int_0^t B(s)ds} \left( 1 - [r_0(t) + \sum_{j=1}^{n} \eta_j^{i_j} \mathbb{1}(v_j > t - r_j)]\Delta t - \lambda(t)\Delta t + o(\Delta t) \right)
\]

(A.4)

Now, for \(k = 1\), we must contend with the arrival of one request in \([t, t + \Delta t]\) in addition to the \(n\) fixed arrivals given by \(C\). Call this arrival \(t_1\), with corresponding time to completion \(w_1\). We then have two cases:

1. \(t_1 + w_1 < t + \Delta t\), that is, the request arrives and is serviced before \(t + \Delta t\), or
2. \(t_1 + w_1 > t + \Delta t\). In this case, the service time is greater than \(\Delta t\).

With both of these cases, the failure rate increases by an \(n_i^{t_1}\) for a time smaller than \(\Delta t\), which we will denote as \(\Delta^1(t)\). Then

\[
\Delta^1(t) = \begin{cases} 
    w_1, & \text{if } t_1 + w_1 < t + \Delta t \\
    t + \Delta t - t_1, & \text{if } t_1 + w_1 > t + \Delta t 
\end{cases}
\]

In what follows we apply previous arguments to calculate \(P(Y > t + \Delta t | C \cap A_1)P(A_1)\). Now,

\[
\exp \left( -\int_t^{t+\Delta t} B(s)ds \right) = \exp \left( -r_0(t) + \sum_{j=1}^{n} \eta_j^{i_j} \mathbb{1}(v_j > t - r_j)\right) \Delta t + n_i^{t_1} \Delta^1 t + o(\Delta t)
\]

The above simplifies to

\[
\exp \left( -\int_t^{t+\Delta t} B(s)ds \right) = 1 - [r_0(t) + \sum_{j=1}^{n} \eta_j^{i_j} \mathbb{1}(v_j > t - r_j)]\Delta t + n_i^{t_1} \Delta^1 t + o(\Delta t)
\]
Now,

\[
P(Y > t + \Delta t | C \cap A_1) P(A_1) = e^{-\int_0^t B(s) ds} \left[ \left( 1 - \left[ r_0(t) + \sum_{j=1}^n \eta_j^i I(\nu_j > t - \tau_j) \right] \Delta t \right. \right.
\]
\[
\left. + \eta_j^i \Delta^2 t + o(\Delta t) \right] \left[ \lambda(t) \Delta t + o(\Delta t) \right]
\]
\[
= e^{-\int_0^t B(s) ds} \left( \lambda(t) \Delta t + o(\Delta t) \right)
\]

(A.5)

Combining (A.5) with (A.4),

\[
\frac{1}{k} P(Y > t + \Delta t | C \cap A_k) P(A_k) = e^{-\int_0^t B(s) ds} \left( 1 - \left( r_0(t) + \sum_{j=1}^n \eta_j^i I(\nu_j > t - \tau_j) \right) \Delta t \right) + o(\Delta t)
\]

(A.6)

For \( k \geq 2 \), we will now show that the contribution to (A.2) is negligible. Using similar notation established in the case of \( k = 1 \),

\[
P(Y > t + \Delta t | C \cap A_k) = e^{-\int_0^t B(s) ds} \left( 1 - \left[ r_0(t) + \sum_{j=1}^n \eta_j^i I(\nu_j > t - \tau_j) \right] \Delta t + \sum_{i=1}^k \eta_i^i \Delta^2 t \right) + o(\Delta t)
\]

Now, we see that \( \forall k \geq 2 \),

\[
P(Y > t + \Delta t | C \cap A_k) \leq e^{-\int_0^t B(s) ds}
\]

and hence

\[
\sum_{k=2}^\infty P(Y > t + \Delta t | C \cap A_k) P(A_k) \leq e^{-\int_0^t B(s) ds} \sum_{k=2}^\infty P(A_k)
\]
\[
= e^{-\int_0^t B(s) ds} (1 - P(A_0) - P(A_1))
\]
\[
= e^{-\int_0^t B(s) ds} o(\Delta t)
\]

Therefore,

\[
P(Y > t + \Delta t | C) = e^{-\int_0^t B(s) ds} \left( 1 - \left( r_0(t) + \sum_{j=1}^n \eta_j^i I(\nu_j > t - \tau_j) \right) \Delta t \right) + o(\Delta t)
\]

Now, we see that

\[
\frac{1}{\Delta t} \left( P(Y > t | C = c) - P(Y > t + \Delta t | C = c) \right) = e^{-\int_0^t B(s) ds} \left( r_0(t) + \sum_{j=1}^n \eta_j^i I(\nu_j > t - \tau_j) + \frac{o(\Delta t)}{\Delta t} \right)
\]

Then, letting \( \Delta t \to 0 \),

\[
f_{Y|\tau,\nu,h,n}(t|\tau,\nu,h,n) = \left\{ \exp \left( - \int_0^t r_0(s) ds - \sum_{j=1}^n \eta_j^i \min(\nu_j, t - \tau_j) \right) \right\} \left( r_0(t) + \sum_{j=1}^n \eta_j^i I(\nu_j > t - \tau_j) \right)
\]
Lemma A.4 (Joint PDF of $R, V, N$).

\[
    f_{R, V, N(t)}(r, v, n) = \frac{1}{n!} \exp \left( - \int_0^t \lambda(s) ds \right) \prod_{j=1}^n \lambda(r_j) g_W(v_j)
\]

Proof. Let $W = (W_1, ..., W_n)$ be the service times under the condition that $N(t) = n$, and let $W = \mathcal{D} = (w_1, ..., w_n)$. Let $(r_1[,], ..., r_n[,])$ be the ordered vector of $r$. There are $n!$ possible orderings of $r$.

Now, $P(r_i[\leq R_i[\leq r_i[+ h_i)$ for some $h_i > 0, i = 1, ..., n$ is given by

\[
    P(r_i[\leq R_i[\leq r_i[+ h_i) = e^{- (m(r_i[+ h_i) - m(r_i[) (m(r_i[+ h_i) - m(r_i[))}
\]

We may see that the joint distribution of $R$ is identical to the distribution of the order statistics of $R$:

\[
    f_{R, N(t)}(r, n) = \frac{1}{n!} \prod_{j=1}^n \lambda(r_j) \exp \left( - \int_0^t \lambda(s) ds \right)
\]

$R, V$ are mutually independent. Therefore,

\[
    f_{R, V, N(t)}(r, v, n) = \frac{1}{n!} \exp \left( - \int_0^t \lambda(s) ds \right) \prod_{j=1}^n \lambda(r_j) g_W(v_j)
\]

\[
\]

A.2 Chapter 3

Lemma A.5 ($a(t)$ under $\delta-$shifted Erlang distribution).

\[
    a(t) = \left( \frac{\gamma}{\gamma + \eta} \right)^k e^{-\eta \delta} (t - \delta) + \frac{k \gamma^k (e^{-(\eta + \gamma) t + \gamma \delta} - e^{-\eta \delta})}{(\gamma + \eta)^{k+1}} + \frac{\gamma^k e^{-(\eta + \gamma) t + \gamma \delta} (t - \delta)^{k-1}}{(k-1)!} \sum_{j=1}^{k-1} \left[ \frac{(t - \delta)^j}{j!} - \frac{(k - 1)!}{(j-1)!} \right]
\]

Proof.

\[
    a(t) = \int_0^t e^{-\eta v} g(v)(t - v) dv
\]

\[
    = \int_0^t \frac{1}{(k-1)!} e^{-(\eta + \gamma)v + \delta \gamma} (v - \delta)^{k-1} (t - v) dv
\]

\[
    = \frac{\gamma^{k+1} e^{\delta \gamma}}{(k-1)!} \int_0^t e^{-(\eta + \gamma)v} (v - \delta)^{k-1} (t - v) dv
\]
Let $C = (\eta + \gamma)$. Splitting the integral,

$$a(t) = \frac{\gamma^k e^{\phi \gamma}}{(k-1)!} \left[ t \int_0^t e^{-Cv} (v - \delta)^{k-1} dv - \int_0^t e^{-Cv} (v - \delta)^{k-1} dv \right]$$

Making a change of variables, let $x = v - \delta$, then $v = x + \delta$, $dx = dv$, and $0 < x < t - \delta$. Thus

$$a(t) = \frac{\gamma^k e^{\phi \gamma}}{(k-1)!} \left[ t \int_0^{t-\delta} e^{-C(x+\delta)} x^{k-1} dx - \int_0^{t-\delta} e^{-C(x+\delta)} (x + \delta) x^{k-1} dx \right]$$

$$= \frac{\gamma^k e^{\phi \gamma}}{(k-1)!} \left[ t e^{-C\delta} \int_0^{t-\delta} e^{-Cx} x^{k-1} dx - e^{-C\delta} \int_0^{t-\delta} e^{-Cx} x^{k-1} dx \right]$$

$$= \frac{\gamma^k e^{\phi \gamma}}{(k-1)!} \left[ (t - \delta) e^{-C\delta} \int_0^{t-\delta} e^{-Cx} x^{k-1} dx - e^{-C\delta} \int_0^{t-\delta} e^{-Cx} x^{k-1} dx \right]$$

One may see via induction that $\int_0^w e^{-Cx} x^p dx = \frac{e^{-Cw}}{C^{p+1}} \sum_{j=0}^{p} \frac{p!}{j!} x^p \bigg|_{x=0}$. Thus,

$$(t - \delta) e^{-C\delta} \int_0^{t-\delta} e^{-Cx} x^{k-1} dx = (t - \delta) e^{-C\delta} \left[ \frac{-e^{-Cx} x^{k-1}}{C^k} \sum_{j=0}^{k-1} \frac{(k-1)! C^j}{j!} x^j \bigg|_{x=0} \right]$$

$$= (t - \delta) e^{-C\delta} \left[ \frac{(k-1)!}{C^k} \frac{e^{-C(t-\delta)} \sum_{j=0}^{k-1} (k-1)! C^j (t-\delta)^j}{j!} \right]$$

$$= \frac{(k-1)! e^{-C\delta}}{C^k} (t - \delta) - \frac{e^{-Ct} \sum_{j=0}^{k-1} (k-1)! C^j (t-\delta)^j}{j!}$$

Similarly,

$$-e^{-C\delta} \int_0^{t-\delta} e^{-Cx} x^{k} dx = \frac{e^{-Ct}}{C^{k+1}} \sum_{j=0}^{k} \frac{(k+1)! C^j (t-\delta)^j}{j!} - \frac{e^{-C\delta}}{C^{k+1}}$$

Thus

$$a(t) = \frac{\gamma^k e^{\phi \gamma}}{(k-1)!} \left[ \frac{(k-1)! e^{-C\delta}}{C^k} (t - \delta) - \frac{e^{-C\delta} k!}{C^{k+1}} + e^{-Ct} \left( \frac{k!}{C^{k+1}} \sum_{j=1}^{k-1} \frac{(t - \delta)^j}{C^{j+1}} \left( \frac{k!}{j!} - \frac{(k-1)!}{(j-1)!} \right) \right) \right]$$

$$= \left( \frac{\gamma}{\gamma + \eta} \right)^k e^{-\eta \delta} (t - \delta) - \frac{k e^{-\eta \delta} \gamma k}{(\gamma + \eta)^{k+1}} + \frac{\gamma^k e^{-(\eta + \gamma) \delta} k!}{(k-1)!} \sum_{j=1}^{k-1} \frac{(t - \delta)^j}{(\gamma + \eta)^{k-j+1}} \left( \frac{k!}{j!} - \frac{(k-1)!}{(j-1)!} \right)$$
Lemma A.6 ($b(t)$ under shifted Erlang distribution).

\[
b(t) = \frac{1 - e^{-\delta \eta}}{\eta} + \sum_{j=0}^{k-1} \left( \frac{\gamma e^{-\eta \delta}}{(\gamma + \eta)^{j+1}} - \frac{\gamma e^{-(\eta + \gamma)(t-\delta)^j}}{j!} \right)
\]

Proof.

\[
b(t) := \int_0^t e^{-\eta(t-r)} \mathcal{G}(t-r) dr
\]

From (3.2),

\[
\mathcal{G}(t-r) = \begin{cases} 
1, & 0 \leq t - r < \delta \\
\gamma e^{\delta(t-r)} \sum_{j=0}^{k-1} \frac{\gamma^j (t-r-\delta)^j}{j!}, & t - r \geq \delta \\
1, & 0 \leq t - \delta \leq r \leq t \\
\gamma e^{\delta(t-r)} \sum_{j=0}^{k-1} \frac{\gamma^j (t-r-\delta)^j}{j!}, & 0 \leq r < t - \delta
\end{cases}
\]  

(A.7)

Then

\[
b(t) = \int_0^{t-\delta} e^{\delta y - (\eta + \gamma)(t-r)} \sum_{j=0}^{k-1} \frac{\gamma^j (t-r-\delta)^j}{j!} dr + \int_{t-\delta}^t e^{-\eta (t-r)} dr
\]

\[
= \sum_{j=0}^{k-1} \left( \int_{0}^{t-\delta} e^{\delta y - (\eta + \gamma)(t-r)} \frac{\gamma^j (t-r-\delta)^j}{j!} dr \right) (A.8)
\]

Fix $j$. Then

\[
\int_0^{t-\delta} e^{\delta y - (\eta + \gamma)(t-r)} \frac{\gamma^j (t-r-\delta)^j}{j!} dr = \frac{\gamma^j e^{\delta y}}{j!} \int_0^{t-\delta} e^{-(\eta + \gamma)(t-r)} (t-r-\delta)^j dr
\]

Make a change of variables. Let $x = t - r$. Then $-dx = dr$, $r = t - x$, and $\delta < x < t$. Then

\[
\frac{\gamma^j e^{\delta y}}{j!} \int_0^{t-\delta} e^{-(\eta + \gamma)(t-r)} (t-r-\delta)^j dr = -\frac{\gamma^j e^{\delta y}}{j!} \int_\delta^t e^{-(\eta + \gamma)x} (x-\delta)^j dx
\]

Make one more change of variables. Let $y = x - \delta$. Then $dy = dx$, $x = y + \delta$, and $0 < y < t - \delta$. Now,

\[
-\frac{\gamma^j e^{\delta y}}{j!} \int_\delta^t e^{-(\eta + \gamma)x} (x-\delta)^j dx = -\frac{\gamma^j e^{\delta y}}{j!} \int_0^{t-\delta} e^{-(\eta + \gamma)(t-r)} (t-r-\delta)^j dr
\]

\[
= \frac{\gamma^j e^{-\eta \gamma}}{j!} \left[ \frac{e^{-(\eta + \gamma)(t-\delta)}}{(\eta + \gamma)^{j+1}} \sum_{i=0}^j \frac{(\eta + \gamma)^i (t-\delta)^i}{i!} - \frac{j!}{(\eta + \gamma)^{j+1}} \right]
\]

\[
= \frac{\gamma^j e^{\delta y}}{j!} \left[ \frac{e^{-(\eta + \gamma)(t-\delta)}}{(\eta + \gamma)^{j+1}} \sum_{i=0}^j \frac{(\eta + \gamma)^i (t-\delta)^i}{i!} - \frac{j!}{(\eta + \gamma)^{j+1}} \right]
\]
Then
\[
b(t) = \sum_{j=0}^{k-1} \left[ \frac{\gamma^j e^{-\gamma \delta}}{(\eta + \gamma)^{j+1}} - \gamma^j e^{-(\eta + \gamma)t + \gamma \delta} \sum_{i=0}^{j} \frac{(\eta + \gamma)^i (t - \delta)^i}{i!} \right] + \frac{1 - e^{-\delta \eta}}{\eta}
\]

\[
\square
\]

**Lemma A.7.** \( b(t) \) is concave.

**Proof.** This will be shown via the standard second derivative test, and is straightforward computation.

\[
b = e^{-(\eta + \gamma)t + \gamma \delta} \left[ - (\eta + \gamma)^2 f_b(t) + 2(\eta + \gamma) \dot{f}_b(t) - \ddot{f}_b(t) \right]
\]

where \( f_b(t) = \sum_{j=0}^{k-1} \gamma^j \sum_{i=0}^{j} \frac{(\eta + \gamma)^i (t - \delta)^i}{i!} \).

Next,

\[
f_b(t) = 1 + \sum_{j=1}^{k-1} \gamma^j \sum_{i=0}^{j} \frac{(\eta + \gamma)^i (t - \delta)^i}{i!} = 1 + \gamma \sum_{i=0}^{1} \frac{(\eta + \gamma)^i (t - \delta)^i}{i!} + \gamma^2 \sum_{i=0}^{2} \frac{(\eta + \gamma)^i (t - \delta)^i}{i!} + \ldots + \gamma^{k-1} \sum_{i=0}^{(k-1)} \frac{(\eta + \gamma)^i (t - \delta)^i}{i!}
\]

and

\[
\ddot{f}_b(t) = \sum_{j=2}^{k-1} \gamma^j \sum_{i=2}^{j} i(i-1)(\eta + \gamma)^i (t - \delta)^{i-2}
\]

It is sufficient to show that \( 2(\eta + \gamma) \dot{f}_b(t) < (\eta + \gamma)^2 f_b(t) + \ddot{f}_b(t) \) \( \forall t \in (0, \infty) \)

\[
2(\eta + \gamma) \dot{f}_b(t) - (\eta + \gamma)^2 f_b(t) - \ddot{f}_b(t)
\]

\[
= \sum_{j=0}^{k-1} \gamma^j \left[ \sum_{i=0}^{j} \left( 2 \cdot (i+1) - \left( i+2 \right) (i+1) + \frac{1}{i!} \right) \right] (\eta + \gamma)^{i+2} (t - \delta)^i \leq 0 \text{ for } t \geq \delta
\]

\[
\square
\]

**A.3 Chapter 4**

**Lemma A.8** (Decomposition of a Union of Events into Disjoint Atoms). Let \( A_1, \ldots, A_n \) be events. Let \( F = \{\emptyset, c\}, C_n = \{c, \ldots, c\}_n \), and \( E_n = (F \times^n F) \setminus C_n \), where \( \times^n \) denotes the \( n \)-fold cross product. Let
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\[ \varepsilon = (\varepsilon_1, ..., \varepsilon_n) \in E_n \text{ denote the } n \text{-tuple where } \varepsilon_i \in F. \]

\[ \bigcup_{i=1}^{n} A_i = \bigcup_{\varepsilon \in E_n} \bigcap_{i=1}^{n} A_{i}^{\varepsilon_i} \]

Proof. First, it will be shown that \( E_{n+1} = [(E_n \cup C_n) \times F] \setminus C_{n+1} \).

\[ E_{n+1} = (F \times^n F) \setminus C_{n+1} \]
\[ = ([F \times^n F] \times F) \setminus C_{n+1} \]
\[ = [(E_n \cup C_n) \times \{\emptyset, c\}] \setminus C_{n+1} \]

Now, it remains to be shown that the tuples \( \varepsilon \in E_n \) account for all atoms of \( \bigcup_{i=1}^{n} A_i \). Consider \( n = 2 \). Then \( E_2 = \{ (\emptyset, c), (c, \emptyset), (\emptyset, \emptyset) \} \). Then

\[
(A_1 \cap A_2) \cup (A_1 \cap A_2) \cup (A_1 \cap A_2) \\
= (A_1 \setminus A_2) \cup (A_2 \setminus A_1) \cup (A_1 \cap A_2) \\
= (A_1 \cup (A_1 \cap A_2)) \setminus (A_2 \setminus (A_1 \cap A_2)) \cup (A_2 \setminus A_1) \\
= (A_1 \cup (A_1 \cap A_2) \cup (A_2 \setminus A_1)) \setminus (A_2 \setminus (A_1 \cap A_2) \setminus (A_2 \setminus A_1)) \\
= (A_1 \cup A_2) \setminus \emptyset \\
= A_1 \cup A_2
\]

Now assume for \( k \leq n \), \( \bigcup_{i=1}^{n} A_i = \bigcup_{\varepsilon \in E_n} \bigcap_{i=1}^{n} A_{i}^{\varepsilon_i} \). Letting \( Y = [(E_{n-1} \cup C_{n-1}) \times \{\emptyset, c\}] \setminus C_n \)

\[ \bigcup_{i=1}^{n} A_i = \left[ \bigcup_{i=1}^{n-1} A_i \right] \bigcup A_n \]

Now, \( \varepsilon_n \in \{\emptyset, c\} \). Thus,

\[ \bigcup_{i=1}^{n} A_i = \bigcup_{\varepsilon \in Y} \bigcap_{i=1}^{n} A_{i}^{\varepsilon_i} \]
\[ = \bigcup_{\varepsilon \in E_n} \bigcap_{i=1}^{n} A_{i}^{\varepsilon_i} \]

\( \square \)
A.4 Chapter 5

Lemma A.9. Let \( \{N_i(t) : t \geq 0\}_{i=1}^n \) be independent nonhomogeneous Poisson processes with intensities \( \lambda_i(t), i = 1, \ldots, n \). Let \( N(t) = \sum_{i=1}^n N_i(t) \) is a nonhomogeneous Poisson process with intensity \( \lambda(t) = \sum_{i=1}^n \lambda_i(t) \)

Proof. The proof will proceed via induction. As a base case, let \( n = 2 \). It suffices to show that \( N(0) = 0 \), and

\[
P(N(t + s) - N(t) = n) = \frac{\exp \left( -(m(t + s) - m(t)) \right) [m(t + s) - m(t)]^n}{n!}
\]

where \( m(t) = m_1(t) + m_2(t) \) and \( m_i(t) = \int_0^t \lambda_i(s) ds \). Clearly, \( N(0) = N_1(0) + N_2(0) = 0 + 0 = 0 \). Now, since \( \{N_1(t)\}, \{N_2(t)\} \) are independent, we may find the distribution of \( \{N(t)\} \) via convolution. Thus,

\[
P(N(t + s) - N(t) = n) = P(N_1(t + s) + N_2(t + s) - N_1(t) - N_2(t) = n)
\]

\[
= \sum_{x=0}^n P([N_1(t + s) - N_1(t) = x] \cap [N_2(t + s) - N_2(t) = n - x])
\]

\[
= \sum_{x=0}^n P(N_1(t + s) - N_1(t) = x)P(N_2(t + s) - N_2(t) = n - x)
\]

\[
= \frac{1}{n!} e^{-m_1(t+s)} e^{-m_2(t+s)} [m_1(t + s) - m_1(t)] [m_2(t + s) - m_2(t)]^n
\]

\[
= \frac{e^{-(m_1(t+s)-m_1(t))}(m_1(t + s) - m_1(t))^n}{n!}
\]

\[
= \frac{e^{-(\lambda_1(t)+\lambda_2(t)) s} (\lambda_1(t)+\lambda_2(t))^n}{n!}
\]

(A.13)

Now, assume that \( N_k(t) = \sum_{i=1}^k N_i(t) \) is a NHPP with intensity \( \lambda(t) = \sum_{i=1}^k \lambda_i(t) \). Then let \( N(t) = N_k(t) + N_{k+1}(t) \), where \( \{N_{k+1}(t)\} \) is a NHPP with intensity \( \lambda_{k+1}(t) \). Then using the same procedure as above, we see that

\[
P(N(t + s) - N(t) = n) = \frac{e^{-\left(\sum_{i=1}^{k+1} \lambda_i(s)\right)} \left(\sum_{i=1}^{k+1} \lambda_i(s)\right)^n}{n!}
\]

and thus the sum of nonhomogeneous Poisson processes remains a NHPP. \( \square \)
Lemma A.10. Under the condition that $N_c(t) = n_c, \mathcal{H}_k = \eta_{j_k}, i \in \{1, \ldots, m\}, j_k = 1, \ldots, n_c$, we have that

\[
P (Y_{t,c} > t \mid N_c(t), \{T_{j_k}\}_{j_k=1}^{N_c(t)}, \{W_{j_k}\}_{j_k=1}^{N_c(t)}, \{\mathcal{H}_k\}_{j_k=1}^{N_c(t)}) = \mathcal{F}_{0,c} (t) \exp \left( - \sum_{j_k=1}^{N_c(t)} \mathcal{H}_{j_k} \min(W_{j_k}, t - T_{j_k}) \right) \exp \left( -E_{N_c,\mathcal{H}_k} \left[ H \int_0^t e^{-H w} m(t - w) G_W(w) dw \right] \right)
\]

where $m(t) = \int_0^t \lambda_f (s) ds$.

Proof. As in the proof of Theorem 2.2 we have that

\[
P (Y_{t,c} > t \mid N_c(t), \{T_{j_k}\}_{j_k=1}^{N_c(t)}, \{W_{j_k}\}_{j_k=1}^{N_c(t)}, \{\mathcal{H}_k\}_{j_k=1}^{N_c(t)}, \{\mathcal{H}_k\}_{j_k=1}^{N_c(t)}, \{T_{j_k}\}_{j_k=1}^{N_c(t)}, \{W_{j_k}\}_{j_k=1}^{N_c(t)}, \{\mathcal{H}_k\}_{j_k=1}^{N_c(t)})
\]

\[
= \mathcal{F}_{0,c} (t) \exp \left( - \sum_{j_k=1}^{N_c(t)} \mathcal{H}_{j_k} \min(W_{j_k}, t - T_{j_k}) - \sum_{j_k=1}^{N_c(t)} \mathcal{H}_{j_k} \min(W_{j_k}, t - T_{j_k}) \right)
\]

\[
= \mathcal{F}_{0,c} (t) \exp \left( - \sum_{j_k=1}^{N_c(t)} \mathcal{H}_{j_k} \min(W_{j_k}, t - T_{j_k}) \right) \exp \left( - \sum_{j_k=1}^{N_c(t)} \mathcal{H}_{j_k} \min(W_{j_k}, t - T_{j_k}) \right) \quad (A.14)
\]

Now,

\[
P (Y_{t,c} > t \mid N_c(t), \{T_{j_k}\}_{j_k=1}^{N_c(t)}, \{W_{j_k}\}_{j_k=1}^{N_c(t)}, \{\mathcal{H}_k\}_{j_k=1}^{N_c(t)})
\]

\[
= E_{N_c,\mathcal{H}_k} (t) \left[ \mathcal{F}_{0,c} (t) \exp \left( - \sum_{j_k=1}^{N_c(t)} \mathcal{H}_{j_k} \min(W_{j_k}, t - T_{j_k}) \right) \exp \left( - \sum_{j_k=1}^{N_c(t)} \mathcal{H}_{j_k} \min(W_{j_k}, t - T_{j_k}) \right) \right]
\]

\[
= \mathcal{F}_{0,c} \exp \left( - \sum_{j_k=1}^{N_c(t)} \mathcal{H}_{j_k} \min(W_{j_k}, t - T_{j_k}) \right) \exp \left( - \sum_{j_k=1}^{N_c(t)} \mathcal{H}_{j_k} \min(W_{j_k}, t - T_{j_k}) \right)
\]

But this case reduces to the previous RSBR case, and hence we have

\[
= \mathcal{F}_{0,c} \exp \left( - \sum_{j_k=1}^{N_c(t)} \mathcal{H}_{j_k} \min(W_{j_k}, t - T_{j_k}) \right) \exp \left( -E_{H} \left[ H \int_0^t e^{-H w} m(t - w) G_W(w) dw \right] \right)
\]

\[\square\]
Appendix B

Relevant Code

B.1 Generate Numerical Approximation for $\psi(\lambda)$

Uniform Distribution

The following is a sample of Mathematica code which generates a numerical approximation for $\psi(\lambda)$ under the service density of the uniform distribution on the interval [10,11].

\[\begin{align*}
&\text{\texttt{(* Numerical Investigation of efficiency for Uniform Distribution *)}} \\
&\text{\texttt{(* Declare the necessary constants $\eta$, $r_0$, and $\nu$ *)}} \\
&\eta = 1; \\
r_0 = 1; \\
\nu = 1; \\
&\text{\texttt{(* First, we take care of the denominator. Denote the integral by } S. \text{ Then } S \text{ is broken into the three parts defined by } S_a[t], S_{ab}[t,a,b], \text{ and } S_{b}[t,a,b] \text{ *)}} \\
&S_a[t_] := \text{Integrate}[\text{Exp}[-\eta w](t-w), \{w, 0, t\}] \\
&S_{ab}[t_, a_, b_] := \text{Integrate}[\text{Exp}[-\eta w](t-w), \{w, 0, a\}] + \\
&\quad \text{Integrate}[\text{Exp}[-\eta w]((b - w)/(b - a))(t-w), \{w, a, b\}] \\
&S_{b}[t_, a_, b_] := \text{Integrate}[\text{Exp}[-\eta w](t-w), \{w, 0, a\}] + \\
&\quad \text{Integrate}[\text{Exp}[-\eta w]((b - w)/(b - a))(t-w), \{w, a, b\}] \\
\end{align*}\]
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(* Now we handle the numerator. *)

(------------ a(t) --------------)

(* For t < a, a(t) = 0. For a <= t < b *)

Aab[t_, a_, b_] := (1/(b - a))\*Integrate[\[Exp](-\[Eta]\[V] - v) \((t - v)\), \{v, a, t\}]

(* For t > b *)

Ab[t_, a_, b_] := (1/(b - a))\*Integrate[\[Exp](-\[Eta]\[V] - v) \((t - v)\), \{v, a, b\}]

(------------ END a(t) --------------)

(------------ b(t) --------------)

b[t_, a_, b_] :=
  Integrate[\[Exp](-\[Eta]\((t - r)\)) \((b - (t - r)/(b - a))\), \{r, t - b, t - a\}]
  + Integrate[\[Exp](-\[Eta]\((t - r)\)), \{r, t - a, t\}]

(------------ END b(t) --------------)

(* Create the loop for various values of \[Lambda] *)

Clear[\[Psi]];
\[Psi] = {};

For[\[Lambda] = 0, \[Lambda] < 0.5, \[Lambda] += 0.05,
  + \[Lambda]\[Lambda] + Ab[t, 10, 11]], \{t, 10, 11\}]
  + NIntegrate[\[Exp](-\[Rho]\[Theta] - \[Lambda]\[Theta] + Ab[t, 10, 11])
  + \[Lambda]\[Lambda] + Ab[t, 10, 11]], \{t, 10, 11\}]
  + NIntegrate[\[Exp](-\[Rho]\[Theta] - \[Lambda]\[Theta] + \[Sb][t, 10, 11])
  + \[Lambda]\[Lambda] + \[Sb][t, 10, 11]], \{t, 11, Infinity\}];

Den = NIntegrate[\[Exp](-\[Rho]\[Theta] - \[Lambda]\[Theta] + \[Sa][t]), \{t, 0, 10\}]
  + NIntegrate[\[Exp](-\[Rho]\[Theta] - \[Lambda]\[Theta] + \[Sab][t, 10, 11]), \{t, 10, 11\}]
  + NIntegrate[\[Exp](-\[Rho]\[Theta] - \[Lambda]\[Theta] + \[Sb][t, 10, 11]), \{t, 11, Infinity\}];
AppendTo[\[psi, Num/(Den + \[Nu]])
]

\[\text{lamb = Range[0, .45, .05]}\]

ListLinePlot[Transpose[{\[lamb, \[psi]}],
AxesLabel -> {"\[Lambda]", "\[Psi]"}]

Increasing Density on Compact Support

g[w_] := (2/3) w

(* Define parameters *)

\[\text{[Eta] = 1}\]

\[\text{[Nu] = 1}\]

r0 = 1

(* Calculate Denominator. *)

SP0[t_] := Integrate[Exp[-[Eta]*w] (t - w), {w, 0, t}]

SP1[t_] := Integrate[Exp[-[Eta]*w] ((4 - w^2)/3) (t - w), {w, 1, t}]

SP2[t_] := Integrate[Exp[-[Eta]*w] ((4 - w^2)/3) (t - w), {w, 1, 2}]

(* Numerator *)

Na1[t_] := Integrate[Exp[-[Eta]*v] (g[v]) (t - v), {v, 1, t}]

Na2[t_] := Integrate[Exp[-[Eta]*v] (g[v]) (t - v), {v, 1, 2}]

Nb[t_] := Integrate[Exp[-[Eta]*(t - r)] (t - r), {r, t - 1, t}] +
Integrate[
Exp[-[Eta]*(t - r)] ((4 - (t - r)^2)/3), {r, t - 2, t - 1}]

(* Loop *)

Clear[\[psi]]
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\[\psi = \{}\]
\[\lambda = \text{Range}[0, 2.9, .1]\]

\textbf{For}[]:\n\[\lambda = 0, \lambda < 3, \lambda += .1,\]
\[\text{Num} = \text{NIntegrate}\]
\[\text{Exp}[r_0 t - \lambda t + \lambda Na_1[t] + \lambda Nb[t]];\]
\[\text{Num} = \text{NIntegrate}\]
\[\text{Exp}[r_0 t - \lambda t + \lambda Na_2[t] + \lambda Nb[t]];\]
\[\text{Num} = \text{NIntegrate}\]
\[\text{Exp}[r_0 t - \lambda t + \lambda Na_1[t] + \lambda Nb[t]] + \lambda Na_1[t] + \lambda Na_2[t];\]

\[\text{Den} = \text{NIntegrate}\]
\[\text{Exp}[r_0 t] \times \text{Exp}[-\lambda \eta t];\]
\[\text{Den} = \text{NIntegrate}\]
\[\text{Exp}[r_0 t] \times \text{Exp}[-\lambda \eta t];\]
\[\text{Den} = \text{NIntegrate}\]
\[\text{Exp}[r_0 t] \times \text{Exp}[-\lambda \eta t];\]

\[\text{AppendTo}\]
\[\psi, \text{Num} / (\text{Den} + \eta)\]

\[\text{points} = \text{Transpose}[[\lambda, \psi]]\]

\textbf{ListLinePlot}\[\text{points}, \text{AxesLabel} \rightarrow \{"\lambda", "\psi"\},\]
\[\text{PlotLabel} \rightarrow \text{"Increasing Distribution on [1,2]"}\]

\textbf{Rayleigh Service Distribution}

(* Efficiency Calculation for Rayleigh Distribution *)

\textbf{In}[5]:= $\text{Assumptions} = t > 0$

\[r_0 = 1\]
\[\eta = 1\]

(* Define parameters *)

\[\eta = 1\]
\[\nu = 1\]
\[r_0 = 1\]

(* Calculate Denominator. *)

\textbf{In}[9]:= SP_0[t_] := \text{Integrate}[[\eta t w] \times (t - w), \{w, 0, t\}]
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\[ SP_1(t) := \int e^{-\eta w} \cdot SurvivalFunction[RayleighDistribution[1], w] \cdot (t - w), \{w, 0, t\} \] (\( \ast \) Numerator \( \ast \))

\[ NA_1(t) := \int e^{-\eta v} \cdot PDF[RayleighDistribution[1], v] \cdot (t - v), \{v, 0, t\} \]

\[ NB(t) := \int e^{-\eta (t - r)} \cdot SurvivalFunction[RayleighDistribution[1], t - r], \{r, 0, t\} \]

\( \nu = 1 \)

Clear[\( \psi \)]

\( \psi = {} \)

lamb = \{0, 49, 1\}

For[\( \lambda = 0, \lambda < 50, \lambda += 1, \)
\( Num = NIntegrate[\)
\( e^{-r0t - \lambda t + \lambda Na(t) + \lambda Nb(t)} \cdot \lambda Na(t), \{t, 0, Infinity\} ; \)
\( Den = NIntegrate[\)
\( \lambda Na(t) \cdot e^{-r0t + \lambda \eta Nb(t)}, \{t, 0, 0\} + \)
\( \lambda Nb(t) \cdot e^{-r0t + \lambda \eta Na(t)}, \{t, 0, Infinity\} ; \)
\( AppendTo[\)
\( psi, Num/(Den + \nu) \)
\( ] \)

points = Transpose[{lamb, psi}]

ListLinePlot[points, AxesLabel -> {"\( \lambda \)", "\( \psi \)"}, PlotLabel -> "Efficiency for Rayleigh(1) Distribution"]
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