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Abstract 

 
A DENSITY FUNCTIONAL THEORY GUIDE TO HIGH QUALITY 

MODIFICATION OF MIXED METAL OXIDES USED 

FOR PHOTOCATALYTIC WATER SPLITTING 

 

Cedric Leon Mayfield, PhD 

 

The University of Texas at Arlington, 2015 

 

Supervising Professor: Muhammad N. Huda 

Phase stability and charge transport of pristine and transition metal alloyed 

bismuth titanate (Bi2Ti2O7, a.k.a. BTO), a photocatalytic water splitter, has been studied 

using the generalized gradient approximated density functional theory (GGA-DFT). The 

primary goals of this work were to predict the effective conditions for pure phase 

synthesis of the modified ternary multi-metal oxide and to determine the most suitable 

modifications for enhancing its photocatalytic properties. To understand the details of 

phase stability and photoconduction, we have derived the formation enthalpies, defect 

formation energies, electronic structures, spectral absorptions and polaron activation 

energies for pristine and transition metal doped bismuth titanate (Bi2Ti2O7, a.k.a. BTO). 

Implantation of the localized 3d electrons is a primary band engineering technique for 

extending the spectral absorptions of metal oxides into the visible range. However, 

localized states typically increase charge trapping that reduces crucial photocurrent for 

the photocatalytic process. Therefore one objective here is to understand the extent to 

which localization plays a role in electron transfer and which mode of conduction, band or 

polaron hopping, is dominantly effected. 

As predicting the effective conditions for pure phase stability and modeling 

electron transport of multi metal oxide materials is still in development as a whole, we 
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have benchmarked our methods by reproducing relative quantities of world class metal 

oxide photocatalyst, rutile TiO2 and monoclinic scheelite BiVO4. In recognition of our 

methods, our results have been used to enhance H2 production of a facile hydrothermal 

synthesized Fe-doped BTO. Furthermore, we demonstrate with results for Cr- and Mn-

doped BTO how experimental characterization can also be enhanced. 

For each transition metal ion (M = Cr, Mn, and Fe), pure phase stability has a 

unique association with the presence or absence of O defects. Band modifications vary 

with impurity d electron configuration and the polaron activation energies are increased 

with accompanying oxygen interstitials or vacancies. Hence, the ideal doping promotes 

the desired band gap reduction while maintaining the underlying stoichiometry. Thus, the 

key mechanism for phase stability and optimized photocurrent is the O chemical potential 

which is limited by dopant inspired phases (DIPs) instead of the host material.    
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Chapter 1  

Introduction 

1.1 Opposition to a Global Threat 

The Natural Resources Defense Council has stated climate change is our 

greatest environmental threat. Climate change encompasses the rising seas, raging 

storms, searing heat, ferocious fires, severe drought and punishing floods  [1–4] we have 

experienced commonly in 2015. It is a result of concentrated atmospheric carbon that has 

created a radiative barrier around our planet preventing reflected heat from escaping into 

space [5]. This trapped heat has already begun melting our polar ice caps; raising sea 

levels, altering ocean and wind currents, etc. [6]. In the United States alone, electric 

power plants emit about 2.2 billion tons of CO2 each year [7]. Clearly then, fossil fuel as 

an energy source has surpassed its point of diminishing returns and the need for 

alternative energy sources are immediate.  

The most viable state of the art technologies called upon to pacify this global 

threat such as wind turbine technologies and photovoltaic cells have emerged and 

commercialized but at an operational cost inadequate for the label of a sustainable 

resource [8]. Solar flux varies on the surface of the planet so the opportunity to harness 

solar energy is discontinuous. This presents a challenge for storing energy for nighttime 

use. Here we have taken a focus on photocatalytic water splitting for the conversion of 

solar energy into chemical energy. Photocatalytic water splitting is an environmentally 

benign way to produce the volatile fuels, hydrogen and oxygen gas [9]. Both of these 

fuels are clean fuels and thus, potentially contribute to the reduction of global carbon 

emissions. Also in the form of water hydrogen and oxygen gas are ideally stored; safely 

and inactive. However, there are still challenges in this field which encompasses the 

design of materials that can be activated with lower energy photons. 
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The most functional and tunable materials used as photocatalysts are mixed 

metal oxides. Mixed-metal oxides are a class of wide band gap semiconductors that 

typically cannot be activated by visible light and have low quantum efficiencies [10]. 

However these materials possess the tunability required to overcome the challenges via 

selective modifications. In this dissertation selective modifications refer to chemical 

compositional changes of the electronic structure intended to optimize the primary 

components of the photocatalytic process. For example, in titania based oxides, it is 

possible to create mixed bands by mixing transition metal orbitals with O 2p orbitals 

lowering the host band gap. Therefore our focus is on doping a ternary metal oxide and 

the effects on its phase stability and photoconduction.  

Discussion of several methods developed within the scope of density functional 

theory are provided in detail. We discuss the relevance of our study in the context of 

metal oxide synthesis. We also discuss the key issues associated with treatment of the 

semi-local nature of DFT. Ultimately we show a theoretical toolset that should accompany 

synthesis of every modified mixed metal oxide. The guidance provided by our 

theoretical/computational method has resulted in higher quality synthesis of Fe-doped 

BTO. We also benchmarked our method by reproducing well known results of the well-

known materials, all of which were thoroughly assessed and characterized by our 

methods to gain insights about various phase stabilities, chemical compositions, light 

absorptions, and charge transport properties. 

Solar energy conversion can potentially satisfy the world’s increasing energy 

demand, maintain its effectiveness through climate change, and contribute to the 

reduction of carbon emissions. Our prototype, Bi2Ti2O7 (BTO), a photocatalyst for water 

splitting, can be enhanced by cation substitution to absorb photons with energies in the 

visible range. From a theoretical standpoint, simply introducing one or two transition 
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metal (TM) atoms per unit cell of BTO can reduce the band gap sufficiently enough to 

absorb visible light, but from the experimental standpoint, stabilizing two and three 

cations of different valence is a formidable task. O defects often result when substituting 

cations of different valence. The emerging configurational variance (Bi2-xTMxTi2O7±y and 

Bi2Ti2-xTMxO7±y) interrupts structure stability and leads to the formation of secondary 

phases. Also, material challenges involving the limitations of electron transfer in mixed 

metal oxides is important to understand in order to increase current solar to hydrogen 

(STH) efficiencies. In oxides charge trapping occurs where an electron is localized to a 

lattice site and can only be diffused by thermal excitations. The nuclear rearrangements 

associated with thermal excitation ultimately release the electron from its trapped state, 

however the activation barrier energies are seldom explored. Therefore we also 

investigate the activation energies of small polarons in BTO.  

1.2 Photocatalytic Water Splitting, Solar Energy Storage and Conversion 

Plant photosynthesis produces oxygen and hydrogen. The oxygen is released 

into the atmosphere for us and the hydrogen is combined with carbon dioxide to make 

carbohydrates for the plant [11]. The respective processes are described by the following: 

 2H2O(l)

hν
→ O2 + 2H2 (1.1) 

 2nC02 + 2nH2O
hν
→ 2(CH2O)n + 2nO2 (1.2) 

Photocatalyst research aims to mimick photosynthesis in order to produce oxygen and 

hydrogen. The way to do so is through the overall water splitting reaction. Overall water 

splitting is comprised of the following two half reactions: 

 4H+ + 4e− → 2H2 (1.3) 
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 O2 + 4H+ + 4e− → H2O (1.4) 

where protons are reduced to evolve hydrogen gas (equation 1.3), and water is oxidized 

to evolve oxygen gas (equation 1.4). The water oxidation reaction requires four electrons 

and four protons so it is slightly more complex. Hence, the overall reaction (equation 1.1) 

is thermodynamically uphill, requiring 474 kJ/mol for the 4e- process. In addition to this 

positive free energy requirement, there is typically an an extra 600 mV needed to 

overcome slow kinetics. Photocatalysts provide a means to drive overall water splitting in 

the forward direction. Visible light possesses enough energy to provide the free energy 

and allows the reaction to occur from an excited state with a lower activation barrier. 

 Photochemical water splitting was introduced by Fujishima and Honda in 1972 

when they first reported the utility rate of rutile TiO2 capable of water splitting under UV 

irradiation [12]. It was shown that in the presence of Fe3+, photocurrent increased a few 

mA. As such significant worldwide research efforts have focused on improving the 

efficiency of semiconductor systems; either band modifications through doping or 

alloying. In either case, only basic requirements are needed for semiconductor 

photocatalyst. 

1.3 Properties of the Ideal Photocatalyst  

The photocatalytic properties of a semiconductor depend on its electronic 

structure. In the ideal semiconductor photocatalyst, as illustrated in figure 1.1, absorption 

of light higher in energy than the material’s band gap creates an electron/hole pair, where 

electrons are excited from the valence band (VB) to the conduction band (CB), leaving 

holes behind in the VB. 
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Figure 1.1 A schematic representation showing the key features of an ideal photocatalyst. 

The band edges straddle the redox potentials of water. The band gap accommodates 

absorption of visible light. Photo-excited charge carriers migrate to the surface, and both 

fuels hydrogen and oxygen gas evolve. 

In order to maximize spectral absorption in the visible range, the band gap 

should be around 2 eV, which corresponds to absorption of wavelengths in the visible 

range of the electromagnetic spectrum. Traditionally, many wide band gap 

semiconductors, such as TiO2  [13–17] and SrTiO3  [18–23], have been explored as 

water splitting photocatalyst but their efficiencies are limited by large band gaps(≥ 3.0 eV) 

in the UV range. 

The solar flux density in the UV and visible regions of the solar spectrum are 

quite different. The solar spectrum is composed of 2% UV whereas visible light 

composes about 47%. Increasing the absorption of photocatalysts into the visble range of 

light has been the subject of much research in the recent years. However the methods for 

modifying oxide photocatalysts isn’t trivial as will be discussed throughout the context of 

this dissertation. 
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When optimizing a materials overall water splitting ability, the band edges should 

straddle the water splitting half reactions, as illustrated in figure 1.1. Upon the creation of 

photogenerated electron/hole pairs, the electrons and holes must be at sufficient 

energies to facilitate both half reactions. The CB should be at an energy more negative 

than the proton reduction potential (0 V vs NHE under standard conditions), and the VB 

should be more positive than the water oxidation potential (1.23 V vs NHE under 

standard conditions) in order to evolve both hydrogen and oxygen gas simultaneously. 

Furthermore, the photogenerated charge-carriers should easily migrate to the 

surface without too much electron/hole pair recombination. High quality crystalline 

materials are attractive for suppressing recombination simply because fewer defects 

exists in high symmetry crystalline structures. For example intrinsic defects such as Ovac 

and Oint often occur due to the charge compensation mechanism of metal oxides, that 

can trap electrons and decrease photoactivity. 

At last, the material must be inert. There are many attractive candidates with 

narrow band gaps for the overall water splitting reaction, however, their stability limits 

their usage, for example, compounds such as CdS and WO3. The degradation of these 

catalysts is caused by photogenerated holes that decompose the compound. For 

example, WO3 metal oxides are targeted on account of their abundance, affordability, 

and robustness. However, when efforts to design narrow band gap metal oxides include 

nitrogen substitution for oxygen, the compound break down. Nitrogen is decomposed by 

the photogenerated holes as follows: 

 2N3− + 6h+ → N2 (1.5) 

which is an evolution of nitrogen gas. More effective means of modification are discussed 

here in their relevant sections. 
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Chapter 2  

Theory 

2.1 Density Functional Theory 

Density functional theory (DFT) is widely used for solving the many body 

quantum mechanical problems that arise in condensed matter physics and quantum 

chemistry. In 1964 it was shown by Hohenberg and Kohn that there is a one-to-one 

correspondence between the charge density of a system and the external potential that 

acts upon it [24]. Thereby the density that minimizes the total energy is the exact ground 

state density. As such, all properties of a chemical system’s ground state can be derived 

from its single charge density instead of many charge particle wave functions. In 

principle, DFT is an ‘exact’ theory, applicable to any system in the presence of an 

external potential. In practice however, the accuracy of DFT depends on the 

representability of electronic exchange and correlation energies. Therefore approximated 

representations are introduced via an exchange-correlation (XC) functional, which also 

take into account the kinetic energy difference between the interacting (real) and the non-

interacting (fictitious) systems. Over the years approximations made for the 

representability of electronic exchange and correlation, coupled with the technological 

advancements in computer architecture, have increased the predictability and accuracy 

of DFT computations significantly. In the following sections we will provide the reader with 

a concise introduction of the DFT framework following the reviews of Yang and Parr [25], 

Capelle [26] and Nagy [27]. The more specific methods used in this thesis will be 

addressed in their corresponding chapters.  

2.2 The Hohenberg-Kohn Theorems 

If a system of N electrons is under the influence of a time-independent external 

potential, v(r⃗), the Hohenberg-Kohn theorem states, v(r⃗) can be determined within an 
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additive constant by just the electron density ρ(r⃗). In the first theorem [24] by Hohenberg 

and Kohn they cleverly showed this one-to-one correspondence via reductio ad 

absurdum proof which proceeds as follows. Suppose that in addition to v(r⃗) there exists a 

different potential v′(r⃗) that also corresponds to ρ(r⃗).This would imply that two ground 

state wave functions Ψ and Ψ’ and to two different Hamiltonians H and H’ and two 

different ground state energies E0 and E’0 are interchangeable. Then by invoking the 

Born-Oppenheimer approximation as it is routinely done for N electron systems, we 

obtain our Hamiltonians which are purely electronic. 

 H = −
1

2
∑ ∇i

2

N

i

+ ∑
1

rij

N

i<j

+ ∑ v(r⃗)

N

i

 (2.1) 

In this electronic Hamiltonian the first and second terms represent the kinetic and 

electron-electron repulsion energies, respectively. The third term represents the 

accumulation of energy from each electron interacting with an external potential. Here we 

have used atomic units (a.u.), where one a.u. is equivalent to 27.212 eV. All distances 

are in units of Bohr radius (e.g. a0 = 0.529 Å) and the square of electric charge e2, 

Planck’s constant ℏ, and electron mass me, are all considered to be unity. 

Now by a process known as the variational method of quantum mechanics, we 

can say each of the lowest energy eigenstates should be discoverable. For this to indeed 

be the case within the Hohenberg-Kohn theorem, two similar but different perspectives 

should be coexistent. The first perspective is described by equation (2.2), which states, 

the expectation value of H operating on its ground state wave function Ψ should be lower 

in energy than the expectation value of H operating on any other wave function, including 

Ψ’. 
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 E0 = ⟨Ψ|H|Ψ⟩ < ⟨Ψ′|H|Ψ′⟩ = ⟨Ψ′|H|Ψ′⟩ + ⟨Ψ′|H − H′|Ψ′⟩         

= E0
′ + ∫ ρ(r⃗) [v(r⃗) − v′(r⃗)]dr⃗ 

(2.2) 

The second perspective is described by equation 2.3, which states the 

expectation value of H’ operating on its ground state wave function Ψ’ should likewise be 

lower in energy than the expectation value of H’ operating on any other wave function, 

including Ψ. 

 E0
′ = ⟨Ψ′|H′|Ψ′⟩ < ⟨Ψ|H′|Ψ⟩     = ⟨Ψ|H′|Ψ⟩ + ⟨Ψ|H′ − H|Ψ⟩

= E0 + ∫ ρ(r⃗) [v′(r⃗) − v(r⃗)]dr⃗ 

(2.3) 

Combining equations 2.2 and 2.3 to evaluate their coexistence leads to equation 

2.4, which states the following contradiction. 

 E0 + E0
′ < E0

′ + E0 (2.4) 

Therefore we can conclude that given a particular ρ(r⃗) there exists a unique v(r⃗). 

As such all other electronic properties can be determined. 

The second Hohenberg-Kohn theorem then states, a trial density ρ̃(r⃗), such that 

ρ̃(r⃗) ≥ 0, and ∫ ρ̃(r⃗) dr⃗ = N, will give an upper limit of the total energy. If we consider the 

ground state energy can be written, 

 

 

     Ev(ρ) = T(ρ) + Vne(ρ) + Vee(ρ) = ∫ ρ(r⃗)v(r⃗)dr⃗ + FHK[ρ] 
(2.5) 

 

where, 
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FHK[ρ] = T(ρ) + Vee(ρ) 

 

(2.6) 

is the Hohenberg-Kohn universal functional. Then any trial density ρ̃(r⃗), according to the 

first theorem, would have its own potential v(r⃗). This in turn causes it to have its own 

Hamiltonian H and wave function Ψ̃. Thus the expectation value would be, 

 
⟨Ψ̃|H|Ψ̃⟩ = ∫ ρ̃(r⃗)v(r⃗)dr⃗ + FHK = Ev[ρ̃] ≥ Ev[ρ] 

(2.7) 

Now constraining the variation of total energy to the total number of electrons, 

 
δ {Ev[ρ] − μ [∫ ρ(r⃗)dr⃗ − N]} = 0 

(2.8) 

leads us to the Euler-Lagrange equation, 

 
μ =

δEv[ρ]

δρ(r⃗)
= v(r⃗) +

δFHK

δρ(r⃗)
 

(2.9) 

where the Lagrange multiplier μ is the chemical potential. Now if the exact form of the 

functional FHK was known, the equation would then be exact for the ground state electron 

density. 

The functional FHK is defined only for those trial ρ(r⃗) that correspond to an anti-

symmetric ground state wave function that is a solution to a particular Hamiltonian with 

external potentials v(r⃗) (a.k.a. ν-representable).  However the conditions for ρ(r⃗) to be ν-

representable are unknown. Fortunately, DFT has the ability to be formulated on a 

density that can be derived from some arbitrary anti-symmetric wave function (N-

representable).  

The elimination of degeneracy limitations in the proof of the original Hohenberg-

Kohn theorem was shown [28] with Levy’s constrained search method using an N-
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representable density as it is done in the following. Say a universal functional F[ρ] is 

defined by the sums of kinetic  (T = ∑ −
1

2
∇i

2N
i ) and Coulomb repulsion energies (Vee =

∑
1

rij

N
i<j ),  

 F[ρ] = min
Ψ→ρ

⟨Ψ|T + Vee|Ψ⟩ (2.10) 

where all Ψ yield a fixed trial ρ that is N-representable.  Now the ground state energy can 

be written as: 

 

 

 

E0 = min
Ψ→ρ

⟨Ψ|T + Vee + ∑ ν(r⃗)N
i |Ψ⟩}          

        =  min
ρ

{min
Ψ→ρ

⟨Ψ|T + Vee + ∑ ν(r⃗)N
i |Ψ⟩} 

                   =  min
ρ

{min
Ψ→ρ

⟨Ψ|T + Vee|Ψ⟩  + ∫ ν(r⃗)ρ(r⃗)dr⃗ 

(2.11) 

 

Now using the definition of F[ρ] from equation (2.10) we can write equation (2.11) 

as: 

 

                                             

E0 = min
ρ

{F[ρ] + ∫ v(r⃗)ρ(r⃗)dr⃗} 

                         =  min {
ρ

E[ρ]} 

(2.12) 

 

where 

 
E[ρ] = F[ρ] + ∫ v(r⃗)ρ(r⃗)dr⃗ 

(2.13) 

In the constrained search formula for the functional F[ρ] there is no reference to ρ 

needing to be ν-representable ground state density, as long as it is constructed from anti-

symmetric wave functions. However, when ρ is ν-representable we get: 
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 F[ρ] = FHK[ρ] (2.14) 

The functional F[ρ] is universal because it does not depend on the external 

potential v(r⃗). This constrained search method removes the degeneracy problem from 

the original Hohenberg-Kohn theorem, as only one set of the degenerate wave functions 

corresponding to ρ need be required. 

2.3 The Kohn-Sham Method 

The ground state electron density can be in principle determined by solving the 

Euler-Lagrange equation (2.9), 

 
μ = v(r⃗) +

δF(ρ)

δρ(r⃗)
 

(2.15) 

where μ is the Lagrange multiplier associated with the constraint  ∫ ρ(r⃗) dr⃗ = N. The basic 

problem is to evaluate the kinetic energy term of the universal function (see equation 

(2.6)). Kohn-Sham proposed [29,30] an indirect approach to this problem. 

Let us consider a non-interacting system where electrons move independently in 

a common local potential vs, where the electronic density ρ is the same as the interacting 

electronic system. This can be done as long as we ensure that the wave functions, from 

which ρ is constructed are N-representable. In the Hamiltonian, 

 
Hs = ∑ (−

1

2
∇i

2) +  ∑ vs(ri⃗⃗⃗)

N

i

N

i

 
(2.16) 

there is no electron-electron repulsion term. For this system we can write the non-

interacting wave function as the Slater determinant: 

 
Ψs =

1

√N!
det[ψ1ψ2 … ψN] 

(2.17) 

where ψi are the N lowest eigenstates of the one-electron Hamiltonian hs: 
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hsψi =  [−

1

2
∇i

2 +  vs(ri⃗⃗⃗)] ψi =  εiψi 
(2.18) 

The kinetic energy of this non-interacting system is, 

 Ts[ρ] =  ⟨Ψs| ∑ (−
1
2

∇i
2)N

i=1 |Ψs⟩

=  ∑ ⟨ψi| (−
1
2

∇i
2) |ψi⟩

N

i

 

(2.19) 

while the density of the non-interacting system 

 
ρ(r⃗) =  ∑|ψi(xi⃗⃗⃗ ⃗)|2

N

i

 
(2.20) 

is equal to that of the interacting one. 

As mentioned before the kinetic energy functional T[ρ] is unknown, so we simply 

take the kinetic energy functional Ts[ρ] of the non-interacting system instead of T[ρ]. Let 

the difference between these two functionals be TC = T −  Ts, and substituting this in 

equation (2.9) we get: 

 F[ρ] =  Ts[ρ] + Vee[ρ] +  Tc[ρ] (2.21) 

The last two terms in the right hand side of equation (2.21) representing the 

electron-electron interaction and we can rewrite them as the Coulomb and exchange-

correlation terms, respectively: 

 Vee[ρ] + Tc[ρ] = J[ρ] +  EXC[ρ] (2.22) 

so equation (2.21) can be written as: 

 F[ρ] =  Ts[ρ] +  J[ρ] + EXC[ρ] (2.23) 
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Now with equation (2.23) the total energy shown in equation (2.13) can be written 

as: 

 
E[ρ] = T[ρ] + J[ρ] + EXC[ρ] + ∫ ρ(r⃗)v(r⃗)dr⃗ 

(2.24) 

Then the variation of equation (2.23) gives the Euler-Lagrange equation: 

 
μ =  

δE[ρ]

δρ
=  

δ

δρ
∫ ρ(r⃗)v(r⃗)dr⃗ +

δTs[ρ]

δρ
+ 

δJ[ρ]

δρ
+  

δEXC[ρ]

δρ
 

= v(r⃗) +
δTs[ρ]

δρ
+  

δJ[ρ]

δρ
+  

δEXC[ρ]

δρ
  

= veff(r⃗) +  
δTs[ρ]

δρ
                                   

(2.25) 

where the Kohn-Sham effective potential is defined by: 

 
veff(r⃗) = v(r⃗) +  

δJ[ρ]

δρ
+ 

δEXC[ρ]

δρ
 

= v(r⃗) + ∫
ρ(r⃗′)

|r⃗ −  r⃗′|
dr⃗′ +  vXC(r⃗) 

(2.26) 

defining the exchange-correlation potential as: 

 
vXC(r⃗) =  

δEXC[ρ]

δρ
 

(2.27) 

Now rewriting equation (2.24) in terms of one electron orbitals: 

 
E(ρ) =  ∑ ∫ ψi

∗ (−
1

2
∇2) ψidr⃗ + J[ρ] + EXC[ρ] + ∫ ρ(r⃗)v(r⃗)dr⃗ 

N

i

 
(2.28) 
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and the electron density is given in equation (2.20). Thus the energy is expressed in 

terms of N orbitals. Taking the variation of this energy with respect to the one-electron 

orbital ψi, along with the constraint that they be orthonormal to each other: 

 
∫ ψi

∗ψjdx⃗⃗ = δij 
(2.29) 

we get, 

 

δ [E[ρ] − ∑ ∑ εij

N

j

N

i

∫ ψi
∗(x⃗⃗)ψj(x⃗⃗)dx⃗⃗] = 0 

(2.30) 

In equation (2.37) εij are the Lagrange multipliers. Now considering the variation 

of equation (2.28) we get: 

 
δE[ρ] =  [

δ

δψi
∗ ∑ ∫ ψi

∗ (−
1

2
∇2) ψidr⃗ +

δJ

δψi
∗

N

i

+
δEXC

δψi
∗

+
δ

δψi
∗ ∫ v (r⃗) (∑|ψi|

2

N

i

) dr⃗] δψi
∗ 

(2.31) 

Using the chain rule for the functional derivative, the first term on the right hand 

side gives, 

 δ

δψi
∗ ∑ ∫ ψi

∗ (−
1

2
∇2) ψidr⃗

N

i

=
∂ψi

∗

∂ψi
∗ (−

1

2
∇2) ψi + ψi

∗
∂

∂ψi
∗ {−

1

2
∇2} 

    = −
1

2
∇2ψi 

(2.32) 

where the derivative in the second term is zero. Similarly the last term in the variation of 

energy in equation (2.31) gives,  
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 δ

δψi
∗ ∫ v (r⃗) (∑|ψi|

2

N

i

) dr⃗ = v(r⃗)ψi 
(2.33) 

So from equation (2.30), for any arbitrary variation of δψi
∗, we get using equations 

(2.32) and (2.33), 

 
heffψi = [−

1

2
∇2 +

δJ[ρ]

δρ
+

δEXC

δρ
+ v(r⃗)] ψi = ∑ εijψj

N

j

 

⇒ heffψi = [−
1

2
∇2 + veff(r⃗)] ψi = ∑ εijψj

N

j

 

 

(2.34) 

where veff(r⃗) is defined by equation (2.26). Now in equation (2.34) the Hamiltonian heff is 

a Hermitian operator, hence εij is a Hermitian matrix which can be diagonalized by 

unitary transformation, leading to the Kohn-Sham equations: 

 
[−

1

2
∇2 + veff(r⃗)] ψi =  εiψi 

(2.35) 

Equation (2.35) (or equation (2.41)) is the central equation in the application of 

density functional theory. These equations are usually solved by self-consistent methods 

which can be represented by the following flow chart: 
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Figure 2.1 A schematic representation of the self-consistent cycle as it is implemented in 

DFT algorithms. 

The solution of the Kohn-Sham equation is in principle exact, but as can be seen 

from the above discussion of the Kohn-Sham procedure that, it does not give any 

prescription of obtaining the exchange-correlation functionals. Depending on the system 

at hand, different levels of approximations were made to deal with this functional. In the 

following we will describe the local and generalized density approximations to these 

functionals. 

2.4 Local Density Approximations: LDA 

Historically local density approximation to the functionals is the most used 

approach in the condensed matter physics. In this approximation the functionals are 

local, that is they depend on the local variable. Formally, a functional F is local if,  

 
F[ρ] = ∫ f(ρ(r⃗))dr⃗ 

(2.36) 
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where the functional F depends on r⃗ only through the density ρ(r⃗). Physically this 

approximation would be correct in the limit where the charge density is a slowly varying 

function with respect to the spatial variable, r⃗. Within LDA the exchange and correlation 

energy becomes, 

 
EXC

LDA[ρ] = ∫ ρ(r⃗)εXC(ρ)dr⃗ 
(2.37) 

where εXC(ρ) is the exchange and correlation energy per particle of a uniform electron 

gas of density ρ(r⃗). The exchange and correlation potential then is given by, 

 
vXC

LDA(r⃗) =
δEXC

LDA

δρ(r⃗)
= εXC(ρ(r⃗)) +  ρ(r⃗)

∂εXC

∂ρ
 

(2.38) 

Then the Kohn-Sham equation can be written as,  

 
[−

1

2
∇2 + v(r⃗) + ∫

ρ(r⃗′)

|r⃗ −  r⃗′|
dr⃗′ + vXC

LDA(r⃗)] ψi =  εiψi 
(2.39) 

Now the function εXC(ρ) can be divided into exchange and correlation 

contributions [31], 

 εXC(ρ) = εX(ρ) + εC(ρ) (2.40) 

where εX(ρ) is the Dirac exchange energy, 

 
εXC(ρ) = −

3

4
(

3

π
)

1
3⁄

 ρ(r⃗)
1

3⁄  
(2.41) 

and  εC(ρ) is the correlation energy per particle of a homogeneous electron gas, 

 

εC(ρ) = {

0.0311 ln rs − 0.048 + rs(A ln rs + C)      for rs ≪ 1

1

2
(

g0

rs

+
g1

rs
3 2⁄

+
g2

rs
2

+ ⋯ )                                for rs ≫ 1  
 

(2.42) 

where, rs is the Wigner-Seitz radius, 
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 4

3
πrs

3 =
1

n
 

(2.43) 

We can extend LDA to include spin for so-called unrestricted calculations. We 

can divide the total electronic density in two parts for spin up density (ρα) and spin down 

(ρβ), so that, 

 ρα(r⃗) + ρβ(r⃗) = ρ(r⃗) (2.44) 

Then in the local spin density approximation the exchange-correlation functional 

can be written as,  

 
EXC

LSD[ρα, ρβ] = ∫ ρ(r⃗)εXC (ρα(r⃗), ρβ(r⃗)) dr⃗ 
(2.45) 

As mentioned earlier, LDA (or LSD) is based upon the idealization that the system is a 

homogeneous electron gas with equal (or slowly varying) density. It is obvious that any 

real system could behave in a drastically manner. However, the success and importance 

of the local density approximation in condensed matter physics is noteworthy. It gives 

results comparable or better than Hartree-Fock approximation.   

2.5 Generalized Gradient Approximation 

Logically the first step to improve upon the LDA is to take into account the spatial 

change in electronic density, i.e. the gradient of the density, ∇ρ(r⃗), to take into account 

the non-homogeneity of the true electron density. This method is named as the gradient 

expansion approximation (GEA). This can be done by a Taylor series expansion of the 

exchange-correlation functional, 
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EXC

GEA[ρα, ρβ] = ∫ ρ(r⃗)εXC (ρα(r⃗), ρβ(r⃗)) dr⃗ + ∑ ∫ CXC
σ,σ′(ρα, ρβ)

σ,σ′

∇ρα

ρσ
2 3⁄

∇ρβ

ρσ
2 3⁄

dr⃗

+ ⋯ 

(2.46) 

The coefficient CXC
σ,σ′

 in equation (2.46) was found to be proportional to 1 ρ4 3⁄⁄ . 

Unfortunately, GEA did not give a systematic improvement on the LDA approximation.  

The reason that the exchange-correlation interation was not physically very meaningful in 

this definition. In addition to it, higher order corrections of ∇ρ′s are exceedingly difficult to 

calculate. However, a more sophisticated approach to include the gradient of densities 

was proposed by Perdew and others [25,32–34] called generalized gradient 

approximation (GGA), which defines the exchange-correlation functional in the following 

manner, 

 
EXC

GGA[ρα, ρβ] = ∫ f(ρα, ρβ, ∇ρα, ∇ρβ) dr⃗ 
(2.47) 

In practice, EXC
GGA is divided into its exchange and correlation contributions, 

 EXC
GGA = EX

GGA + EC
GGA (2.48) 

and the approximations for the functionals are usually made individually. 

It should be mentioned here that GGA does not provide a complete non-local 

functional. In true mathematical sense, ρ(r⃗), and its gradient ∇ρ(r⃗) depend only on r⃗, and 

is independent of any ρ(r⃗′), where r⃗′ ≠  r⃗. Only advantage GGA achieved is that it 

includes the local variation of the densities. Also GGA in its original form does not 

produce the simultaneous asymptotic behavior for both the energy and the potentials. In 

the modern day functionals, a cut-off procedure on density is used to produce the 

satisfactory results. However GGA functionals so show improvements over LDA 
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functionals in many systems in condensed matter physics and quantum chemistry, with 

the exception in the long range weakly bound system, for instance in van der Waals 

interaction. 

2.6 DFT +U 

The DFT+U method employs a Hartree-Fock treatment of the on-site 

interactions, which are characterized as interactions between electrons of the same 

angular momentum l that are localized in atomic-like orbitals on the same atom I, and 

uses DFT methods to describe all other interactions in the system. This is achieved with 

the following general functional form: 

 EDFT+U[ρ, {nIlmσ}] = EDFT[ρ] + Eon−site[{nIlmσ}] − Edc[{NIlσ}] (2.49) 

where EDFT is the DFT energy of the system based on the total electron density ρ,  

Eon−site is the on-site energy, and Edc is a double-counting term that corrects for the fact 

that the on-site interactions are included in both EDFT and Eon−site. nIlmσ corresponds to 

the number of electrons with spin σ, angular momentum l, and magnetic quantum number 

m that are localized on atom I. In practice, the values of nIlmσ are obtained by projecting 

Kohn-Sham orbitals for the entire system onto a suitable set of atom-centered basis 

functions. The quantity NIlσ is the number if electrons of angular momentum l and spin  σ 

that are localized on atom α and is given by NIlσ = ∑ nIlmσm . 

 Here, we will focus on the DFT+U formalism developed by Dudarev et al [35]., 

which is implemented in the VASP electronic structure package. In this formalism, 

Eon−site and  Edc are defined as: 
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Eon−site[{nIlmσ}] = ( ∑ nIlmαnIlm′β

m,m′

+ ∑ nIlmαnIlm′α +

m,m′>m

∑ nIlmβnIlm′β

m,m′>m

) UIl

− ( ∑ nIlmαnIlm′α +

m,m′>m

∑ nIlmβnIlm′β

m,m′>m

) JIl 

(2.50) 

 
Edc[{NIlσ}] = (NIlαNIlβ +

NIlα(NIlα − 1)

2
+

NIlβ(NIlβ − 1)

2
) UIl

− (
NIlα(NIlα − 1)

2
+

NIlβ(NIlβ − 1)

2
) JIl 

(2.51) 

Note that for the sake of clarity, these definitions have been written to describe 

the on-site and double-counting energies arising from electrons of a particular angular 

momentum on a single atom. In a polyatomic system, there would be a summation over 

multiple atoms and different values of l in accordance with the nature of the localized 

electrons in the system. 

The quantities UIl and JIl in equations (2.50) and (2.51) correspond to the 

spherically-averaged Coulomb and exchange interactions between electrons of angular 

momentum l that are localized on the same atom I. Using these quantities, equation 

(2.50) provides a HF-like treatment of the on-site interaction energies, assuming that the 

Coulomb and exchange interactions are independent of m. The expression for Edc is 

approximate and essentially enumerates the on-site interactions that are accounted for in 

EDFT. Justifications for this particular form of Edc have been made elsewhere, and will not 

be discussed here. 
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Inserting the definitions of Eon−site and  Edc in equations (2.50) and (2.51) into 

equation (2.49) leads to the following expression for EDFT+U: 

 
EDFT+U[ρ, {nIlmσ}] = EDFT[ρ] + ∑

(UIl − JIl)

2
I,l,m,σ

(nIlmσ − nIlmσ
2 ) 

(2.52) 

where the summation in the second term on the right hand side has been written in a 

general sense for a polyatomic system. In practice, this summation would include values 

of I and l that are consistent with the localized electrons of the system. Unfortunately, this 

expression in not invariant with respct to unitary transformations of orbitals. To achieve 

rotational invariance, the occupation numbers in equation (2.52) must be replace by the 

on-site density matrix of the localized electrons, ρjk
Ilσ. Doing this leads to the following 

DFT+U total energy functional: 

 
EDFT+U[ρ] = EDFT[ρ] + ∑

(UIl − JIl)

2
I,l,σ,j,k

[ρjj
Ilσ − ρjk

Ilσρkj
Ilσ] 

(2.53) 

Note equations (2.52) and (2.53) are equivalent when the on-site density matrix 

is diagonal. 

The first term on the right hand side of equation (2.53) corresponds to the DFT 

energy based on the total electron density of the system and the second term can be 

interpreted as a penalty function that modulates the electron density associated with the 

localized states. Noting that UIl > JIl and ∑ [ρjj
Ilσ − ρjk

Ilσρkj
Ilσ] > 0jk , it becomes evident that 

this is a positive definite penalty function driving the on-site density matrix toward 

idempotency. This property of the penalty function biases the localized states toward 

integer occupations, which counters the tendency of DFT calculations to fractionally 

occupy these states (as in a metal). 



 

24 

The one-electron potential, Vjk
Ilσ, of the localized orbitals can be obtained by 

differentiating EDFT+U with respect to ρjk
Ilσ: 

 
Vjk

Ilσ
=

δEDFT

δρjk
Ilσ

+ (UIl − JIl) (
1

2
δjk − ρjk

Ilσ) 
(2.54) 

In the limit of integer occupations of the localized states, this has the effect of shifting the 

energies of the occupied localized orbitals by (UIl − JIl) 2⁄ , increasing the band gap by 

UIl − JIl. This property counteracts the tendency of DFT calculations to greatly 

underestimate the band gaps of strongly correlated electron materials. 
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Chapter 3  

Material Analysis 

3.1 Introduction 

The most rigorous material analyses and characterization methods of oxide 

photocatalysts typically consists of the latest spectroscopic and microscopic techniques. 

Scanning electron microscopy (SEM), high resolution transmission electron microscopy 

(HRTEM), electron dispersive spectroscopy (EDS), x-ray photoelectron spectroscopy 

(XPS) and x-ray diffraction (XRD) are among these advance characterization methods. 

Physical features of photocatalysts powders can be extrapolated from raster images 

created by SEM, while chemical composition and crystalline features can be extrapolated 

from those created by EDS and XRD, respectively. More advanced material analyses are 

done with XPS and HRTEM which require intuitive manipulations of the data to determine 

ion charges and stoichiometry. However, the readiness to couple these analyses can 

lead to erroneous results and misconceptions.   

In particular workers generally rely on XRD and XPS to confirm whether or not an 

impurity takes up a particular substitutional site. Take for example XRD results that 

indicate a particular a cubic crystalline structure, which HRTEM and EDS analyses 

suggest are aggregates made of multiples of two Bi cations, two Ti cations and seven O 

anions. Thereby subsequent XPS analysis is inadvertently biased toward a particular 

ionic state of the elemental constituents (Bi3+, Ti4+, and O2-) in order to coincide with this 

data. Given the resolution levels of XPS and XRD are vastly different and multi metal 

oxides incur anion deficiencies due to a charge compensation mechanism, makes 

answering questions like: Would a transition metal with a charge state of 3+ substitute Ti 

cations or Bi cations? or, does this transition metal have octahedral or tetrahedral 

coordination with O anions?, exercises in educated guessing.  
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We suggest theory that examines the possible outcomes in a probabilistic 

manner to be superior to educated guesses. We attempt to ultimately demonstrate the 

advantages of coupling theoretical methods with experimental ones for the development 

of higher quality modified mixed metal oxide photocatalysts. In this chapter we introduce 

our theoretical method for developing free energy landscape (FEL) phase diagrams for 

doped multi metal oxide photocatalysts. As doping is a band engineering technique that 

can overcome the limitations of optical absorption, there is a need to examine practical 

approaches to enhancing stability of these materials once it is done. We have seen from 

a previous experimental study [36] that a critical dopant concentration (threshold) marks 

the limit of how much a multi metal oxide photocatalyst can be enhanced before dopant 

inspired phases (DIPs) or secondary phases occur. Therefore we take suppression of 

DIPs and secondary phase formations to be a crucial first step associated with enhancing 

the photocatalytic properties. Evidently, distinct thermodynamic relationships can be 

defined and explored theoretically that shed light on how pure phase doping in 

experiment can be obtained.  

3.2 Computational Details of the Free Energy Landscape 

Our DFT calculations for the stability analysis purpose were performed using the 

Vienna Ab Initio Simulation Package (VASP) [37–39]. VASP uses the projector 

augmented wave (PAW) method with crystal wave functions expanded in terms of a 

plane wave basis set to describe interactions between core and valence electrons. The 

PBE (Perdew-Burke-Ernzerhof) exchange-correlation functional was used as it is still the 

best known functional for general accuracy and applicability at the DFT level  [25]. The 

starting atomic coordinates were defined by the respective material unit cell. Full 

relaxation was based on the residual forces between atoms becoming lower than 0.01 

eV/Å. The Brillouin zones were sampled with a saturated grid densities, 6 X 6 X 8 for 
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rutile TiO2, 4 X 4 X 6 for clinobisvanite BiVO4, and 5 X 5 X 5 for pyrochlore Bi2Ti2O7. In 

recognition of the adequacy of our computational details, the obtained lattice parameters 

for pristine BTO were a = b = c = 10.329 Å and α = β = γ = 90˚ which  agrees well with 

other theoretical  [40–42] and experimental  [43–45] results. 

After the total energies and electronic structures were obtained for all phases and 

defect containing structures, we determined their formation enthalpies and defect 

formation energies. Formation enthalpy (equation (3.1)) of any DFT calculated structure 

can be defined as the energy difference between its total energy Et and the combination 

of atomic energies (chemical potentials, μi) required to compose the structure; here ni is 

the total number of ith
 atoms.   

 ΔHf =  Et −  ∑ niμi

i

 (3.1) 

The doping formation energy can be defined as the sum of two differences 

(equation (3.2)). The first difference is of the total energy between the unit cell with doped 

and the pristine unit cell, e.g. the energy gained or loss by forming the defect. The 

second difference is written in summation form where each term has an operator α 

associated with it. This operator becomes either a negative sign or a positive sign 

depending on ith
 atoms added or removed to form the cell.  

 Ef(μ) =  Ed −  Et + ∑ αiniμi

i

 (3.2) 

For a deeper analytical purpose we consider the variation in atomic chemical 

potentials due to the atomic source. Hence μi represents the atomic energy plus some 

additional free energy due to where the atom came from (see equation (3.3)). When used 
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with equation (3.1), a constrained linear equation can be generated that allows us to 

evaluate formation of Fe-BTO given different combinations of additional free energy. 

 μi =  μi
0 +  Δμi (3.3) 

This scope dictates thermodynamic limits be imposed on the additional free 

energy. For instance, to avoid solutions to the constrained equation that would result in 

atomic dissociation we impose an upper bound on Δμi. Consequently, this assures Δμi is 

always an energy gain. 

 Δμi  ≤ 0 eV (3.4) 

This upper bound on the free energy is referred to throughout the remaining text 

as the rich condition. Therefore given a rich supply of any elemental constituent its Δμi 

term is at most equal to zero. The rich condition serves as a universal reference point for 

all constituents and phases, values greater than zero imply an input of energy from an 

external source. 

3.3 Clinobisvanite BiVO4 (BVO) 

3.3.1 Structural Properties of BVO 

BiVO4 has attracted attention due to its high photocatalytic activity for oxygen 

evolution in aqueous solutions under visible light irradiation relative to other known 

materials tested under similar conditions and has earned recognition as the most efficient 

hydrogen producing oxide photocatalyst. BiVO4 exists in three main polymorphs: the 

zircon structure with tetragonal crystal system and the scheelite structure with monoclinic 

and tetragonal crystal systems. The scheelite structure with monoclinic crystal system, 

also known as clinobisvanite (BVO), has been reported as the most photoactive form of 

BiVO4
 and is shown in figure 3.1.  
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Figure 3.1 Clinobisvanite (BVO) crystal structure. Bi atoms are represented by the large 

purple spheres, V atoms are represented by the middle-sized burgundy spheres, and O 

atoms are represented by the small red spheres. Structural images were generated using 

the Visualization for Electronic and Structural Analysis program (VESTA) [46]. 

A mixed cation coordination of BVO can be seen in figure 3.1. Bi atoms are 

coordinated with eight O atoms while V atoms are coordinated with four O atoms. This 

aspect of the structure is an important observation when determining impurity 

substitutions intended for a particular cation. For instance, W and Mo are two common 

dopants in BVO that both improve spectral absorption, but due to the effect on 

photogenerated charge carriers, the photoactivity is quite different. W and Mo are both n-

type dopants in BVO based on their 6+ oxidation state. Yet the evidence put forth by the 

literature indicates W is the better dopant. In a comprehensive study on the factors 

associated with metal doping BVO for improved photocatalytic performance [47] the 

authors conclude W and Mo are both revealed as excellent shallow dopants, which 

facilitate the separation of excited electron-hole pairs, but due to their difference in 

ionization energy W can more efficiently donate electrons to the host lattice than Mo. In 

both cases subsequent doping leads to a shift in the symmetry from monoclinic to 

tetragonal which reportedly have significant differences in photoactivity between the two 
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symmetries. We suggest this difference in ionization ultimately effects the cation site that 

is more readily substituted. Take for example the case where either of these dopants 

actually replace a Bi atom instead of a V atom. In reference 33 the authors discuss a 

merging of XRD peaks representing (200) and (002) lattice planes at different doping 

concentrations which could only be attributed to a mechanism that promotes secondary 

phase formations. 

3.3.2 Electronic Properties of BVO   

In figure 3.2 we show our GGA-DFT calculated electronic structure of monoclinic 

BiVO4. It shows the electronic band structure and density of states projected on select 

atomic orbitals for Bi, V, and O ions. The Bi-O interaction leads to the hybridization 

between Bi 6s and O 2p where the antibonding state makes up the valence band 

maximum (VBM). The bonding state (not shown) is around 9-10 eV below the Fermi 

energy level.  

The band gap of monoclinic BiVO4 is reported to be 2.3-2.4 eV by experiment 

and is shown to be an indirect band gap around 2.05 eV as indicated from our DFT 

calculations. Based on the stoichiometry of BiVO4, the oxidation states and atomic 

orbitals are given by Bi3+ (5d106s2), V5+ (3d0), and O2- (2p6). The VB and CB mainly 

consist of O 2p states and V 3d states. The Bi 6p and 6s states also contribute to the 

composition of VB and CB. Because of the V tetrahedron ligand field the V 3d states are 

split into e and t2 states features which are consistent with previous calculations. From 

the curvature of the band edges, the effective hole and electron masses are roughly 

estimated to be 0.42me and 0.60me. 
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Figure 3.2 BVO electronic band structure and density of states projected on the Bi 6s 

(orange), Bi 6p (cyan), V 3d (green), and O 2p (purple) states. The horizontal dotted line 

indicates the Fermi energy level, which is set to 0 eV. The inset is of the Brillouin zone of 

monoclinic BVO with reciprocal lattice vectors (b1, b2, and b3) and the MCLC5 path 

indicated.  

In terms of photocatalytic performance, the conduction band edge of BiVO4 has 

been estimated to be at 0 V vs. NHE at pH 0, which corresponds to a valence band edge 

of 2.4 V vs. NHE at pH 0 (using 2.4 eV as the band gap). Since the conduction band is 

not more negative than the H+ reduction potential (0.0 V vs. NHE at pH 0), pure BiVO4 

cannot evolve substantial amounts of H2 from H2O without an applied bias on an inert 

metal counter-electrode. On the other hand, the valence band of BiVO4 is below the 

water oxidation potential (1.23 V vs. NHE at pH 0) indicting that BiVO4 is 

thermodynamically capable of evolving O2 from H2O. Several researchers have 

confirmed that BiVO4 can oxidize water by measuring O2 evolution from aqueous 

solutions containing Ag+ as a sacrificial reagent (Ag+/Ag redox potential at 0.799 V vs. 

NHE). Although BiVO4 is not able to reduce H+, with a counter-electrode and bias it is still 
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a promising material for the overall water splitting reaction as a photoanode in a multi-

photon PEC cell. 

3.3.4 Electronic Structure of Metal Doped BVO 

We examined antimony and tantalum as dopants in BVO to determine the 

relative effects on its band edges and charge carrier properties. In figure 3.3 and 3.4 we 

show our calculated electronic structure of the Ta and Sb substitutional doping, 

respectively. According to the electronic configurations of Ta and Sb and also the defect 

formation energies of each doping we find Ta in V sites (TaV) and Sb in Bi sites (SbBi) to 

be the most stable doping configurations in comparison to their respective counterparts 

TaBi an SbV.

 

Figure 3.3 Electronic band structure and density of states projected on Bi 6s (orange) Bi 

6p (cyan), V 3d (green), O 2p purple and Ta 3d (grey) atomic orbitals. V is substituted by 

Ta (TaV) according to the shown concentration. The horizontal line represents the Fermi 

energy level which is set to 0 eV. 

In the case of TaV the GGA-DFT calculated band gap is ~ 2 eV as it was in the 

pristine BVO case. Likewise, the Fermi energy level, measured from the core O 1s levels, 

indicates the band edges are also unchanged. Furthermore the overall chemical 
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composition of the bands is virtually unchanged, except for the presence of Ta 3d in the 

VB and CB. The interesting effect is related to the dispersion of the electronic bands. Due 

to the lack of dispersion, Ta doping apparently increases the effective masses and 

reduces the mobility of charges. Thus incorporation of Ta 3d states negatively affects the 

collective properties associated with enhancing photocatalytic performance. 

 

Figure 3.4 Electronic band structure and density of states projected on Bi 6s (orange) Bi 

6p (cyan), V 3d (green), O 2p purple and Sb 5s (black) atomic orbitals. Bi is substituted 

by Sb (SbBi) according to the shown concentration. The horizontal line indicates the Fermi 

energy level which is set to 0 eV. 

For the case of SbBi doping, it can be seen in figure 3.4 that the band gap is 

reduced considerably by introducing the Sb 5s electronic states. The valence band 

maximum is approximately 0.7 eV closer to the conduction band than it previously was 

without Sb doping. According to the differences between the O 1s levels of the electronic 

core between pristine BVO and SbBi, the valence band edge was raised. From the 

projected density of states, shown in figure 3.4, it can be seen that the Sb 5s level sits 

atop the Bi 6s level to form the VBM which accounts for the increased VBM height. 
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Among the two dopant considered here, Sb is the most advantageous for improving the 

water oxidation reaction.  

This type of electronic structure analysis demonstrates the relative ease 

associated with selecting impurities based on their potential for improving photocatalytic 

performance. Yet these potential electronic enhancements do not reflect the effective 

conditions necessary to achieve similar results in experiment. To determine such 

conditions we rely on our method for stability analysis described in section 3.2. Therefore, 

in the following section we describe our theoretical method in detail with respect to the 

SbBi doping configuration. 

3.3.5 Free Energy Landscape Analysis of Sb-BVO 

To begin our free energy landscape (FEL) analysis we first calculated the total 

energies and formation enthalpies of the binary analogues of BVO and some of the 

probable DIPs which are shown in table 3.1. The quantity that is shown in green 

represents the highest lower limit of available O free energy that will ensure all phases 

can be formed within the FEL. 
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Table 3.1 Total energies, binding energies (BE), formation energies and the respective O 

free energy limit all in eV of Sb-doped BVO, BVO’s binary analogues and some DIPs. 

 

The values shown in table 3.1 define several constraints for the constituent elements. 

 niΔμi < ΔHf
X = FE/molecule (3.5) 

Equation 3.5 is a general form of the constraints when equations 3.1 and 3.3 are 

combined. X represents one of the listed chemical species and FE/molecule refers to the 

corresponding value given in table 3.1. The quantities are then plugged into the specific 

equation for the formation enthalpy of the SbBi doping configuration given in equation 3.6. 

 ΔHf
SbBi = 0.75∆μBi

X + 0.25∆μSb
0 + ∆μV

X + 4∆μO
Sb2O3 (3.6) 

Each term of equation 3.6 is varied with respect to the reference chemical species to 

form the FEL. In figure 3.5 the FEL governed by equation 3.6 is given. The entire triangle 

represents the range of free energies that promotes formation of the SbBi doping 

configuration of BVO. The horizontal axis represents the change in Bi free energy and the 
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vertical axis represents change in V free energy. The bisecting lines represents regions 

where the reference secondary phase is coexistent with Sb-BVO. 

 

Figure 3.5 Free energy landscape of Sb-BVO. The axes are given in eV where the 

horizintal axis represents changes in Bi free energy and the vertical axis represents free 

energy changes for V. The entire triangle represents stable formation of SbBi, the lines 

denoted by secondary phases represents regions where the reference secondary phase 

may form. The shaded region represents the range of free energies that promote the 

pure phase Sb-BVO.  

The FEL approach is the primary tool to determine the existence of pure phase 

doping of a mixed metal oxide. In the following chapter we analyze a series of transition 

metal dopants in our prototype material and show how this information can be used to 

generate a probability distribution of different doping configurations. 
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Chapter 4  

Bismuth Titanate (BTO) 

4.1 Structural Properties of BTO 

Bismuth titanate of the pyrochlore structure (Bi23+Ti24+O7 abbrv. BTO), adopts 

Fd3m space group symmetry that has international tables number 227 and Schoenfiles 

name OH-7 [48]. This face centered cubic symmetry has two origin choices that are 

either (i) on an A cation or (ii) on a B cation (note, A = Bi and B = Ti) [40]. Construction of 

BTO is described as alternate stacking of triple layers of TiO6 octahedra and monolayers 

of (Bi2O2)2+ units along the c-axis [49]. In figure 4.1 a schematic view along a <111> 

direction of the cubic structure shows how O’Bi4 tetrahedra interpenetrate corner 

connected TiO6 octahedra in the pyrochlore structure. Experimental data consistently 

reports lattice parameters of BTO as, a = 10.298 Å (α = β = γ = 90°) and the Ti-O, Bi-O, 

and Bi-O’ bond lengths as 1.964, 2.559, and 2.227 Å respectively [43–45]. The distinction 

between O and O’ atoms are based on their coordination with Bi atoms; O’ atoms have 

shorter bond lengths with Bi and are responsible for the activity of Bi 6s lone pair 

electrons. Our DFT results were in good agreement with a = 10.332 Å (α = β = γ = 90°) 

and Ti-O, Bi-O, and Bi-O’ bond lengths at 1.982, 2.572, and 2.236 Å respectively. Our 

results also agree well with other theoretical results [36–40]. 
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Figure 4.1: Schematic view of BTO dual type polyhedra along a <111> direction. The 

large, purple atoms are Bi atoms, the smaller, bluish atoms are Ti atoms, and the 

smallest red atoms are O atoms. The shaded regions of the structure are TiO6 octahedral 

units while the un-shaded regions are the O’Bi4 tetrahedral units. Bi-O bonds are not 

shown. 

The stoichiometric pyrochlore is generally represented as A2
3+B2

4+O7, but it has 

different charge balanced combinations as well (A2
2+B2

5+O7 and A2
1+B2

6+O7)  [55–57]. 

Thus, further complex pyrochlore structures can be prepared by substitution of either A or 

B cations as long as they satisfy the ratio rA/rB = 1.29-2.30 Å (r = ionic radius) and 

maintain overall charge neutrality  [58–60]. Interestingly, another feature of pyrochlore 

structures is summarized by the notation A2O’·B2O6, which basically represents how O’A4 

tetrahedra penetrate corner connected BO6 octahedra [43,61]. This feature is the basis 

for accommodating frustrated magnetic spins in ice, glass, and liquid forms  [62–65]. 

Also, when the A cation has lone pairs it displaces from its symmetric center in such a 

way the average structure retains its intrinsic phase  [62,66–68]. 
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4.2 Electronic Properties of BTO 

In figure 4.2 the calculated electronic structure of pristine BTO pyrochlore shows 

how Bi 6s lone pairs form an antibonding state with O’ 2p electrons in the VBM. Deeper 

in the valence bands (not shown) is the bonding state that pushes the valence band 

closer to the CBM.  

 
Figure 4.2: DFT calculated electronic structure of BTO. The band gap is shown to be 

approximately 2.6 eV at the Γ-point. The projected DOS shows that the VBM is 

composed of Bi 6s (lone pair) and O’ 2p antibonding level and the CBM is primarily Ti 3d 

the units are arbitrary. 

This covalent nature of the A site network clearly plays an important role in the 

functionalization of BTO as a photocatalyst, therefore Bi atom substitutions are not 

typically considered  [48,69,70]. Due to the atomic structure difference between transition 

metals and p-block cations, chemical intuition would dictate transition metals substitute 

transition metals. Here, however, the chance of a first row transition metal (TM) 

substituting either cation (A or B) as an impurity in BTO is possible. (i) TM in either cation 

site can achieve band gap reduction because d-electron ionization energies are typically 
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slightly higher than that of the p-orbitals in BTO’s VBM  [48]. (ii) TM are typically 

terrestrially abundant ions with multiple valence states  [71–75], thus charge neutrality 

can be achieved at either site. (iii) The ionic radii ratios for example, TM3+/Ti4+ and 

Bi3+/TM4+, are between 1.29 and 1.98 respectively, which meet the rA/rB = 1.29-2.30 

criteria. 

4.3 Multi Metal Oxide Doping 

4.3.1 Theoretical Context 

From our theoretical perspective, further reduction of BTO’s band gap via 

transition metal doping requires an electronic structure derived understanding of doping 

stability. In practice, a change to the chemical environment plays a significant controlling 

role on phase stability. If a priori knowledge of the effective conditions that control phase 

stability can be predetermined for any given case, it would be very beneficial to the 

quality of the materials we synthesize. Fortunately, thermodynamic modelling provides 

valuable information regarding free energy dependence of pure phase stability. Hence, 

state-of-the-art first principle methods like, density functional theory (DFT), are extremely 

useful for predicting the chemical parameters which govern pure phase synthesis of 

multi-metal oxides, or any other multicomponent material.  

From this theoretical standpoint, TM substitutions in BTO or any other ternary 

metal oxide, could easily drive morphological phase transitions, among other detriments 

to the electronic structure, through a charge compensating mechanism. If we consider for 

example Bi2−xTMxTi2O7±y and Bi2Ti2−xTMxO7±y as two sets of probable doping 

configurations, where ‘x’ is independent and ‘y’ is dependent on the charge state of the 

TM ion, one can see how morphological phase transitions are driven. The simultaneous 

occurrence of O defects force cation/anion coordination changes which alter the notions 

that TM inclusion only increases n-type conductivity. Therefore, in this 
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theoretical/computational study, we perform a phase stability analysis, with respect to O 

chemical potential, of two essential doping types based on A and B cation substitutions. 

The first types are first order configurations, substitutions of A and B cations, or TMBi and 

TMTi respectively. The second types are second order configurations defined as TMBi or 

TMTi coupled with an O vacancy or interstitial (TMBi-Ovac/Oint and TMTi-Ovac/Oint). Thus, 

evaluating the thermodynamic stability of these configurations should identify the doping 

configurations that lead to the formation of dopant inspired phases (DIP) in experiment. 

4.3.2 Experimental Context 

A peak in the photocatalytic performance of doped BTO has a corresponding 

pure phase vulnerability, especially for those grown using hydrothermal 

synthesis  [13,15,22,76–83]. Hydrothermal synthesis is the go-to method for synthesizing 

single phase multi-metal oxides that depend on high pressure solubility of their 

precursors in hot water.  Therefore density functional theory modelling is often 

overlooked due to its inability to address the associated kinetic effects, but pressure 

effects on the chemical environment can be modelled in many ways, including variation 

of the atomic free energies. For instance, in a growth process where O partial pressure is 

extremely reduced, stable configurations with X3+ cations may in some adiabatic process 

require reduction of the X cation to a 2+ charge state or, formations of O vacancies to 

compensate any charge imbalances. Such effects of low O partial pressure are modelled 

here by calculating the formation energy of X-doped Bi2Ti2O7 (BTO) using a lower limit of 

available O free energy. Conversely, increased O partial pressure may require oxidation 

of the cation to a 4+ charge state or formations of O interstitials to accommodate a new 

charge distribution. This case is modelled here by calculating the formation energy of X-

doped BTO using an upper limit of available O free energy.  
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4.3.3 FEL for BTO 

From the analytical method described in the previous chapter we generated a 

constrained equation using the DFT calculated formation enthalpy of pristine BTO 

(equation 4.1). The superscripts are added to the generated constrained equation to 

indicate the referenced crystal phase and the source of additional free energies Δμi. 

 ΔHf
BTO = −23.967 eV = 7ΔμO

BTO + 2 ΔμTi
BTO + 2ΔμBi

BTO (4.1) 

To test our free energy formalism we considered BTO precursors Ti2O3, Bi2O3 and TiO2, 

then invoked O rich and poor conditions (ΔμO = 0 and ΔμO,min  =  ΔμO
BTO, respectively) on 

its formation enthalpy (see equations 4.2-4.4) to find the associated poor and rich 

coordinates of the given cation (either ΔμBi or ΔμTi). Then the unknown cation free 

energy, Δμi, was solved for by plugging the given values into the constrained equation. 

To obtain pure phase formation of BTO without any precursor phases the following 

inequalities had to be satisfied simultaneously. Each ΔHf
X was derived from total energy 

calculations by using equation (4.1).  

 niΔμi < ΔHf
Ti2O3 = −14.129 eV (4.2) 

 niΔμi < ΔHf
Bi2O3 = −10.074 eV (4.3) 

 niΔμi < ΔHf
TiO2 = −8.258 eV (4.4) 

In figure 4.3, the chemical potential landscape formed by equation (4.1) shows 

that the boundary conditions could not be satisfied simultaneously in any region. Thus 

limiting the free energies with respect to BTO does not result in a single phase stability 

zone. This contradicts the many experiments [43,44,52,84,85] where single phase BTO 

was synthesized. 
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Figure 4.3 Chemical potential landscape of BTO in eV. Theoretically, due to improper 

bounding of μO,min the solution to the constrained equation contains cationic free energies 

that violate the upper bound limit. Experimentally, this would pertain to a crystalline solid 

that is composed of atoms with much kinetic energy, which is unphysical. Hence, no 

single phase region exists in this chemical potential landscape. 

In experiment, the available free energies limits are the same for each phase but 

other conditions or kinetic effects may provide the required input of energy to promote the 

desired phase. Take for example hydrothermal synthesis of a mixed metal oxide  [86–90], 

the partial pressures of constituent elements would depend on the high pressure 

solubility of the precursors in hot water. However, in a DFT calculation there is no such 

dependence on solubility or kinetics. If the lower limit of O free energy is defined with 

respect to ΔHf
BTO, the value is too low to promote formation of all the considered 

precursors. For instance, to achieve the formation enthalpy of Bi2O3 using ΔμO,min  =

 ΔμO
BTO, would require a  ΔμBi

Bi2O3 value that is greater than zero (i.e. ΔμBi
Bi2O3 =

1
2⁄ (−10.074 + 3

7⁄ ∗ 23.967) = 0.099 eV), which is a direct violation of the predefined 
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thermodynamic limits. Clearly then, the predictive power of our free energy formalism 

hinges on choosing limits for the Δμi’s that abide by the rules. This is demonstrated 

further in the following chapter.   
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Chapter 5  

Transition Metal Doped BTO 

5.1 Introduction 

Solar energy conversion methods, such as photovoltaic (PV) current production 

and photo-electrochemical (PEC) fuel production, require materials with high rates of 

photoexcited charge transfer from absorption of photons in the visible range of the 

electromagnetic spectrum. The challenge in developing such materials is to reduce the 

band gap by cation manipulation with minimal distortion of the underlying lattice 

symmetries. The potential enhancement of photocatalytic performance by doping 

tungstates [80,86,91–93], tantalates [77,94,95], vanadates [89,96,97,97], and 

titanates [49,93,93,98,99] has been rigorously studied. In ternary and higher order 

oxides, one of the major sources for poor response is the quality of the synthesized 

materials. It has been shown that it is highly challenging to synthesize a pure phase 

complex material, whether doped or pristine, due to likely formations of lower order 

oxides. 

Bismuth titanate (Bi23+Ti24+O7) with pyrochlore structure has been studied as a 

photocatalyst that can use solar energy to evolve hydrogen and oxygen gas (fuels) from 

water [51,85,92,100–104]. Popularity of BTO’s water splitting ability is due to the fact it 

can be considered as an alloy of metal oxide photocatalysts Bi2O3 and TiO2 (Bi2O3 + 

2TiO2 = Bi2Ti2O7). Since the band gap of TiO2 straddles the redox potentials of water and 

Bi2O3 has a band gap of 2.8eV [13,105–108], the expectation of combining them to form 

BTO is the beneficial properties combine in such a way to form a better photocatalyst. 

For example, an expectation of BTO is its band gap should straddle the hydrogen and 

oxygen evolution potentials of water like TiO2, and it should have conduction properties 
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like Bi2O3 and other Bi containing oxides making amphoteric, which is a property needed 

to evolve both fuels in one-step. However, the band gap of BTO is not much smaller than 

its parent oxides at around 2.8eV [48,51], even though its valence band maximum (VBM) 

is higher than both Bi2O3 and TiO2 according to our calculated O 1s core levels. 

Ultimately, the band gap and band edge alignments of BTO prevent it from being more 

active in visible light, but there is potential to increase its efficiency as a water-splitter 

provided its limitations can be overcome with doping.  

In this chapter we embrace the opportunity to increase our electronic 

understanding of doping stability in BTO. The free energies derived from our DFT 

calculations are analyzed to determine the chemical potential ranges that promote single 

phase stability of Cr, Mn and Fe doped BTO. A systematic study of different doping 

configurations along with their electronic structures will be given. We answer questions 

like: Which cation site is most probable to be substituted by the dopants?  Do any 

intrinsic defects like O vacancies or interstitials accompany stable doping? We explore 

onsite interactions at the A and B-site upon doping by using charge density difference 

plots and we offer a discussion of our theoretical results with respect to selected 

experiments found in the literature. 

5.2 Experimental Context 

Recently, iron doped BTO (Fe-BTO) was hydrothermally synthesized using a 

surfactant assisted wet chemical reverse micelle-based method [36,109]. The 

synthesized Fe-BTO samples had a band gap that was reduced in comparison to regular 

BTO, but the photocurrent decreased with higher Fe concentrations. Coexistence of 

Fe2O3 was confirmed at a Fe concentration around 2 wt. %, which was marked as the 

detriment to photoconduction. In principle, thermodynamic changes within the high 

pressure autoclave could have contributed to this pure phase vulnerability. For instance, 
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BiCl3 was allowed to flow in to the autoclave as an effort to address evaporation of Bi 

atoms. Sourcing Bi atoms with BiCl3 has proven success in the synthesis of Bi containing 

oxides using the chemical vapor deposition (CVD) and solid-liquid-solid (SLS) 

methods [110–115] however, these methods are done at low pressure whereas 

hydrothermal synthesis is done at high pressure. Furthermore, BiCl3 is a halide known for 

its own catalytic properties [116–118] that could cause local reduction of the cations in 

multi-metal oxides apart from the varying O free energy. 

 Mn-BTO particles were recently synthesized using a similar technique as in 

reference 23 [53]. The authors reported that around 1% doping concentration, Mn-BTO 

samples showed band gap reduction of about 0.4 eV and the peaked H2 evolution rate 

was twice that of the Fe-BTO samples. Since the Mn-BTO particles were about 20nm 

smaller than the Fe-BTO particles, the increase in photocatalytic performance was 

attributed to size effects. Indeed, within a size regime where the exciton radius is greater 

than one of the particle’s dimensions, shorter charge diffusion lengths and larger reaction 

sites are expected. However, in terms of phase stability, larger crystals are preferable.  

An experimental study on Cr-doped bismuth titanate has also been done but with 

different stoichiometric BTO  [119]. Bi4Ti3O12 was synthesized as nano-sheets from 

another facile hydrothermal approach which they claim had a high percentage of 

reactivity on {110} facets. They attribute enhanced visible-light absorption to the presence 

of Cr 2p levels in the VBM, and claim to have doped Cr in BTO up to a concentration of 

2.1 wt. % (Bi4Ti3-xCrxO12 with x = 0.4) before the photocatalytic performance reduced. 

Based on XRD and XPS, the authors concluded that a change in the redox potential of Cr 

ions caused a reduction in photocurrent.  
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5.3 Model Application 

The following constrained equations represent free energy dependent formation 

of the secondary phases (precursors and DIPs) related to A-site, X = Cr, Mn or Fe, 

doping in BTO. 

 ∆Hf
XBi = 7∆μO + 2ΔμTi + 1.875ΔμBi + 0.125ΔμX (5.1) 

 ∆Hf
Bi2O3 = 3∆μO

Bi2O3 + 2ΔμBi
XBi (5.2) 

 ∆Hf
TiO2 = 2∆μO

TiO2 + ΔμTi
XBi (5.3) 

 ∆Hf
BiXO3 = 3∆μO

X2O3 + ΔμBi
XBi + ΔμX (5.4) 

 ∆Hf
XTiO3 = 3∆μO

X2O3 + ΔμTi
XBi + ΔμX (5.5) 

 ∆Hf
X2O3 = 3∆μO

X2O3 + 2ΔμX (5.6) 

Equation 5.1 is the governing equation that generates the chemical potential 

landscape for X-doped BTO. Equations 5.2 and 5.3 represent formation of precursor 

oxides that could source Bi and Ti ions. Equations 5.4 and 5.5 represent formation of 

DIPs that are dependent on ΔμBi and ΔμTi and equation 5.6 represents formation of a DIP 

that is independent of ΔμBi and ΔμTi. Each of these linear equations introduces further 

constraints on the chemical potentials that empower us to analyze the effects of free 

energy changes given any coupling condition. 

In experiment, coupling conditions can be considered in many different ways, 

however, for brevity we will only consider two different cases in this study, (i) formation of 

a secondary phase coupled only with X doped BTO, and (ii) formation of a secondary 

phase coupled with X doped BTO and the other secondary phases. For case (i) 
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formation, a simultaneous system of equations can be made out of equations 5.1 and 5.2 

(if we are considering simultaneous Bi2O3 formation). Then we imposed a constant X-rich 

condition and invoked the O rich and poor conditions (ΔμO  =  0 and ΔμO  =  ΔμO,min, 

respectively). According to equation 5.2, when ΔμO  =  0 the value of ΔμBi =  ∆Hf
Bi2O3/2, 

which is the Bi poor condition with respect to Bi2O3. Now when ΔμO  =  ΔμO,min, we were 

simultaneously considering the Bi rich condition, ΔμBi  =  0 and according to Equation (6), 

Δ ΔμO,min =  ∆Hf
Bi2O3/3  which is the O poor condition with respect to  Bi2O3. The unknown 

ΔμTi for O poor and O rich was solved for by plugging the respective ΔμBi and ΔμO pairs 

into equation 5.1. In a similar fashion, the other secondary phase boundaries were 

determined. 
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5.4 Cation Doping 

In table 5.1 we show the structural properties for all three dopants X = Cr, Mn 

and Fe at the A and B-cation sites from our calculations. 

Table 5.1 Cell parameters (Å), lattice angles (degrees), cell volume (Å3), and mean bond 

lengths (Å) for dopants X = Cr, Mn or Fe in pristine BTO at the A and B cation sites. 

Species a α Β γ V Bi-O Ti-O X-O 

BTO 10.330 90.000 90.000 90.000 1102.156 2.486 1.982  

CrBi 10.328 89.933 90.067 90.067 1101.610 2.440 1.978 1.813 

CrTi 10.348 89.881 90.119 90.119 1108.065 2.412 1.982 1.954 

MnBi 10.324 89.907 90.093 90.093 1100.421 2.439 1.978 1.793 

MnTi 10.347 89.868 90.132 90.132 1107.792 2.413 1.982 1.942 

FeBi 10.327 89.948 90.053 90.053 1101.471 2.441 1.978 1.813 

FeTi 10.345 89.875 90.125 90.125 1106.961 2.411 1.982 1.928 

 

It can be seen for each doping case, the lattice parameters are indicative of an overall 

cubic structure. The listed cell volumes however, show that dopants at the A-site had 

negligible effects on the cell’s volume while dopants at the B-site caused considerable 

expansions of it. For Cr doping at the A-site (CrBi), the Cr ion is mainly bonded to two O’ 

atoms each with a bond length of 1.813 Å, whereas the six O atoms surrounding the Cr 

ion were all 2.590 Å away. Compared to the Bi-O’ bond length of pristine BTO (2.236 Å), 

the CrBi-O’ bond length was a reduction of about 19%; a significant reduction due to the 

smaller atomic size of Cr compared to Bi. However, the Ti-O bonds associated with this 

structure ranged from 1.893 to 2.086 Å (a mean of 1.978 Å); a 0.2% reduction from that 

of pristine BTO (1.982 Å). This shows that distortions from Bi substitutions can be 

compensated locally. On the other hand, for Cr doping at the B-site (CrTi), the Cr ion is 

bonded to six O atoms that each have a bond length of 1.954 Å. Compared to the Ti-O 
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bond length of pristine BTO (1.982 Å), this is a reduction of about 1.5%. However, the Bi-

O bonds associated with this structure ranged from 2.242 to 2.578 Å (a mean of 2.412 Å), 

so the Bi-O’ bonds did not change much whereas the Bi-O bonds increased more than 

4%. This shows that distortions caused by Ti-site doping are distributed over both cation 

sublattices. The trend is similar for Mn and Fe doping. For MnBi the six O atoms 

surrounding the Mn atom are all 2.578 Å away and the two O’ atoms have bond lengths 

of 1.793 Å, about a 20% reduction from pristine Bi-O’ bond lengths. The Ti-O bonds in 

this structure ranged from 1.897 to 2.081 Å (a mean of 1.978 Å), about a 1% reduction 

from pristine Ti-O bond lengths. For MnTi the six surrounding O atoms are 1.942 Å away. 

The Bi-O bonds associated with this structure ranged from 2.241 to 2.578 Å (a mean of 

2.413 Å). Lastly, for FeBi, the six surrounding O atoms are 2.598 Å away and the two O’ 

atoms have bond lengths that are 1.813 Å. The Ti-O bonds associated with this structure 

range from 1.893 to 2.085 Å (a mean of 1.978 Å). For FeTi the six surrounding O atoms 

have bond lengths that are 1.927 Å. The Bi-O bonds associated with this structure range 

from 2.242 to 2.578 Å (a mean of 2.411 Å).  
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Figure 5.1 Charge density differences for A and B cation sites for pristine BTO, Cr-BTO, 

Mn-BTO, and Fe-BTO. The isosurface levels are the same value in each case. Fe shows 

a significant orbital overlap in comparison to Cr and Mn. 

In figure 5.1, the charge density difference plots, ΔρAB, for pristine BTO and X = 

Cr, Mn, and Fe doped BTO in A and B-sites are given. It can be seen from the A-site 

doping that the central dopant atom increases its orbital overlap with O’ atoms and 

reduces its ionic components with O atoms, as table 5.1 suggests. From the B-site 

doping column not much orbital overlap can be seen except in the Fe doping case where 

the overall bonding polyhedra gets smaller. Summarily, XBi doping configurations 

demonstrated the least amount of distortions in comparison to XTi doping configurations. 

The associated Ti-O and Bi-O bonds were virtually unchanged, but in the XBi cases X-O’ 
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was always a reduction in comparison to the Bi-O’ bonds of pristine BTO. As was pointed 

out in the XBi case, the A-site is a ‘distortion-tolerate site’ because of its bonding with the 

O’ atoms which are not shared with Ti atoms. Hence, for XBi the distortion is mainly along 

X-O’ bonds. On the other hand, Ti atoms are bonded with O atoms which are also shared 

by Bi atoms, so distortions at this site effect both sublattices.  

In reference 108, the authors discuss their Cr 2p fine XPS spectra, and based on 

the difference between their observed binding energy (576.3 eV) and a reported  [120] 

Cr3+ binding energy (577.6 eV), they suggest at the low Cr concentrations they 

considered, Cr ions have predominantly 4+ charge states and therefore sit at Ti-sites. In 

an experimental study of the XPS spectra of first row transition metals, a controversy 

between binding energies of Cr3+ and Cr4+ [121] is discussed. It was stated that, due to 

the overlapping of fine multiplet Cr3+ spectra with singlet Cr6+ spectra, false readings for 

Cr4+ are common. Furthermore, authors from another experimental study on the photo-

reduction of hexavalent Cr by XPS measurements found the fitting parameters for Cr3+ 

and Cr4+ to be 576.3 eV and 575.2 eV, respectively [122], therefore reference 108 may 

be an instance of a false reading. From our results, shown in table 5.1, XTi doping 

corresponds to a slight increase in the lattice parameters whereas XBi doping 

corresponds to little or no change in the lattice parameter. Therefore one can expect the 

characteristic XRD peaks of X-doped BTO to either shift to lower angles in the case of XTi 

doping or remain the same in the case of XBi doping. In figure 1, of reference 23, the 

characteristic XRD peaks of the assumed CrTi doping virtually stay the same with 

increasing Cr doping and in figure 3 of reference 108, the characteristic XRD peaks 

shifted to higher angles. 

In figure 5.2 A), the chemical potential landscapes representing case (i) formation 

of the secondary phases is shown and the following inequalities represent the range of 
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chemical potentials that avoid their formation. Our calculated value for each formation 

enthalpy is given in table 5.2 as a reference. 

 ∑ 𝑛𝑖∆𝜇𝑖 < ∆𝐻𝑓
𝐵𝑖2𝑂3

𝑖

 (5.7) 

 ∑ 𝑛𝑖∆𝜇𝑖 < ∆𝐻𝑓
𝑇𝑖𝑂2

𝑖

 (5.8) 

 ∑ 𝑛𝑖∆𝜇𝑖 < ∆𝐻𝑓
𝐵𝑖𝑋𝑂3

𝑖

 (5.9) 

 ∑ 𝑛𝑖∆𝜇𝑖 < ∆𝐻𝑓
𝑋𝑇𝑖𝑂3

𝑖

 (5.10) 

 ∑ 𝑛𝑖∆𝜇𝑖 < ∆𝐻𝑓
𝑋2𝑂3

𝑖

 (5.11) 
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Figure 5.2 Stability analysis of X = Cr, Mn and Fe doping in BTO. A.) are the chemical 

potential landscapes that represent case (i) formation of secondary phases. B.) are the 

chemical potential landscapes that represent case (ii) formation of secondary phases and 

C.) are the defect formation energy distributions with respect to the points a = the ΔμBi-

intercept or Ti-rich triple point, b = ΔμTi-intercept or Bi-rich triple point, and c = (-2.50,-

1.25) of the corresponding chemical potential landscape. All scales are in eV. 
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Table 5.2 Calculated formation energies in eV. For each dopant X = Cr, Mn, Fe, the A-

site substitution is shown as it is the most stable substitution site for all dopants. Bismuth 

oxide and titanium dioxide are the dopant independent secondary phases considered. 

Other phases are dopant and Bi/Ti dependent secondary phases and dopant Bi/Ti 

independent phases. For X = Cr and Mn, BiXO3 has the highest formation energy and for 

X = Fe, X2O3 has the highest formation enthalpy. 

Phase X=Cr X=Mn X=Fe 

XBi -24.050 -23.900 -23.998 

Bi2O3 -10.074 -10.074 -10.074 

TiO2 -8.258 -8.258 -8.258 

BiXO3 -6.845 -6.510 -8.455 

XTiO3 -11.941 -11.428 -10.761 

X2O3 -9.726 -8.773 -6.072 

 

 

Apparently, case (i) formation does not allow single phase formation of X doped 

BTO, due to the fact each phase has its own range of ΔμO which may not be suitable to 

form the other phases. According to our inequalities if a chemical potential is too low the 

referenced secondary phase cannot form. Take for example ΔμO,min = ΔHf
TiO2/2, which 

equals -4.129 eV, at this O-poor condition, X-doped BTO itself cannot even form because 

ΔμO,min = ΔHf
XBi/7 is always greater than -4.129 eV (note Bi2O3 and TiO2 boundary lines 

are parallel in each case). 

Now for case (ii) formation we make a simultaneous system of equations out of 

equations (5.1) and (5.2) (that is considering the formation of Bi2O3 as an example again) 

and the equation that represents formation of the least stable secondary phase (e.g. the 

one that has the largest formation enthalpy). So, for X = Cr or Mn, equation (5.4) is 

considered and for X = Fe, equation (5.6) is considered. In figure 5.2 B), the chemical 
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potential landscapes representing case (ii) formation are shown. Notice how the Bi2O3 

and TiO2 boundary lines are now perpendicular in each case. According to the 

inequalities (equations 5.7-5.11), single phase formation of X doped BTO emerges as the 

area bounded by ΔμO,min and the ΔμBi/ΔμTi axes (the shaded area). Choosing to define 

ΔμO,min with respect to the least stable phase promotes formation of BTO and all 

secondary phases. It is worth mentioning here that only one independent DIP (X2O3) 

boundary is shown while other independent DIP boundaries are not shown. This is due to 

the fact different binary X-oxides will not coexist in the same plane as defined in figure 

5.2 B). For example, lines representing Mn2O3, MnO2 and BiMnO3 cannot exist in the 

same plane where Mn-BTO is stable at thermodynamic equilibrium; Mn2O3 and BiMnO3 

will co-exist in one plane (as shown here) and MnO2 and BiMnO3 will exist in another 

plane (not shown here).  

The case (ii) formation picture produces chemical potential landscapes that are 

easily correlated to experiment. For example, the small region in figure 5.2 B) where 

Bi2O3 and TiO2 are coexistent with BTO, can be correlated to the chemical parameters of 

reference 108 where stable Bi4Ti3O12/Bi2Ti2O7 (note: Bi4Ti3O12 = Bi2Ti2O7 + Bi2O3 + TiO2) 

was formed. According to the authors, when the Cr wt. % was increased, the 

heterostructure became predominantly Bi2Ti2O7. Correlating this observation with our 

DFT results, one can easily determine there is a free energy dependence between Cr 

and O ions. Since the pure phase zone is along the direction of reducing O free energy 

we can predict pure phase Cr-doped BTO should be done in O-poor conditions.  

From figure 5.2 B), we chose the points a, b, and c because of their relationship 

to chemical parameters that can be controlled in experiment. Point a is the ΔµBi-

intercept/Ti-rich condition, three Ti-related secondary phases converge to this point. Point 

b is the ΔµTi-intercept/Bi-rich condition and point c has coordinates in the (ΔµBi, ΔµTi)-
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plane equal to (-2.5,-1.25) eV. This coordinate pair was taken to represent a Bi/Ti ratio 

less than 1, as A-site doping is more stable than B-site doping in general according to our 

formation enthalpy calculations (not shown here explicitly). Figure 5.2 C) shows the 

formation energies of first and second order X doping configurations with respect to 

points a, b and c; the linear expression for defect formation energy is given by equation 

(3.2). The first order configurations are, for example, substitutions of A and B cations or 

XBi and XTi, respectively. The second types are second order configurations defined as 

XBi or XTi coupled with an O vacancy or interstitial (XBi-Ovac/Oint and XTi-Ovac/Oint). Positive 

formation energies indicate endothermic reactions that require an input of energy and 

thus are less likely to form. Negative formation energies indicate exothermic reactions 

that form spontaneously and thus are more likely to form. At first glance it can be seen 

that A-site doping are exothermic reactions while B-site doping are endothermic reactions 

with respect to points a and c. At point b, A and B-site doping transition to endothermic 

and exothermic reactions respectively. Hence, only when the Ti condition is its poorest 

does XTi doping become favorable in comparison to XBi doping.  

From our formation enthalpy calculations the most favorable doping 

configurations for X = Cr, Mn and Fe are XBi-Ovac, XBi-Oint, and XBi, respectively. These 

are also the most favorable doping configurations with respect to points a and c of our 

FELs. Likewise, the least favorable doping configuration in terms of formation enthalpy is 

XTi-Oint for all dopants, which happens to be the most favored doping configuration for all 

dopants at point b. This suggests XTi and Oint related doping, which are promoted in Ti-

poor and O-rich conditions, correspond to formations of secondary phases.  
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Figure 5.3 GGA determined electronic structures for the most favorable X doping 

configurations per the free energy landscape. A) BTO, B) CrBi-Ovac, C) MnBi-Oint, and D) 

FeBi. FCC Brillouin zone was used to specify symmetric points in the lattice. The left 

panel represents the majority channel and the right panel (if shown) represents the 

minority channel. The center panels are the site projected partial density of states. 
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In figure 5.3 we show the electronic structures of A) pristine BTO, B) CrBi-Ovac, C) 

MnBi-Oint and D) FeBi which are the most favorable conditions with respect to point c of 

the chemical potential landscapes. In figure 5.3 (A), the electronic structure shows that Bi 

6s lone pairs form an antibonding state with O’ 2p electrons at the VBM. The band gap is 

approximately 2.6 eV direct at the Γ-point. Deeper in the valence bands (not shown), the 

Bi 6s + O’ 2p bonding state pushes the valence band closer to the CBM. The CBM at the 

Γ-point shows a dispersive electronic state that is indicative of electrons with reduced 

effective mass in the first brillouin zone.  

In figure 5.3 (B), the spin polarized, GGA calculated electronic structure of CrBi-

Ovac is shown. The band structure shows both occupied and unoccupied mid gap bands 

that are virtually dispersion-less in the majority channel. Irrespective to these mid gap 

states the band gap is about 2.5 eV at the Γ-point. The PDOS shows that these mid gap 

bands have both Cr 2p and Cr 3d character but the 3d character is more dominant. The 

highest occupied mid gap state also has Ti 3d character which suggest some cation-

cation interactions. This may be due to the fact, O’ states are reduced, given an Ovac. In 

the minority channel the band gap measured from the VBM to the one unoccupied mid 

gap band is about 2.3 eV at the Γ-point and measured to the CBM it is 2.5 eV. The PDOS 

shows that the unoccupied mid gap band is mostly composed of Cr and O’ 2p levels.  

In Figure 5.3 C), the spin polarized, GGA calculated electronic structure of MnBi-

Oint is shown. The band structure of the majority channel shows both occupied and 

unoccupied mid gap bands composed of Mn 3d + O’ 2p. However, due to their dominant 

3d character, they are very flat which indicates effective hole masses would be too 

massive for enhanced photoconduction. Nonetheless, the band gap measured from the 

VBM to the CBM between the Γ- and L-points is about 2.3 eV. In the minority channel the 

band gap is about 2.1 eV measured from the one occupied mid gap band to the CBM 
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between the Γ- and L-points. From the VBM to CBM the band gap is about 2.3 eV. The 

PDOS shows that the composition of the VBM and the occupied mid gap state are mostly 

O’2p. This may be due to the fact more O’ 2p states are available, given an Oint.  

In Figure 5.3 D), the spin polarized, GGA calculated electronic structure of FeBi is 

shown. In the band structure for the majority channel, mid gap states are absent and the 

band gap is about 2.3 eV, direct at the Γ-point. The VBM is predominantly O’ 2p-like, and 

the CBM is Ti 3d-like. In the minority channel there resides five unoccupied mid gap 

bands. Irrespective to these mid gap bands the band gap is about 2.5 eV. 

5.5 Fe Substitutions 

We obtained the GGA-DFT determined, energy dependent, dielectric function of 

each doping configuration in order to simulate their optical absorption. In Figure 5.4, a 

plot of the simulated optical absorption is shown. For wavelengths greater than 490 nm 

(shown by inset), each Fe doping configuration absorbs more visible light than pristine 

BTO, indicating Fe doping in general reduces the optical gap. 

 

Figure 5.4 Simulated spectral absorption of pristine BTO and all of the first and second 

order Fe doping configurations. The inset is a magnification of the optical absorption over 

the range of visible light. Red shifted absorption is shown for all Fe doping configurations. 

FeBi and FeBi-Ovac have the greatest increase in optical absorption over all. 
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At around 553 nm to 700 nm, FeBi and FeBi-Ovac are shown to be the most 

absorptive. This indicates that FeBi related doping is more favorable for absorption of 

photons in the visible range than FeTi related doping. In figure 5.5 the constant charge 

density differences (Δρ) are shown for FeBi and FeTi next to their respective Δρ of the A 

and B cation sites in pristine BTO.  

 

Figure 5.5 Charge density difference of A) pristine BTO projected at the A (Bi) and B (Ti) 

sites and B) Fe doped BTO projected at the A and B-sites. Both site substitutions show 

increased covalent content of their respective bonding polyhedra. However in the FeBi 

case covalency is increased with O’ atoms only where as in the FeTi case the entire 

octahedral is affected. 

It can be seen that when Fe replaces a Bi atom the site interactions with O’ atoms 

increase while the interactions with O atoms are unchanged. This indicates the covalent 

network adjusts to accommodate the dopant and prevents distortion of the surrounding 

bonding polyhedra. In figure 5.5 it is shown that Fe substitution of Ti completely changes 
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the nature of the bonding from ionic to covalent. This undoubtedly distorts the 

surrounding polyhedra promoting morphological transitions. 

To further demonstrate how critical it is to choose the proper limits, we chose 

limits based on empirical evidence to derive the chemical potential landscape of Fe-BTO.  

In figure 5.6 we show  the free energy landscape formed by generating a constrained 

equation with respect to FeBi (equation 5.12).  

 ΔHf
FeBi = −23.998 eV = 7ΔμO

Fe2O3 + 2ΔμTi
FeBi + 1.875ΔμBi

FeBi + 0.125ΔμFe (5.12) 

Since Fe2O3 formation was observed in reference 23, we considered some 

possible Fe DIPs (equations 5.13 and 5.14) and defined ΔμO,min
 
with respect to Fe2O3.  

 niΔμi < ΔHf
Fe2O3 = −6.072 eV (5.13) 

 niΔμi < ΔHf
BiFeO3 = −9.182 eV (5.14) 

By quick inspection of equations 5.7-5.11 one can see that ΔμO,min with respect to Fe2O3 

has the highest value for O poor condition among all of the considered precursors and 

DIPs. Hence, by using ΔμO
Fe2O3  as the limiting value for ΔμO,min, the rules pertaining to the 

thermodynamic limits are maintained.  As a result, all of the boundary conditions are 

found to be satisfied simultaneously in the shaded region shown in figure 5.6. Each 

coordinate within this region represents a set of free energies that will result in a pure 

phase of Fe-BTO. 
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Figure 5.6 Chemical potential landscape of FeBi by properly limiting the availability of O 

free energy. The single phase stability zone for FeBi is indicated by the shaded region. 

The corners of the triangle were determined by imposing the associated O rich/poor 

conditions on the host formation enthalpy. The universal O rich condition is along the 

diagonal line and the O poor condition is at the origin. 

Synergy between ΔμBi and ΔμTi is more evident if we consider constrained 

equations 5.15 and 5.16,which are generated with respect to two consecutive Fe doping 

concentrations, Bi1.875Fe0.125Ti2O7 (1 Fe atom per BTO unit cell) and Bi1.75Fe0.25Ti2O7 (2 Fe 

atoms per BTO unit cell) where ΔμBi, ΔμFe and ΔμO are fixed (following the experimental 

condition).  

 ΔHf
FeBi = 7ΔμO + 2ΔμTi

FeBi + 1.875ΔμBi + 0.125ΔμFe (5.15) 

 ΔHf
2FeBi = 7ΔμO + 2ΔμTi

2FeBi + 1.75ΔμBi + 0.25ΔμFe (5.16) 

From manipulation of these equations it is seen that ΔμTi is characteristic. 
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 ΔμTi
FeBi = (ΔHf

FeBi − 7ΔμO − 1.875ΔμBi − 0.125ΔμFe)/2 (5.17) 

 ΔμTi
2FeBi = (ΔHf

2FeBi − 7ΔμO − 1.75ΔμBi − 0.25ΔμFe)/2 (5.18) 

Then by computing the difference between ΔμTi
2FeBi  and ΔμTi

FeBi  we get an 

interesting relationship, which we define the doping correlation energy. 

 ΔμTi
2FeBi −  ΔμTi

FeBi = [(ΔHf
2FeBi − ΔHf

FeBi) + 0.125(ΔμBi − ΔμFe)]/2 (5.19) 

Equation 5.19 suggests two points: (i) at the Fe rich condition, Δ
Ti
 will depend 

linearly on Δ
Bi

, and (ii) Δ
Ti

 with two FeBi in BTO is lower (more negative) than Δ
Ti
 with 

one FeBi. That is to say, at a fixed Δ
Bi

, a higher frequency of FeBi would decrease Δ
Ti
. 

From Figure 5, it is evident that lower Δ
Ti

 would promote the formation of Fe2O3, which 

corresponds to the experimental scenario where beyond the Fe doping threshold 

formation of Fe2O3 was observed.  

The formation enthalpy divided over all atoms (ΔHf
X /Natoms) was found to be -

2.182 eV/atom and -2.120 eV/atom for X = FeBi and FeTi, respectively. Each of these 

measures of stability are comparable with the formation enthalpy per atom of pristine 

BTO (-2.179 eV/atom). However we would like to note, in terms of global energy, FeBi 

gains about 5 eV per unit cell increasing the overall stability whereas FeTi loses about 5 

eV per unit cell decreasing the overall stability. To further narrow the focus, the 

configurations that are most likely to form within the stability zone had to be determined 

by calculating the defect formation energies of each Fe doping configuration using points 

surrounding the single phase region. The defect formation energies as a probability 

distribution around the single phase stability zone are shown in figure 5.7. 
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Figure 5.7: Probability distribution of the defect formation energies with respect to the 

chemical potentials given at points A-E of the chemical potential landscape (shown in the 

inset). Segment A to B (A to D) represents holding μTi (μBi) fixed and allowing μBi (μTi) 

decrease to the boundary of the stability zone. Point C is the poorest cation condition for 

both cations and simultaneously the richest μO allowed by the stability zone. Point E 

represents a set of chemical potentials that are associated with DIP formation.  

Due to the highly localized nature of the doping, as described in the following 

electronic structure discussions, it is unlikely that Fe doping configurations would interact 

significantly with each other unless they are within the first nearest neighbor distance. 

Hence, the formation energy lines represent probable scenarios in which defect formation 

is not necessarily a function of defect-defect interaction but primarily a function of the 

given ΔμO. In the O-poor condition FeBi and the composite defect, FeBi-Ovac, both have 

favorable probabilities of forming. The second order configuration has greater stability of 

the two which suggests FeBi is likely to always accompany an Ovac at this condition. In an 

experimental study of the off-stoichiometry effects of BiFeO3 (BFO) thin films,  in 

conditions of excess Bi, the XRD patterns only showed reflections corresponding to pure 

BFO [123], which suggests Fe sits well on a Bi cation sublattice. The implication of our 
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result concurs if we relate the condition of excess Bi to our O poor condition. Formally 

Fe3+ ions have 3d orbitals that are exactly half filled in BFO and FeBi. Therefore 

compatibility emerges between the bonding symmetry of 6s and 3d bonding within the Bi-

O’ network. For FeTi related doping, one can see from their associated formation 

energies, that they could never form within the confines of the stability zone. This can be 

explained by Fe ion preference of a 3+ charge state. A Fe3+ ion at a Ti4+ site is an 

increase in electron density, therefore the inversion symmetry reduction is reflected as a 

stability reduction. In terms of photoconduction, this may be related to a charge trapping 

polaron. The greater stability of FeBi in the O rich condition further suggests this notion 

even in the presence of many energetic O atoms. 

From our previous modeling we determined that FeTi related doping is unstable, 

therefore only the electronic structures of FeBi related doping will be discussed. FeBi 

related electronic structures should elucidate the electronic signatures that are favorable 

for increasing photocurrent. The atomic radii for Bi and Fe are 1.60 and 1.40 Å and the 

covalent radii are 1.46 and 1.25 Å, respectively. Therefore suspecting Fe to create local 

distortions on the A-cation sublattice is reasonable. The Bi site is formally coordinated 

with six O atoms and two O’ atoms.  
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Figure 5.8 A) is the GGA optimized supercell of FeBi (In the color diagram: the purple 

indicate Bi atoms, the cyan Ti atoms, the red O atoms, and brown Fe atom defect), B) is 

the majority spin channel band structure, C) is the spin polarized PDOS, and D) is the 

minority spin channel band structure. 

In figure 5.8 the GGA optimized unit cell and spin polarized electronic structure 

for FeBi is shown. The six O atoms and two O’ atoms surrounding the Fe atom (shown in 

Figure 7A) have bond lengths of 2.598 and 1.813 Å respectively. This equates to a slight 

expansion compared to the optimized Bi–O bond length of 2.572 Å and a considerable 

compression compared to the optimized Bi-O’ bond length of 2.236 Å, respectively. By 

inspection of the bonds along the Bi-O’-Bi chain, distortions associated with the Fe center 

seem to be compensated by Bi off-centering; the Bi-O’ bonds combined range between 

2.230 to 2.323 Å. The TiO6 octahedra associated with this configuration show a 

preferential elongation of the Ti-O bonds (2.029 Å) along <111> directions. Despite these 

distortions, balance between the two bonding networks was such that the lattice 

parameters were a = b = c = 10.327 Å and α = 89.948˚, β = γ = 90.053 ˚. Therefore the 

global cubic symmetry of the pyrochlore structure is retained just as it is predicted by the 

stability zone analysis of the formation energies. In figure 5.8 B), the majority spin 
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channel band structure of FeBi is shown. Mid gap states are absent and the band gap is 

direct at the Γ-point with a value of 2.282 eV. This is a significant band gap reduction 

from the calculated band gap of pristine BTO (2.556 eV). In figure 5.8 C), the site 

projected density of states (PDOS) shows that the VBM has predominantly O’ 2p 

character, and the lowest conduction band states are Ti 3d-like. This feature is favorable 

for photocurrent because it is a highly rate electronic transition, according to selection 

rules. From figure 5.8 D), it can be seen in the minority spin channel band structure that 

there resides five unoccupied mid gap bands. The shapes of the mid gap bands suggest 

they were formally the five upmost valence bands of the majority channel. Of these 

unoccupied bands, the four with the lowest energy, overlap in pairs at approximately 0.75 

and 1.25 eV above the Fermi level. Both groupings show their strongest degeneracy at 

the Γ-point which may be related to anisotropic ordering of the spins. In a theoretical 

study of BFO crystals, DFT calculations correctly reproduced experimentally-observed 

ordering of magnetic polarization along <111> directions of a cubic perovskite-like 

lattice  [124]. The authors characterized this ordering as ferroelectric and concluded that 

it essentially originated from displacement of Bi atoms relative to the center of FeO6 

octahedra. 
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Figure 5.9: A) is the GGA optimized supercell of FeBi-Ovac, B) is the majority spin channel 

band structure, C) is the spin polarized PDOS, and D) is the minority spin channel band 

structure. 

 

Figure 5.9 shows the GGA optimized supercell and spin polarized electronic 

structure for  FeBi-Ovac. The relaxed lattice parameters of figure 5.9 A) were a = b = c = 

10.316 Å with α = 89.892˚ and β = γ = 90.108˚, which resulted in a unit cell volume of 

1097.915 Å3. This reflects a volume decrease from the pristine BTO (1102.922 Å3). Yet, 

the local bonding changed such that the cubic symmetry was maintained. The Fe atom is 

coordinated with three O atoms and one O’ atom to form a planar pyramid. The Fe-O’ 

distance, opposite to the void created by the O’vac, composes the tip of the planar 

pyramid.  Compared to the optimized Bi-O’ distance of 2.236 Å, the Fe-O’ distance is a 

considerable contraction at 1.971 Å. The three corner-shared O atoms, form the base, 

and are all 2.224 Å away from the Fe center. This is a significant compression as 

compared to the optimized Bi-O bond length 2.572 Å. The TiO6 octahedral units are 

uniformly distorted with preferential elongation of the Ti-O bonds (2.083 Å) along a <111> 

direction as they are in the FeBi case. 
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In figure 5.9 B), the majority spin channel band structure shows that there are 

two isolated bands one occupied and one unoccupied roughly 0.3 eV from their 

respective band edges. The curvature of the bands and respective intensities of the 

PDOS, shown in figure 5.9 C), indicate that both the VBM and the occupied mid gap 

band have considerable O’ 2p character however they differ by the predominant cation 

contribution. In the VBM Bi 6s has intensity at least three times that of Fe 3d, whereas for 

the occupied mid gap band Fe 3d has a stronger intensity than Bi 6s. The CBM and the 

unoccupied mid gap band are both Ti 3d-like, however the unoccupied mid gap band has 

deep curvature at the Γ point indicating a reduced charge carrier mass along the <111> 

and <110> conduction pathways. In a previous theoretical work  [75], α-Fe2O3 doped with 

Ti experienced the greatest enhancement of photocurrent due to increased polaron 

hopping probabilities related to a net compression of the unit cell. The authors concluded 

that some combinations of substitutional 3d transition metals act as electron donors and 

reduce the effective mass for electrons. Our FeBi-Ovac cell shows the same characteristics 

but in relation to s-p substitution instead of d-d. In general, increased polaron hopping 

would increase solar-to-hydrogen conversion by facilitating the separation and transport 

of photo-generated charge carriers. Figure 5.9 D) shows that the minority spin channel 

band structure has two mid-gap states, both occupied with an energy difference of 0.185 

eV, centered at the L-point. However, the energy difference between the VBM and the 

lowest energy occupied mid gap band is around 1.5 eV measured at the Γ-point. The 

energy difference between the CBM and the uppermost occupied mid gap band is 

roughly 0.75 eV, also measured at the Γ-point. The composition of the mid gap bands 

shows some disparity between the cation contributions similar to the previous FeBi case, 

but the relative intensities are merely fractions by comparison.  
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Figure 5.10: A) is the GGA optimized supercell of FeBi-Oint, B) is the majority spin channel 

band structure, C) is the spin polarized PDOS, and D) is the minority spin channel band 

structure. 

 

Figure 5.10 shows the GGA optimized supercell and spin polarized electronic 

structure for FeBi-Oint. The relaxed lattice parameters of FeBi-Oint were a = 10.425 Å, b = 

10.409 Å, c = 10.371 Å with α = 89.258˚, β = 90.070˚, and γ = 89.596˚, which results in a 

unit cell volume of 1125.282 Å3. This is a considerable expansion from the pristine BTO 

unit cell volume. Note that the cell angles and lattice parameters trend toward non-cubic 

symmetry in the FeBi-Oint case. At this point it is also worth mentioning that this 

configuration is at the stability zone boundary with the richest O condition, so it can be 

considered as representing the point at which FeBi related doping should experience a 

phase transition or likely coexistence of a DIP. The Fe atom is coordinated with two O 

atoms and two O’ atoms as shown in figure 5.10 A). Similar to the previous case the Fe 

atom is centered in a distorted planar pyramid. The difference is that it shares one of its 

edges (the one between O and O’ atoms) with a Bi centered octahedral. The interstitial 

which started as a nearest neighbor of the Fe atom ended up 3.863 Å away from the Fe 

atom. It shares a corner with the Bi centered octahedral and composes an edge of a TiO7 
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unit. The Oint-O bond length is 1.461 Å. The TiO6 octahedrons have one bond randomly 

elongated in either a <111> or <110> of 2.112 and 2.034 Å, respectively.  

The most noticeable electronic features for FeBi-Oint are four non-dispersive mid 

gap bands between the majority and minority spin channel band structures as shown in 

Figures 5.10 B) and 5.10 D) respectively. In the majority spin channel these mid gap 

bands are occupied. The most energetic of them is at the Fermi level 1.362 and 1.339 eV 

from the VBM and CBM respectively (centered at the Γ- point). This feature can be 

related to Fermi level pinning. The three bands lower in energy are approximately 0.4 eV 

apart with the upper most of these three around 0.1 eV below the Fermi level. Figure 5.10 

D) shows that in the minority channel the mid gap states are all unoccupied but have a 

similar shape and spacing as they had occupied in the majority channel. The upper most 

mid gap band is 0.946 eV from the CBM and the lowest unoccupied mid gap band is 

0.296 eV from the VBM. The PDOS, Figure 5.10 C), shows that the mid gap bands are 

primarily Fe 3d states in both spin channels suggesting massive charge carriers and high 

probability of exciton recombination. In an experimental study of Bi4Ti3O12 thin films, a 

decrease in the electrical properties for films grown at an oxygen partial pressure 

exceeding 200mTorr was reported [125]. The authors concluded that oxygen interstitial 

ions were responsible for a reduction in the Schottky barrier height between the electrode 

and thin film. The nature of a Schottky barrier with insufficient height is based on two 

facts (i) interfacial mismatch between two different phases and (ii) an increase of space 

charge limited currents. Therefore this configuration has an electronic signature indicative 

of a coexistent DIP and reduced photocurrent, ultimately excluding it from the set of 

single phase allowed Fe doping configurations.   
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Chapter 6  

Charge Transport 

6.1 Introduction 

Bi- and Ti-based metal oxides are routinely looked upon to be the functional 

component in various applications of solar energy conversion due to their light activated 

charge transport. For example, TiO2 has the reputation for being a water splitting 

photocatalyst because of its ability to facilitate redox reactions between photogenerated 

charge carriers and water molecules  [15,126–129]. The major feature of TiO2 is that its 

band gap straddles the redox potentials of water which makes it catalytic in that 

environment when irradiated by sunlight. Unfortunately, harnessing the solar energy is 

plagued with limited range spectral absorption. The bandgap of TiO2 is too large for it to 

effectively split the water molecule into both hydrogen and oxygen gas. In practice, only 

hydrogen evolution is ever measured  [108,127,130,131], which has low rates, and the 

required energy to drive the reaction is in the ultraviolet range. Therefore, a plethora of 

band engineered titania based materials have been developed over the years as 

attempts to obtain narrower band gaps  [13,14,16,132–136]. In particular, the pyrochlore 

bismuth titanate, Bi2Ti2O7 (BTO), a compound best described as an alloy of TiO2 and 

Bi2O3, has many unique structural and electronic properties that can be fine-tuned to 

more efficiently split the water molecule [36,44,52,52,53,85,137–139]. Based on its 

optical band gap (2.88 eV), band edge alignments, low cost, terrestrial abundance, low 

toxicity, and defect accommodating pyrochlore structure, it is certainly an ideal candidate 

for photocatalytic performance optimization.  

Pyrochlore BTO has cubic symmetry belonging to the Fd3M space group (#227). 

In addition to its two different cation sub-lattices, BTO has to different types of oxygen 
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atom, O and O’, which are differentiated by their coordination with Bi atoms. O atoms are 

shared by both cations where O’ atoms are bonded with Bi atoms only. In figure 6.1 we 

show the GGA-DFT calculated electronic structure and spectral absorption curve of BTO. 

BTO possess enhanced performance compared to TiO2 on account of its broader ranged 

spectral absorbance. Our simulated spectral absorbance, Figure 6.1 A), shows significant 

area under the absorption curve from 400 to about 600 nm, which is a considerable 

portion of the visible range of light. It can be seen in Figure 6.1B, that the valence band 

maximum (VBM) and conduction band minimum (CBM) show nice dispersion at the Γ 

point as well.  From the projected density of states, shown in Figure 6.1C, the presence 

of Bi 6s lone pairs at the VBM effectively reduce the band gap compared to TiO2 and the 

presence of Bi 6p states in the conduction band effectively reduced negative charge 

carrier masses.  

Interestingly, we found BTO to have a propensity for modification by band 

engineering techniques for a narrow selection of allowable transition metal dopants. 

These allowable transition metal dopants generally facilitate band gap reduction in a near 

linear fashion with dopant concentration. Also, the favorable electronic transition, O 2p - 

Ti 3d, is typically maintained without too many dopant related states being mixed in. In 

another study we found formation of dopant inspired phases (DIPs) to be detrimental to 

BTO photoconduction, but also, with careful consideration of the growth conditions, they 

can be avoided  [140]. The range of chemical potentials inherent to different synthesis 

methods, are straight forward thermodynamic relationships. However, irrespective to the 

quality of pure phase doping or the reproducibility of increased spectral absorbance, 

repeatable enhanced photocurrent still evades.  

The band gap range for photocatalytic water splitting is 1.23 – 3.0 eV  [141], thus 

a low absorption coefficient is not the primary factor for BTO, nor are the band edge 
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alignments or any other band conduction properties. The primary factors are charge 

recombination, charge trapping, and charge diffusion, which are more related to polaron 

hopping. Other than maximization of BTO’s aspect ratio for optimal solar absorption and 

subsequent charge diffusion, how else does one prescribe enhancing the conduction 

properties? In this paper, we use ab initio quantum mechanics to gain insight from the 

atomic level as to how doping BTO with allowable transition metals (Cr, Mn, Fe) will affect 

its charge transport. Since the transport properties of BTO have not been explored 

theoretically before, we have used a plane wave code to determine its transport 

properties using the small polaron model. 

We follow the conventional GGA + U approach to compensate for the 

overestimation of electronic delocalization for our plane wave calculations. Our goal was 

to determine the conduction parameters of BTO but also make additional evaluations in 

regards to the validity and procedural aspects of DFT transport modeling. Furthermore, 

finding a measured activation energy for transport in BTO has been difficult. As such we 

rely on calibrating our model by reproducing some of the more prevalent results found in 

the literature for TiO2 and BiVO4. We aim to conduct an electron transport model of BTO 

and doped-BTO to increase our understanding of the transport mechanisms. 

6.2 The Small Polaron Model 

The small polaron model used here is akin to the Marcus two-state 

model  [142,143] and other developments like those done by Emin and Holstein  [144–

148] and Austin and Mott  [149] whereby an electron ‘hops’ from site to site in relation to 

a movement of nuclear positions. Polaron hopping between two adjacent Ti atoms (TiA 

and TiB) in relation to an antiphase vibrational mode of a crystal lattice is depicted as 

three relevant states in Figure 6.1. 
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Figure 6.1: Schematic depiction of the three relevant states of electron transfer with 

respect to an antiphase movement of nuclei. ΨA is the initial state where excess charge is 

localized on the right cation. ΨB is the final state where excess charge is localized on the 

left cation. ΨC is the intermediate transition state where a likely dipole transition occurs as 

a mechanism to drive the polaron movement. 

The initial state, ΨA represents a negative polaron localized on the left cation 

which has an electronic configuration of Ti(III) − Ti(IV). As the right cation gets closer to 

the bridging O atom its configuration becomes increasingly polar with its dipole axis along 

the conduction pathway. The transition state, ΨC
 represents the movement of the 

negative polaron from the left to the right cation, which at the optimal reaction coordinate 

has an electronic configuration of Ti(III + ΔL) − Ti(IV − ΔR) and (III + ΔL) = (IV − ΔR). An 

important aspect shown in Figure 6.1 is the position of the bridging O atom in relation to 

the localization of the polaron. A longer bond is shown between the reduced Ti atom and 

the O atom as it is commonly observed. Only at the transition state does the cation-anion 

bond lengths of TiA-O and O-TiB become the same. The next instant, the final state, ΨB 
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represents the negative polaron localized on the right cation which has an electronic 

configuration of Ti(IV) − Ti(III). Of course the following instant TiA returns to qA and the 

process moves along to the right. This is our basis for simulating the nuclear movements 

associated with small polaron hopping in a crystal lattice. 

 

Figure 6.2: General features of the small polaron model. The potential energy surfaces 

PEA and PEB are of the initial and final states respectively, which are assumed to be 

parabolic with their minima centered on the equilibrium configurations qA and qB. qC is 

the transition state where the initial and final states have their greatest interaction. The 

energy of the final state at the qA configuration is labeled ħω as this energy can be 

overcome by photon assistance. The diabatic activation energy is shown as WH. The 

adiabatic energy curves are shown as dashed lines with the electronic coupling matrix 

element JAB given as twice the energy difference between the two adiabatic states. 

The electron transfer parameters with respect to a cross section of the energy 

profile have been fitted with a linear mathematical model shown in Figure 6.2. The 

nuclear arrangement of  ΨA
 is labeled qA and its potential energy curve (PEA), assumed to 

be parabolic, is about its center. Likewise, the nuclear arrangement of  ΨB is labeled qB 
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and has its parabolic potential energy curve centered on it (PEB). The nuclear 

arrangement of ΨC, denoted qC, is at the crossing point of PEA and PEB and corresponds 

to a configuration where the interatomic distance between the cations is reduced by 50%. 

Three important parameters associated with electron transfer are shown in 6.2 as well; 

the absorbed photon energy ħω, the nonadiabatic activation energy, WH, and the 

electronic coupling element JAB (using the notation of Austin and Mott).  

Since the transfer of charge is accompanied with nuclear rearrangements, the 

polarons formation energy can be considered composed of the electronic energy strain 

Ee and the lattice energy strain El e.g. ΔHf
pol

= Ee + El. J’ represents the band with 

between the initial and final states. WD, not shown in 6.2, is the activation energy due to 

disorder. For a more detailed discussion about the definitions and relationships thereof 

the reader is directed to the review paper by Austin and Mott.  

Our focus is on trends in the activation energy, since the mobility of carriers 

depends exponentially on its value 

 μ ∝ e−WH kT⁄  (6.1) 

Where μ is the electron mobility, T is the temperature, and k is the Boltzman 

constant. The electron conductivity can be calculated from the electron mobility using the 

equation  

 σ = enμ (6.2) 

Where σ is the electron conductivity, e is the electron charge, and n is the 

electron carrier concentration. 

6.3 Computational Details 

Periodic calculations were used to determine the equilibrium configurations qA 

and qB of the charge neutral structures. These calculations were performed using the 
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Vienna ab initio Simulation Package (VASP 5.2.2)  [37–39,150] which utilized the 

projector augmented-wave method and a plane wave basis set (Ecut = 600 eV) to 

describe the interaction between core and valence electrons. Representation of the 

electronic exchange and correlation energies was handled by the Perdew-Burke-

Ernzerhof (PBE) GGA exchange-correlation (XC) functional [25]. The starting coordinates 

for TiO2 and BTO structures were defined by their respective cells that have 48 and 88 

total atoms respectively, and are shown in figure 6.3.   

 

Figure 6.3: A) is the relaxed 2X2X1 super cell of rutile TiO2 shown in the [111] 

perspective and B) is the relaxed unit cell of BTO shown in the [101] perspective. Ti 

atoms in each structure are represented by cyan colored spheres, O atoms by red 

spheres and in B) Bi by purple spheres. 

Full optimization of these structures was based on relaxation of the electron and 

ion positions as well as the overall cell volumes until the residual forces between atoms 

became lower than 0.01 eV/Å. The simulation parameters were well converged for 

Monkhorst pack k-point meshes (3 X 3 X 6 for rutile TiO2 and 3 X 3 X 3 for BTO 

variations) where the partial occupancies were set by the tetrahedron method with Blöchl 

corrections. Our calculations gave lattice parameters of a = 4.605 and c = 2.972 Å for 

rutile TiO2 and 10.329 Å for the cubic pyrochlore BTO which agrees well with other 
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theoretical and experimental studies. The shortest Ti-Ti interatomic distance for TiO2 was 

found in the [111] direction at 3.579 Å and for BTO in the [101] direction at 3.652 Å. As 

shown in figure X both structures have the axes of bridging O atoms perpendicular to 

their conduction paths. 

As the DFT functional is known for its electronic correlation effects and lack of 

derivative discontinuities that lead to an erroneous representation of calculated electronic 

structures with d and f orbitals, a strategy for compensating these shortcomings had to be 

used. In particular the self-interaction of unpaired electrons produces a delocalized 

description of excess charge, which greatly affects proper modeling of small polarons in 

DFT. Several approaches to correcting electron self-interaction have been proposed. Of 

these, the most popular approaches are hybrid-DFT, an ad hoc mixing of the exact 

Hartree-Fock exchange, or DFT+U, inclusion of extra electron correlation. We chose 

DFT+U, as it produces electronic properties that are comparable to those from hybrid-

DFT while being computationally benign. Instead of adding exchange energy to the 

Kohn-Sham particles it provides extra correlation via a corrective Kohn-Sham self-

interaction operator. The specific type of DFT+U followed the simplified rotationally 

invariant form proposed by Dudarev and others  [35] whereby the on-site Coulomb term 

U and the exchange term J are grouped as a single effective parameter (U-J), we refer to 

it as Ueff throughout this paper. 

Our application of the polaron hopping theory within the framework of DFT began 

with determining the change in total energy as TiA and TiB are moved along their potential 

energy surfaces. We used a linear interpolation method to determine the change in 

coordinates for TiA and TiB separately. As depicted in Figure 6.2, localization occurs on 

the Ti atom that does not experience the coordinate change. Thus changing the 

coordinates of TiA causes the excess charge to localize on TiB.  
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 q⃗⃗x = (1 − x)q⃗⃗A + (x)q⃗⃗B (6.3) 

In Equation 6.3 we show the linear combination of vectors qA and qB used to 

determine the path for TiA, the path for TiB was obtained by exchanging the variable 

dependent factors in parenthesis. The variable x ranged from 0 to 1 in each case and 

corresponded to a fraction of the relaxed interatomic distance between TiA and TiB. With 

these points we determined the potential energy curves individually, to simulate an 

antiphase vibrionic motion of the cations. The PE curves are classified as adiabatic 

because the hopping in BTO is expected to occur upon thermal excitation, which is 

manifested here by our simulation of antiphase vibration. 

6.4 Negative Small Polaron in TiO2 

In GGA + U calculations it is necessary to determine an appropriate Ueff value to 

handle corrections for the self-interaction effect. As there is no universal value of Ueff that 

works equally well for all materials or for all properties of interest it is logical to choose a 

Ueff value that is a compromise between the reproducibility of geometric and electronic 

structures and the properties of interest. For rutile TiO2 many examples are provided in 

literature where the compromise was made with respect to the experimental band gap 

(3.0 eV) and lattice parameters (a = 4.593 and c = 2.958 Å). For instance, in a theoretical 

study on defect states on the rutile TiO2 surface, the authors carefully analyzed 

localization of a gap state with respect to their implementation of “Dudarev U” and found 

one that exactly matched experiment when Ueff = 4.20 eV  [151]. At this value their 

quoted lattice parameters were a = 4.669 and c = 2.970 Å and their band gap was 2.68 

eV. On the other hand, in GGA+U study on polaron hopping in TiO2, the authors 

concluded that a Ueff = 10 eV the crossing point energies for polarons saturated around 
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0.3 eV for anatase TiO2  [152]. At this value of Ueff they quoted lattice parameters of a = 

4.65 and c = 2.97 Å, and a band gap of 3.04 eV.  

In figure 6.4 we show a plot of the crossing point energies for TiO2 as a function 

of Ueff within our model. Similar to ref 124, we obtained a saturation of the activation 

energies but for rutile TiO2, that were around 0.315 eV. In rutile TiO2 the effect of on-site 

Coulomb potential tends to reduce the overlap between Ti 3d orbitals and O 2p until no 

additional change in the localization of the 3d electrons occurs. 

 

Figure 6.4 Crossing point energies as a function of Ueff. Saturation of the crossing point 

energies occurs around Ueff = 8 eV. 

With our method benchmarked we determined the PE surfaces for Ti cations in 

rutile TiO2. In figure 6.5 we show the cross section of the energy profile for negative small 

polaron transport in rutile TiO2. 
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Figure 6.5 Cross-section of the energy profile of negative small polaron transport in rutile 

TiO2. Both curves are near parabolic indicating the small polaron model is adequate to 

describe electron transfer in this system. 

According to figure 6.5, the diabatic polaron activation energy, WH, is 291 meV 

and the lattice reorganization energy, ħω, is 1.493 eV. In comparison to reference 124 

the activation energy is nearly equivalent, but the reorganization energy is slightly high. 

This is likely due to a combination of DFT’s self-interaction error, the high energy plane 

wave cut-off value, and the use of an unphysically high effect u parameter (Ueff = 10 eV) 

in the implementation of DFT+U. Given the faults of DFT transport modeling we consider 

the results to be authentic. 

6.5 Positive Small Polarons in BiVO4 

We used our method to determine positive small polarons in BVO to further 

benchmark our method. In figure 6.6 we provide the cross-section of the energy profile of 

positive small polaron transport in BVO. It shows WH to be around 250 meV and ħω to be 

around 400 meV. This result is interesting because for the theoretical purpose we did not 

employ any effective U parameter (Ueff = 0 eV). Others have calculated activation 

energies for BVO to be around 80 meV using the hybrid density functional theory 



 

85 

approach(PBE-HF25%) [153]. The increase exchange energy with respect to our 

calculation actually resulted in a lower activation energy. As the semi-localization of 

excess charge is spread over a larger distance, the activation energy obtained is of a 

different species, perhaps a positive large polaron instead.  

 

Figure 6.6 Cross-section of the energy profile for positive small polaron hopping in BVO. 

For the theoretical purpose Ueff = 0. 

It is a well establish fact that treatment of the self-interaction errors are necessary 

to properly model polaron transport using DFT. However in an experimental study on the 

combined charge carrier transport of BiVO4 the authors report activation energies of 286 

meV and 290 meV for Mo and W doped BVO respectively [154]. A value for 

reorganization energy is not reported. In another theoretical study for polaron hopping in 

BVO, the authors state the polaron activation energy increases monotonically with 

increase percentage HF exchange [155]. They report the activation energy to increase 

from 100 meV to 460 meV with α 5% to 25%. 

6.6 Negative Small Polarons in BTO 

From our polaron modeling for the multi metal oxide BVO we considered 

systematically determining an effective U parameter for our prototype BTO. From 
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preliminary calculations of the band gap and electronic structure of BTO effective U on Ti 

3d orbitals had negligible effect on the electronic properties. In figure 6.7 we show a plot 

of the activation energy as a function of effective U parameter. 

 

Figure 6.7 Polaron activation energy as a function of effective U parameter for pristine 

BTO. 

From figure 6.7 it can be seen that there are small changes with increased U 

parameter for negative small polaron transport in BTO. It can be seen that activation 

energy is its lowest at Ueff = 10 eV. From our results we have determined that for a mixed 

metal oxide that has a defect accommodating crystal structure such as BTO, low Ueff 

values can be used to obtain reasonable results. For the remaining polaron discussions 

we use Ueff = 3 eV. 

6.6.1 Polarons in Pristine BTO 

In figure 6.8 we show a cross-section of the energy profile for negative small 

polarons in pristine BTO. The activation energy WH is shown to be 233 meV which 

corresponds to improved photoactivity over TiO2. The reorganization energy is shown to 

be 1.235 eV. 
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Figure 6.8 Cross-section of the energy profile of negative small polaron transport in BTO. 

Our results for BTO are reasonable in comparison to our benchmarked results for 

TiO2. It is known that BTO has a higher photoactivity, thus the lower polaron activation 

energy correlates. Also the lower reorganization energy corresponds to the extra degree 

of freedom afforded to BTO by its Bi-O’-Bi chains which undergo cation off-centering as a 

mechanism to retain its cubic structure.  

Bader analysis using the code provided by Henkelman et. al.  [103,104] was 

used to analyze the atomic charges as snap-shots of the electron transfer process. In 

figure 6.9 we show atomic charge as a function of all atoms for movements of TiA and TiB 

respectively. Each series is with respect to the configuration variable x, numbers 1-16 

refer to Bi atoms, numbers 17-72 refer to O atoms, and numbers 73-88 refer to Ti atoms. 

From these atomic charge spectra it can be seen that charge oscillates across specific 

Bi, Ti, and O atoms during the electron transfer process depending on which Ti atom is 

being moved. The largest peaks, which are common for figures 6 and 7 correspond to 

atoms 9,14,36,73 and 79. 9 and 14 are Bi atoms that are bonded to the bridging O atom, 

36, where 73 and 79 are TiA and TiB respectively. 
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Figure 6.9 Bader analysis plot given as charge vs atom in the BTO lattice. The left 

column refers to chare localized on TiA at qA and the right column refers to charge 

localized on TiB at qB. In the legend, x refers to the reaction coordinate parameter. 

In figure 6.9 it is shown for each reaction coordinate that up to three Bi atoms gain 

charges and many O atoms lose charges even though only Ti atoms are participating in 

the electron transfer process. 

6.6.2 Negative Polarons in TM Doped BTO 

To model determine the polaron hopping parameters for transition metal doped 

BTO we consider the favorable doping configuration found in chapter 5, CrBi-Ovac, MnBi-

Oint, and FeBi. In each case Ti 3d and the transition metal d orbital have extra on-site 

correlation energy characterized by Ueff = 3 eV. 

In figure 6.10 cross-sections of the favorable doping configurations in BTO are 

shown. For CrBi-Ovac the activation energy and reorganization energy are shown to be 

253 meV and 1.422 eV respectively. For MnBi-Oint the activation energy and 

reorganization energy are shown to be 254 meV and 1.39 eV respectively. At last, for 
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FeBi the activation energy and reorganization energy are shown to be 207 meV and 1.074 

eV respectively.  

  

 
Figure 6.10 Cross-section of the energy profile for negative small polarons in transition 

metal doped BTO. The black curve represents pristine BTO, the purple curve represents 

CrBi-Ovac, the green curve represents MnBi-Oint, and the red curve represents FeBi. 

In comparison to pristine BTO, FeBi is the only doping configuration that improves 

polaron transfer in BTO. The activation energy is decrease by 26 meV and the 

reorganization energy is decreased by 161 meV. This indicates both intrinsic defects are 

detrimental to electron transfer as they serve as recombination and trapping centers. 
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Chapter 7  

Conclusions 

7.1 Stability 

We have systematically studied the nature of X = Cr, Mn, and Fe doping in BTO. 

Evidently, incorporation of these 3d transition metals in BTO increases its visible light 

absorption. The band gap of BTO was reduced on average by 0.3 eV upon X doping. 

Substitutions in the A-sites are energetically favored compared to substitutions in the B-

sites. Depending on occupation of the 3d levels, O vacancies or interstitials accompany 

the doping. XTi related doping configurations in general had positive formation energies 

with respect to the single phase stability zone. The XTi-Oint doping configuration was the 

most favorable with respect to Ti-poor/Bi-rich conditions in each case. As these defects 

are unstable, they can be associated with formations of secondary phases. With respect 

to the experimental evidence, our results showing CrBi-Ovac to be the most favored doping 

configuration, suggested Cr ions have charge states that are predominantly 3+ in BTO, 

which supports our prediction of Bi-site substitutions being more stable. MnBi-Oint as a the 

most favored configuration suggest Mn ions are most likely in a 4+ charge state which 

would require a coordination change with O atoms in the Bi-site. FeBi as the most favored 

doping configuration in BTO suggested Fe ions are most likely in a 3+ charge state. Ti-

poor conditions are associated with formations of secondary phases. The favorable X 

doping configurations all had some common features which may be responsible for 

increasing photocurrent. For example, each favorable doping configuration preserved 

cubic symmetry. The flexibility of O’-Bi-O’ chains were used to compensate local 

distortions. TiO6 octahedra remained rigid, by not changing their coordination with O 

atoms. 
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7.2 Electronic Structure Doping 

The electronic structures of the favorable transition metal doping configurations 

have distinct features with respect to d electron configuration and the existence of anion 

defects. Many mid gap states occur that can serve as electron donors but due to the 

nature of the doping many of the states are flat indicating heavy effective masses. Of the 

favorable doping configurations those with intrinsic defects had the most negative 

influence on the electronic band structure. In each case enhanced spectral absorption 

was achieved but enhance photocurrent was not always reciprocated. 

7.3 Polarons 

We have shown that polarons hopping in BTO can be modeled using DFT. For 

multi metal oxides the self-interaction errors are partially addressed by the complexity of 

multiple cations. For BTO the effective U parameter was adequate at 3 eV. We found 

among the favorable doping configurations that FeBi has the overall most positive 

influence on enhancing the photocatalytic performance of BTO. Fe-BTO polarons have 

activation energies 26 meV less than pristine BTO. Ultimately, the validity of using DFT to 

model polaron transport hinges on the correct application and intuitive combinations of 

increased exchange and correlation energies. 
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Chapter 8  

Future Directions 

Almost every multi metal oxide photocatalyst has an optimal dopant 

concentration beyond which functional enhancements decline. It is an aim to extend our 

methods to go beyond this barrier. Therefore work on obtaining a mechanism to induce 

phase stabilities of complex materials with higher and higher concentrations of dopant is 

paramount. Also, the study of solar conversion materials should include surface studies 

of complex materials. For instance, the photoelectrochemical process occurs on the 

surfaces of photocatalytic materials. On the surface magnetic coordination dictates the 

adsorption properties and is the primary mechanism for interfacial optimization.  

Therefore we anticipate further study of the surface magnetic effects on the performance 

of semiconductors in general. 

In the field of material design, structure predicting algorithms are among the 

hottest topics. With the fact functional materials are becoming more and more complex, 

standardized interactions fail to predict the equilibrium structures. Therefore it is an aim to 

investigate new methods for developing structure prediction tools. As computers become 

faster and cheaper high data throughput methods are of interest. Work is needed on 

building databases to support the random access memory of learning machines in 

computational physics and chemistry. It is a goal to automate discovery in science and 

technology where artificial intelligence is used to accelerate the advancement of 

mankind. 

Finally, more fundamental aspects of quantum mechanics have become 

emergent topics such as quantum decoherence. For example, increasing optical 

absorptions also increase optical emissions. Therefore decoherence is needed to 
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decouple these responses to obtain advanced efficiency functional materials. Quantum 

entanglement or the so-called ‘spooky action at a distance’, is an interesting topic in 

general, but even more intriguing is its many potential applications in conjunction with 

functional materials. 
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