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Abstract
REVISITING CONTROL ESTABLISHMENTS FOR
EMERGING ENERGY HUBS

Vahidreza Nasirian, PhD

The University of Texas at Arlington, 2015

Supervising Professors: Ali Davoudi, Frank L. Lewis

Emerging small-scale energy systems, i.e., microgrids and smartgrids, rely on centralized controllers for voltage regulation, load sharing, and economic dispatch. However, the central controller is a single-point-of-failure in such a design as either the controller or attached communication links failure can render the entire system inoperable. This work seeks for alternative distributed control structures to improve system reliability and help to the scalability of the system. A cooperative distributed controller is proposed that uses a noise-resilient voltage estimator and handles global voltage regulation and load sharing across a DC microgrid. Distributed adaptive droop control is also investigated as an alternative solution. A droop-free distributed control is offered to handle voltage/frequency regulation and load sharing in AC systems. This solution does not require frequency measurement and, thus, features a fast frequency regulation. Distributed economic dispatch is also studied, where a distributed protocol is designed that controls generation units to merge their incremental costs into a consensus and, thus, push the entire system to generate with the minimum cost. Experimental verifications and Hardware-in-the-Loop (HiL) simulations are used to study efficacy of the proposed control protocols.
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Chapter 1

Introduction

Active distribution systems are moving toward a distributed structure [1]–[3]. Compared to the centralized generation, distributed generation offers improved efficiency [4], [5], reliability [6]–[9], expandability [10], and stability [11], [12]. Microgrids, as small-scale power systems where generation, consumption, and storage happen in a close physical vicinity, are becoming popular in distribution systems [13]–[15].

DC energy resources, e.g., photovoltaic arrays, storage elements, and fuel cells, are commonly connected to the AC microgrid distribution network via voltage-source inverters [127], [128]. Although inverter-based AC microgrids have been prevalent, DC microgrids are currently emerging at distribution levels. The DC nature of emerging renewable energy sources (e.g., solar) or storage units (e.g., batteries and ultra-capacitors) efficiently lends itself to a DC microgrid paradigm that avoids redundant conversion stages [5], [16]. Many of new loads are electronic DC loads (e.g., in data centers). Even some traditional AC loads, e.g., induction machines, can appear as DC loads when controlled by inverter-fed drive systems [17]. DC microgrids are also shown to have about two orders-of-magnitude more availability compared to their AC counterparts, thus making them ideal candidates for mission-critical applications [7], [18]. Moreover, DC microgrids can overcome some disadvantages of AC systems, e.g., transformer inrush current, frequency synchronization, reactive power flow, power quality issues, etc. [19].

Resembling the control hierarchy of the legacy grid, a hierarchical control structure is conventionally adopted for microgrid operation [70]–[73]. The highest level in the hierarchy (tertiary) is in charge of economical dispatch and coordination with the distribution system operator. It assigns the microgrid voltage to carry out a prescheduled
power exchange between the microgrid and the main grid [74]–[76]. To satisfy the voltage demand of the tertiary control, the secondary control measures voltages across the microgrid and, accordingly, updates the voltage set points for the primary controllers. The primary control, typically implemented locally on individual converters with a droop mechanism handles load sharing among sources.

The secondary and tertiary controls are typically implemented in a centralized fashion [25], [26], which communicates with converters through communication links with high connectivity. Loss of any link in such a topology can lead to the failure of the corresponding unit and, thus, overstressing other units, leading to system-level instability and cascaded failures [27]. Since future extensions add to the complexity of the controller, scalability of central controllers is not straightforward.

Distributed control has emerged as an attractive alternative as it offers improved reliability, simpler communication network, and easier scalability [79]. For example, distributed tertiary control via DC bus signaling is studied in [80], [81]. Structurally, it is desirable to extend the distributed control paradigm to the secondary/primary levels. Categorically, such a controller shall satisfy the two main control objectives of DC microgrids, namely voltage regulation [82] and proportional load sharing [83] or the four objectives of AC microgrids, namely voltage regulation, frequency regulation, and active and reactive load sharing. The proportional load sharing suggests sharing the total load demand among sources in proportion to their power ratings and is commonly practiced to avoid overstressing and aging of the sources [127]–[129].

This research endeavor focuses on developing distributed control alternatives for managing sources and loads in microgrids. Following categorise the research outcomes:
• Chapter 1 introduces a cooperative distributed control policy that handles global voltage regulation and proportional load sharing in DC microgrids. The controller serves as the primary/secondary controller.

• Chapter 2 offers distributed adaptive droop control as an alternative solution for distributed primary/secondary control for DC microgrids. This method adjusts the droop gains in each operating condition to achieve accurate load sharing.

• Chapter 3 focuses on AC microgrids and offers a droop-free distributed control methodology to secure primary/secondary control requirements. It features a novel approach that handles frequency regulation without using any frequency measurement and, thus, provides a faster frequency regulation.

• Chapter 4 focuses on managing loads in DC microgrids. It enhances loads into active loads by adding power buffers. A distributed controller is used to manage transient energy profile of the buffers and, accordingly, shape the transient power demanded from the distribution network.

• Chapter 5 studies the distributed tertiary controller to manage economic dispatch. A distributed protocol is proposed that regulates the incremental costs for all sources across the microgrid and, thus, provides the economic dispatch.

The resulting publications are listed below:

Patent

Journal Articles


Conference Papers


Chapter 2

Distributed Cooperative Control of DC Microgrids

Primary and secondary controls of a microgrid deal with voltage regulation and load sharing across the entire microgrid. Proper load sharing assigns the load among participating converters in proportion to their rated power. This equalizes the per-unit currents of all sources, and prevents circulating currents [32] and overstressing of any source [10], [33]–[35]. The droop control is widely adopted for load sharing by imposing virtual output impedance on each converter [35]–[37]. Static/dynamic performance and stability assessment of droop controllers are investigated in [38]–[42]. Despite simplicity and ease of implementation, the conventional droop method suffers from poor voltage regulation and load sharing, particularly when the line impedances are not negligible [43]–[46]. The primary reason for this poor voltage regulation is the voltage drop caused by the virtual impedance. Another factor is the output voltage mismatch among different converters, which is crucial for the natural power flow in DC systems but further exacerbates the voltage regulation issue.

Possible solutions to the aforementioned issues have been reviewed in [26]. These solutions are either centralized [1] or require establishment of a fully-connected communication network throughout the microgrid, where any two nodes are directly connected [36], [47]–[49]. For example a centralized secondary control in [1] measures the microgrid voltage, calculates a voltage restoration term, and sends the restoration term to all sources. It assumes equal voltages for all converters across the microgrid, which is not a viable assumption for DC microgrids. Adaptive droop control in [50] and [51] further improves performance, but the line impedance is neglected. High droop gains in [26] mitigate power-sharing discrepancy caused by the line impedances. In [52], a communication network is spread all over the microgrid and the functionality of the
centralized secondary controller is embedded in each converter. Point-to-point communication links are required for all sources and any link failure renders the whole microgrid inoperable. The line impedance effect is taken into account in [43], with a fully-connected communication network. Despite improved accuracy, systems with a fully-connected communication network are susceptible to failure as any link failure impairs the whole control functionality. Future extension is another challenge; after any structural/electrical upgrade, some control settings, e.g., the number of sources, need to be updated and embedded in all converters. The voltage regulation requirement is redefined to incorporate the line impedance effect in [43], [53]. Accordingly, it is required that the average voltage across the microgrid (and only not a specific bus voltage) is regulated at the global voltage set point determined by the tertiary control. This is called the \textit{global voltage regulation}, and is considered here.

This chapter focuses on the secondary/primary control of the DC microgrids. The salient features of the proposed distributed cooperative control are:

- Cooperation among converters on a communication graph is used to provide additional correction terms and fine tune the local voltage set point for each converter.

- Each converter is augmented with a voltage regulator. This regulator uses the estimation made by the voltage observer to adjust the local voltage set point and provide global voltage regulation.

- A current regulator is also added that compares the actual per-unit current of a converter with a weighted average of its neighbors’ and, accordingly, generates a voltage correction term to provide proportional load sharing.
• Cooperation of the voltage and current regulators is shown to effectively carry out both global voltage regulation and proportional load sharing, particularly, when the line impedances are not negligible.

• A noise-resilient voltage observer is introduced that processes both local and neighbors’ voltage approximation to estimate the global average voltage across the microgrid.

• The control scheme does not require a priori knowledge of the global parameters such as the number of sources. Thus, it is scalable and features the plug-and-play capability.

• A sparse communication network is spanned across the microgrid that enables limited message passing among converters; each converter only exchanges data with its neighbors. This is in direct contrast to the centralized control approaches which require communication networks with high-bandwidth communication links and a high level of connectivity.

2.1. Preliminary Review of Graph Theory

Figure 2-1 shows the mapping of a cyber network to a physical microgrid. The nodes represent converters and edges represent communication links for data exchange. The communication graph does not need to have the same topology as the underlying physical microgrid. This cyber connection lays the groundwork for the cooperative control paradigm, where neighbors’ interactions can lead to a global consensus. Accordingly, not all agents (converters) in a large-scale dynamic system need to be in a direct contact. Instead, each agent only exchanges control variables with its neighbors. Then, using the neighbors’ data and its local measurements, the agent updates its control variables.
The cooperative control offers global consensus of the desired variables, provided that the communication graph is properly designed.

Figure 2-1(b) shows a directed graph (digraph) associated with the cyber layer connecting the microgrid converters in Fig. 2-1(a). Such a graph is usually represented as a set of nodes \( V_G = \{ v_1, v_2, \ldots, v_N \} \) connected through a set of edges \( E_G \subset V_G \times V_G \), and an associated adjacency matrix \( A_G = [a_{ij}] \in \mathbb{R}^{N \times N} \). \( N \) is the number of nodes. The adjacency matrix \( A_G \) contains the communication weights, where \( a_{ij} > 0 \) if \( (v_i, v_j) \in E_G \) and \( a_{ij} = 0 \), otherwise. \( a_{ij} \) is the communication weight for data transfer from node \( j \) to
node $i$. Here, the adjacency matrix is assumed to be time-invariant. $N_i = \{ j \mid (v_j^i, v_i^j) \in E_G \}$ denotes the set of all neighbors of node $i$, i.e., if $j \in N_i$, then $v_i^j$ receives information from $v_j^i$. However, in a digraph, the link is not necessarily reciprocal, i.e., $v_j^i$ might not receive information from $v_i^j$. The in-degree matrix $D^{in}_G = \text{diag}\{d_i^{in}\}$ is a diagonal matrix with $d_i^{in} = \sum_{j \in N_i} a_{ij}$. Similarly, the out-degree matrix is $D^{out}_G = \text{diag}\{d_i^{out}\}$, where $d_i^{out} = \sum_{j \in N_i} a_{ji}$. The Laplacian matrix is defined as $L = D^{in}_G - A_G$, whose eigenvalues determine the global dynamics [54]. The Laplacian matrix is balanced if the in-degree of each node matches its out-degree, i.e., $D^{in}_G = D^{out}_G$. In particular, if the graph is undirected, i.e., all links are bidirectional then, the Laplacian matrix is balanced. A direct path from $v_i^s$ to $v_j^s$ is a sequence of edges that connects the two nodes. A digraph is said to have a spanning tree if it contains a root node, from which there exists at least a direct path to every other node.

### 2.2. Cooperative Primary/Secondary Control

Figure 2-2 shows the layout of a typical DC microgrid, where the physical, cyber, and control layers are illustrated. The physical layer consists of the dispatchable sources (including the power electronics converters), transmission lines, and loads. A cyber layer, comprised of all communication links, is spanned among the sources to facilitate data exchange. This is a sparse communication network with at least a spanning tree and is also chosen such that in case of any link failure the remaining network still contains a spanning tree. Although the graph illustrated in Fig. 2-2 is undirected (bidirectional), directed graphs can be used in a general case. Each converter transmits a set of data, $\Psi_i = [\bar{v}_i, v_i, i_i^{\text{in}}]$, to its neighbors.
The data set transmitted by node $i$, $\Psi_i$, consists of three elements; its estimate of the average voltage across the microgrid, $\bar{v}_i$, the measured local voltage, $v_{ij}$, and the measured per-unit current, $i_{ij}^\text{pu}$. The per-unit term here refers to the current provided by the converter divided by its rated current, i.e., $i_{ij}^\text{pu} \triangleq \frac{i_j}{I_{j}^\text{rated}}$, where $I_{j}^\text{rated}$ is the rated current of the $i$-th converter. Thus, individual converters may use different values as their base currents (i.e., their rated currents), unlike the conventional per-unit terminology, where converters in the same voltage zone share identical values for base currents. This terminology of the per-unit current is used here to represent loading.
percentage of each converter. At the other end of the communication links, each converter \( j \) receives data from all its neighbors, \( \Psi_k, k \in N_j \), with communication weights, \( a_{jk} \). These communication weights are design parameters and can be considered as data transfer gains.

The global voltage regulation and proportional load sharing are the two objectives of the secondary/primary control, which require proper voltage set point assignment for the individual converters. The proposed secondary controller is highlighted in Fig. 2-2, where local and neighbors’ information are processed to adjust the local voltage set point, \( v_i^* \). The starting point is the conventional droop mechanism that characterizes the converter output impedance using a virtual impedance \( r_i \). The droop controller, at a primary control level, acts on local information. When operating conditions vary, the droop mechanism promptly initiates the voltage adjustment. However, this local control has a limited performance. Cooperation among converters, at the secondary control level, can help properly fine-tune the voltage set points, \( v_i^* \), and mitigate the current and voltage residuals.

The voltage set point for the droop control is augmented with two correction terms. These correction terms are provided through cooperation among converters. They are resulted from voltage and current regulators that help fine adjustment of the local voltage set points, i.e., \( v_i^* \)'s, to provide global voltage regulation and proportional load sharing. Based on Fig. 2-2, the local voltage set point for an individual converter can be expressed as,

\[
v_i^* = v_i^\text{ref} - r_i I_i + \delta v_i + \delta v_i^*.
\]  

This set point is further adjusted by a voltage limiter (see Fig. 2-2) to maintain the bus voltages within an acceptable range.
The voltage regulator consists of a voltage observer and a PI controller, $H_i$. The voltage observer at each node estimates the averaged voltage across the microgrid, where $\bar{v}_i$ is the estimation at node $i$. This estimation is then compared with the global reference voltage, $v^{ref}_i$, to generate the first voltage correction term, $\delta v_i$. In case of any mismatch between $\bar{v}_i$ and $v^{ref}_i$, the controller adjusts $\delta v_i$ to eliminate the discrepancy. In the islanded mode of operation, the global reference voltage, $v^{ref}_i$, are typically all equal to the rated voltage of the microgrid. However, in the grid-connected mode, where the microgrid exchanges power with the main grid, the tertiary control sets a new voltage level for the microgrid and relays the new reference value to individual converters. A cooperative observer will process the local voltage measurement and the neighbors’ estimates to evaluate the average voltage across the microgrid. Functionality of the observer is discussed in detail in Section 2.3. The line impedances might incapacitate the droop mechanism to proportionally share the load. Herein, a cooperative current regulator generates the second voltage correction term, $\delta v_i$. The regulator at node $i$ compares the local per-unit current, $i^{pu}_i$, with a weighted averaged of the neighbors’ per-unit currents to find the current mismatch, $i_d^{pu}$, 

$$i_d^{pu} = \sum_{j \in N_i} c a_j (i^{pu}_j - i^{pu}_i),$$

(2.2)

where $c$ is the coupling gain between the voltage and current regulators. The current mismatch, $i_d^{pu}$, is, fed to a PI controller, $G_i$, which calculates the second voltage correction term, $\delta v_i$. If the per-unit currents of any two neighbors’ differ, the current regulators of the corresponding converters respond and adjust their second voltage correction terms to gain balance.
The current regulator itself (without the droop mechanism shown in Fig. 2-2) can accurately carry out the proportional load sharing. The droop mechanism, however, is typically a part of the primary controller and might be already embedded with the power electronic converter without any deactivation flexibility. Therefore, it is included in the primary controller of Fig. 2-2 to show that the current regulator can handle the load sharing even in the presence of the droop mechanism.

The primary voltage controller typically includes a voltage limiter (see Fig. 2-2). These limiters carry out two tasks: they limit voltage variations at the source terminals and also limit transmission line loading. According to Fig. 2-2, each output voltage is limited to $v_i^{ref} - \varepsilon \leq v_i \leq v_i^{ref} + \varepsilon$. With no loss of generality, one can assume that all converters use identical reference voltages, i.e., $v_i^{ref} = v_{ref}$ for all $1 \leq i \leq N$. Accordingly, voltage difference between every two nodes does not exceed the voltage limit band, i.e., $|v_i - v_j| \leq 2\varepsilon$. Equivalently, the transmission line current will be limited to $i_o \leq 2\varepsilon/r_{ij}$, where $r_{ij}$ is the series resistance of the transmission line between nodes $i$ and $j$.

2.3. Voltage Observer

The observer module is a part of the voltage regulator module, as shown in Fig. 2-2. It uses a dynamic cooperative framework to process neighbors’ information and estimate the average voltage across the microgrid.

2.3.1. Dynamic Consensus

Figure 2-3(a) shows the cooperative distributed approach for the global averaging. The observer at node $i$ receives its neighbors’ estimates, $\overline{v}_j$ ($j \in N_i$). Then, the observer updates its own estimate, $\overline{v}_i$, by processing the neighbors’ estimates and the local voltage measurement, $v_i$. 
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Then, the observer updates its own estimate, $\pi_i$, by processing the neighbors' estimates and the local voltage measurement, $v_i$,

$$
\pi_i(t) = v_i(t) + \int_0^t \sum_{j \in N_i} a_{ij} (\pi_j(t) - \pi_i(t)) \, dt.
$$

(2.3)

This updating protocol is commonly referred to as *dynamic consensus* in literature [55]. As seen in (2.3), the local measurement, e.g., $v_i$, is directly fed into the estimation protocol. Thus, in case of any voltage variation at node $i$, the local estimate, $\pi_i$, immediately responds. Then, the change in $\pi_i$ propagates through the communication network and affects all other estimations. By differentiating (2.3),

$$
\pi_i = \dot{\pi}_i + \sum_{j \in N_i} a_{ij} (\pi_j - \pi_i) = \dot{\pi}_i + \sum_{j \in N_i} a_{ij} \pi_j - d_i \pi_i.
$$

(2.4)

Accordingly, one can formulate the global observer dynamic as,

$$
\dot{\mathbf{\pi}} = \mathbf{\dot{v}} + A_c \mathbf{\pi} - D_c \mathbf{\pi} = \mathbf{\dot{v}} - (D_c - A_c) \mathbf{\pi} = \mathbf{\dot{v}} - \mathbf{L} \mathbf{\pi},
$$

(2.5)
where $v = [v_1, v_2, ..., v_N]^T$ is the voltage measurement vector, which carries measured voltage of all nodes. Also, $\overline{v} = [\overline{v}_1, \overline{v}_2, ..., \overline{v}_N]^T$ denotes the voltage estimation vector, which contains the global average voltage estimated by all nodes. Equivalently, in the frequency domain,

$$\dot{\overline{v}} = \dot{v} + A_c \overline{v} - D_c^w \overline{v} = \dot{v} - (D_c^{in} - A_c) \overline{v} = \dot{v} - L \overline{v},$$

where $V$ and $\overline{V}$ are the Laplace transforms of $v$ and $\overline{v}$, respectively. Equation (2.3) implies that $v(0) = \overline{v}(0)$. Therefore,

$$\overline{V} = s(I_N + L)^{-1} V = H_{ob} V,$$

where $I_N \in \mathbb{R}^{N \times N}$ and $H_{ob}$ are the identity matrix and the observer transfer function, respectively. Equation (2.7) expresses the global dynamics of the voltage observers, whose block diagram is represented in Fig. 2-3(b). It is shown in the Appendix A that if $L$ is balanced, then all elements of $\overline{v}$ converge to a consensus value, which is the true average voltage, i.e., the average of all elements in $v$. In other words,

$$\overline{v}^s = \lim_{t \to \infty} \overline{v}(t) = Q \times \lim_{t \to \infty} v(t) = Qv^o = \left( \langle v^o \rangle \right) 1,$$

where $Q \in \mathbb{R}^{N \times N}$ is the averaging matrix, whose elements are all equal to $1/N$. $v^o$ expresses the steady-state value of the vector $x \in \mathbb{R}^{N \times 1}$. $\langle x \rangle$ represents the average of all elements in the vector $x$. $1 \in \mathbb{R}^{N \times 1}$ is a vector whose elements are all equal to one.

### 2.3.2. Noise Cancellation Module

Disturbances may degrade the efficacy and accuracy of the voltage observers. Non-zero initial value of the integrator in Fig. 2-3(a) or read/write errors in digital storage devices are common disturbance sources in digital processing [56], [57]. For example, a non-zero initial value of any observer’s integrator yields to an identical DC error in all estimations.
Figure 2-4 Proposed dynamic consensus protocol with noise cancellation: (a) averaging and noise cancellation policies at each node, (b) global model of the averaging technique in the frequency domain.

Therefore, a noise cancellation module is essential to identify and cancel such disturbance/noises. Figure 2-4(a) shows the proposed Noise Cancellation (NC) module incorporated in the voltage observer. A disturbance source, \( d_i \), highlighted in red, is assumed for the observer at node \( i \). This source represents the aggregated effect of all possible disturbance/noises. The primary stage of the NC module is an observer, similar
to that of Fig. 2-3(a), that estimates average of the voltage deviations, \( w \)'s, where \( w_i = v_i - v \). This stage is followed by an integrator to ensure disturbance tracking for DC and exponentially damping disturbances, e.g., a non-zero initial value for any integrator.

At each node, the NC module estimates \( \langle w \rangle \) as a noise indicator, where \( w = [w_1, w_2, \ldots, w_N]^T \) is the voltage deviation vector. If the noise cancellation term, \( \hat{d} \), is disabled for all nodes, with no noise corrupting the signals, i.e., \( d_i = 0 \) for all nodes, the voltage observers converge to the true average voltage. Thus,

\[
\langle w \rangle = v - v = \langle w^\infty \rangle = \langle v^\infty \rangle = 0.
\]  
(2.9)

However, if any noise pollutes any observation, the voltage observations no longer converge to the global average, i.e., \( \langle v^\infty \rangle \neq \langle v^\infty \rangle \). Accordingly, \( \langle w^\infty \rangle \neq 0 \). Thus, \( \langle w \rangle \) is a suitable noise indicator. Accordingly, with activated NC module, it estimates \( \langle w \rangle \) and feeds the result into the integrator. If \( \langle w \rangle = 0 \), the integrator adjusts the noise cancellation term, \( \hat{d} \), until it matches the noise, i.e., \( \hat{d} = d \), and cancels its effect on the voltage estimations.

Similar to (2.5), the total voltage observer dynamics can be derived by analyzing the policy explained in Fig. 2-4(a). Herein, the total observer is referred to as the observer in Fig. 2-4(a), which incorporates the NC module. According to this figure,

\[
\dot{v} = -Lv + \hat{v} + d - \hat{d},
\]  
(2.10)

\[
\dot{d} = K \pi,
\]  
(2.11)

\[
\dot{w} = -bLw + \dot{w} = -bLv + \dot{v} - \dot{v},
\]  
(2.12)

where \( d = [d_1, d_2, \ldots, d_N]^T \) and \( \hat{d} = [\hat{d}_1, \hat{d}_2, \ldots, \hat{d}_N]^T \) are the actual and estimated disturbance vectors, respectively.
\( \bar{w} = [\bar{w}_1, \bar{w}_2, \ldots, \bar{w}_n]^T \) is the estimated voltage deviation vector. \( \mathbf{K} = \text{diag}\{k_i\} \) is the NC integrator gain matrix. \( b \) is the coupling gain between the main observer and the NC module. Equivalently, in the frequency domain,

\[
\begin{align*}
&\left( s \mathbf{I}_N + \mathbf{L} \right) \tilde{\mathbf{V}} - \tilde{\mathbf{V}}(0) = s \mathbf{V} - \mathbf{v}(0) + s \mathbf{D} - d(0) - s \dot{\mathbf{D}} + \dot{d}(0), \\
&\quad s \dot{\mathbf{D}} - \dot{d}(0) = \mathbf{K} \tilde{\mathbf{W}}, \\
&\left( s \mathbf{I}_N + b \mathbf{L} \right) \tilde{\mathbf{W}} - \tilde{\mathbf{W}}(0) = s \tilde{\mathbf{V}} - \mathbf{v}(0) - s \mathbf{V} + \mathbf{v}(0),
\end{align*}
\]

where \( \mathbf{D}, \dot{\mathbf{D}}, \) and \( \tilde{\mathbf{W}} \) are the Laplace transforms of \( \mathbf{d}, \dot{\mathbf{d}}, \) and \( \bar{\mathbf{w}}, \) respectively. The initial conditions of the vectors involved in the total observer can be determined using Fig. 2-4(a). Accordingly,

\[
\begin{align*}
\dot{d}(0) &= 0, \quad \mathbf{v}(0) = \mathbf{v}(0) + \mathbf{d}(0), \\
\bar{w}(0) &= \mathbf{v}(0) - \mathbf{v}(0) = \mathbf{d}(0).
\end{align*}
\]

Each disturbance source, \( d_j \), represents the aggregated effect of all possible disturbances at the corresponding node. Thus, the initial conditions of all the integrators in Fig. 2-4(a) can be safely assumed zero. Based on (2.13)-(2.17), the global block diagram of the total observer is shown in Fig. 2-4(b). One can simplify (2.13)-(2.15) using (2.16)-(2.17),

\[
\begin{align*}
&\left( s \mathbf{I}_N + \mathbf{L} \right) \tilde{\mathbf{V}} = s \mathbf{V} + s \mathbf{D} - \mathbf{K} \tilde{\mathbf{W}}, \\
&\left( s \mathbf{I}_N + b \mathbf{L} \right) \tilde{\mathbf{W}} = s (\tilde{\mathbf{V}} - \mathbf{V}).
\end{align*}
\]

Therefore,

\[
\left( s \mathbf{I}_N + \mathbf{L} \right) + s \mathbf{K} \left( s \mathbf{I}_N + b \mathbf{L} \right)^{-1} \right) \tilde{\mathbf{V}} = \left( s \mathbf{I}_N + s \mathbf{K} \left( s \mathbf{I}_N + b \mathbf{L} \right)^{-1} \right) \tilde{\mathbf{V}} + s \mathbf{D},
\]

which can be written as,

\[
\tilde{\mathbf{V}} = \mathbf{H}_s \mathbf{V} + \mathbf{H}_s \mathbf{D}.
\]
where \( H_{\text{obs}}^F \) and \( H_{\text{NC}} \) are the total observer and NC transfer functions, respectively. It should be noted that for \( K = 0 \), (2.22) and (2.7) provide the same functions. Basically, (2.7) presents the observer transfer function with a disabled NC module, while (2.22) expresses the function with an activated NC module. Appendix B shows that \( \lim_{s \to 0} H_{\text{obs}}^F = Q \), which guarantees convergence of all estimations to the global average voltage. It should also be noted that \( H_{\text{NC}} \) has a zero at the origin and, thus, for DC and exponentially damping disturbances, the second term in (2.21) decays to zero. Accordingly, the noise cancellation module successfully cancels any DC disturbance and attenuates any other disturbance according to its fundamental frequency. This is a satisfactory performance since most common disturbance sources in digital signal processing, such as non-zero integrator initial condition and read/write errors, have a DC or very-low-frequency nature [57].

2.4. Global Model Development

2.4.1. Global Dynamic Model

Let \( \mathbf{v}_{\text{ref}} = [v_1^{\text{ref}}, v_2^{\text{ref}}, \ldots, v_N^{\text{ref}}]^T \) and \( \mathbf{i} = [i_1, i_2, \ldots, i_N]^T \) be the global reference voltage and the actual supplied current vectors, respectively. \( \mathbf{v}_{\text{ref}} \) and \( \mathbf{i} \) are the Laplace transforms of \( \mathbf{v}_{\text{ref}} \) and \( \mathbf{i} \), respectively. Systematically, \( \mathbf{v}_{\text{ref}} \) is the input to the entire microgrid, where \( \mathbf{V} \) and \( \mathbf{I} \) are the outputs. A global dynamic model formulates the transfer functions from the input, \( \mathbf{v}_{\text{ref}} \), to any outputs \( \mathbf{V} \) and \( \mathbf{I} \).
The cooperative distributed control of Fig. 2-2 introduces two voltage correction terms at each node, \( \delta v_i^1 \) and \( \delta v_i^2 \). Accordingly,

\[
\Delta V^1 = H \left( V_{\text{ref}} - \bar{V} \right),
\]

\[
\Delta V^2 = -eGL^{pu}.
\]  

\( \Delta v_i^1 = [\delta v_i^1, \delta v_i^2, ..., \delta v_N^1]^T \) and \( \Delta v_i^2 = [\delta v_i^1, \delta v_i^2, ..., \delta v_N^2]^T \) are the first and the second voltage correction vectors, respectively. \( \Delta V^1 \) and \( \Delta V^2 \) are the Laplace transforms of \( \Delta v_i^1 \) and \( \Delta v_i^2 \), respectively. \( H = \text{diag}\{H_i\} \) and \( G = \text{diag}\{G_i\} \) are the voltage and current controller matrices, respectively. \( i^{pu} = [i_{1i}^{pu}, i_{2i}^{pu}, ..., i_{Ni}^{pu}]^T \) is the per-unit current vector with the Laplace transform of \( I^m \). One can write,

\[
i^{pu} = I_i^{-1} \text{rated} I_i
\]

where \( I_i\text{rated} = \text{diag}\{I_i^{\text{rated}}\} \) and \( I_i^{\text{rated}} \) are the current rating matrix and the current rating of the converter at node \( i \), respectively. Thus, by substituting (2.26) in (2.25),

\[
\Delta V^2 = -eGL_i^{-1} \text{rated} I_i.
\]  

Let \( v^* = [v_i^1, v_i^2, ..., v_N^1]^T \) be the vector of local voltage set points with the Laplace transform of \( V^* \). The proposed controller finds the local voltage set points according to,

\[
V^* = V_{\text{ref}} + \Delta V^1 + \Delta V^2 - rI,
\]

where \( r = \text{diag}\{r_i\} \) is the virtual impedance matrix. By substituting (2.24) and (2.27) in (2.28),

\[
V^* = \left( I_N + H \right) V_{\text{ref}} - H\bar{V} - \left( eG^{\text{rated}} - r \right) I.
\]  

On the other hand, dynamic behavior of any converter with a closed-loop voltage regulator can be modeled as

\[
V_i = G_i(s)V_i^*,
\]
where $V_i$ and $V_i^*$ are the Laplace transforms of $v_i$ and $v_i^*$, respectively. $G_i^c$ is the closed-loop transfer function of the converter at node $i$. The closed-loop transfer functions are formulated in [58] and [59] for a wide variety of converters. Global dynamic of the converters can be found as,

$$V = G_v\cdot V^*,$$  \hspace{1cm} (2.31)

where $G_v = \text{diag}\{G_i^c\}$ is the transfer-function matrix. Substituting (2.29) in (2.31) yields,

$$V = G_v \left( (I_w + H)V_{\text{ref}} - HV - \left( cGLI_{\text{rated}}^{-1} + r \right)I \right).$$  \hspace{1cm} (2.32)

The voltage observer dynamics are formulated in (2.21)-(2.23). By neglecting the disturbance in the observers, one can write $V = H_{\text{obs}}^*\cdot V$. The microgrid admittance matrix, $Y_{\text{bus}}$, relates the supplied currents to the bus voltages as,

$$I = Y_{\text{bus}}\cdot V.$$  \hspace{1cm} (2.33)

The admittance matrix carries all the details of the distribution grid. For example, a circuit model of any line can be considered by including the line series resistance, series inductance and parallel capacitance in the admittance matrix, $Y_{\text{bus}}$. Therefore, (2.32) can be written as,

$$\begin{cases} V = \left( G_{i}^{-1} + HH_{\text{obs}}^* + (cGLI_{\text{rated}}^{-1} + r)Y_{\text{bus}} \right)^{-1} (I_w + H)V_{\text{ref}} \\
I = \left( Y_{\text{bus}} G_v \right)^{-1} + H H_{\text{obs}}^* Y_{\text{bus}}^{-1} + cGLI_{\text{rated}}^{-1} + r \right)^{-1} (I_w + H)V_{\text{ref}} \end{cases}.$$  \hspace{1cm} (2.34)

Equation (2.34) represents the global microgrid dynamics with the proposed controller in effect.

### 2.4.2. Controller Design Guidelines

For a given microgrid, the matrix of converters’ closed-loop transfer functions, $G_v$, the current rating matrix, $I_{\text{rated}}$, and the admittance matrix, $Y_{\text{bus}}$, are known. The communication graph needs to contain at least a spanning tree. Weights of the
communication links, \( a_y \), and, thus, the Laplacian matrix, \( L \), may, then, be chosen to provide the desired dynamic for the voltage observers by evaluating (2.7). It should be noted that the selection of the communication weights must satisfy a balanced Laplacian matrix. Equation (2.23) helps to design the coupling gain, \( b \), and the integrator gain matrix, \( K \), to achieve a satisfactory noise cancellation dynamic. Given the Laplacian matrix, \( L \), and the total observer transfer function, \( H_{\text{obs}} \) (or the reduced-order function \( H_{\text{obs}} \)), one can use (2.34) to design the voltage and current controller matrices (\( H \) and \( G \), respectively), the virtual impedance matrix, \( r \), and the coupling gain, \( c \), to provide any desired asymptotically stable dynamic response, where all poles of (2.34) lie in the Open Left Hand Plane (OLHP). The current regulator surpasses the droop mechanism in providing the proportional load sharing and, thus, the virtual impedance matrix, \( r \), can be freely designed. However, the designer may still use the traditional approach to tune the virtual impedances as,

\[
r = m I_{\text{ref}}^{-1},
\]

where \( m \) is a positive scalar design parameter.

### 2.4.3 Steady-state Analysis

Steady-state analysis is essential to ensure that the proposed controller satisfies both operational requirements; the global voltage regulation and the proportional load sharing. With no loss of generality, one can assume,

\[
V_{\text{ref}} = \frac{v_{\text{ref}}}{s} \mathbf{1},
\]

where \( v_{\text{ref}} \) is the reference voltage for the entire microgrid. Voltage stabilization, throughout the microgrid, is also assumed. Accordingly, the voltage vector, \( V \), is a type 1 vector, i.e., it has a single pole at the origin and all other poles lie in the OLHP. Thus, one may safely use the final value theorem to find the steady-state voltage vector, \( v^* \),
The voltage and current controllers ($H_i s$ and $G_i s$, respectively) are PI controllers and, thus, one can write $H = H_v + \frac{H_i}{s}$, where $H_v$ and $H_i$ are diagonal matrices carrying proportional and integral gains of the voltage controllers. Similarly, $G = G_v + \frac{G_i}{s}$, where $G_v$ and $G_i$ are diagonal matrices that contain proportional and integral gains of the current controllers. It is also known that the DC gain of the closed-loop converters are equal to one, i.e., $G_i(0) = \frac{I_y}{G_v} = G_v^{-1}(0)$ [58]. In addition, based on Theorem B.1 (see Appendix B), $\lim_{s \to \infty} H^F_{obs} = Q$. Thus, (2.37) can be written as, 

$$v^w = v_{ref} \left( H, Q + cG_i L_i^{-1} Y_{dc} \right)^{-1} H_1 \textbf{1},$$

(2.38)

or, equivalently,

$$(UQ + cL_i^{-1} Y_{dc})v^w = v_{ref} U \textbf{1},$$

(2.39)

where $Y_{dc} = Y_{bus}(0)$ is the DC admittance matrix and $U = G_i^{-1} H_i = \text{diag} \{ u_i \}$ is a diagonal matrix with $u_i = H_i(i,i) / G_i(i,i)$. All the integrator gains for the current controllers are assumed to be positive and, thus, $G_i^{-1}$ exists. Since the Laplacian matrix is designed to be balanced (see Subsection 2.4.2), one can write $QL = 0$. Therefore, by multiplying both sides of (2.39) by the averaging matrix, $Q$,

$$Q \left( U \left( Qv^w \right) \right) = v_{ref} \left( QU \right) \textbf{1}.$$ 

(2.40)

Based on the definition of the averaging matrix, $Q$, $Qx = \left\langle x \right\rangle \textbf{1}$, for any vector $x \in \mathbb{R}^{N \times 1}$. Accordingly, (2.40) is equivalent to,

$$\left\langle v^w \right\rangle \left\langle U \textbf{1} \right\rangle \textbf{1} = v_{ref} \left\langle U \textbf{1} \right\rangle \textbf{1},$$

(2.41)
or, equivalently, \( \langle v^a \rangle = v_{ref} \). This analysis shows that the proposed controller provides global voltage regulation, i.e., it successfully regulates the average voltage at the desired value. On the other hand, (2.39) can be written as,

\[
U \left( Qv^a \right) + cLI_{\text{rated}}^{-1}i^a = v_{ref}U1.
\]

or, equivalently,

\[
L\left(I_{\text{rated}}^{-1}i^a\right) = c^{-1}\left(v_{ref} - \langle v^a \rangle \right)U1 = 0.
\]

The Lemma A.1 (see Appendix A) ensures that the Laplacian matrix \( L \) has a simple eigenvalue at the origin, i.e., \( \lambda_1 = 0 \). Thus, based on (2.43), \( I_{\text{rated}}^{-1}i^a \) is the right eigenvector of \( L \) associated with \( \lambda_1 = 0 \). It is mentioned in the Proof of Lemma A.2 (see Appendix A) that \( w_1 = 1 \) is the right eigenvector of the Laplacian matrix, \( L \), associated with \( \lambda_1 = 0 \). Thus,

\[
I_{\text{rated}}^{-1}i^a = n1,
\]

where \( n \) is a positive scalar. Equation (2.44) concludes the proportional load sharing.

Equations (2.41) and (2.44) show that the proposed controller successfully carries out both global voltage regulation and proportional load sharing.

2.5. Case Study

A low-voltage DC microgrid, with a structure shown in Fig. 2-2, is prototyped to study the proposed control methodology. Figure 2-5 shows the experimental setup. Four adjustable isolated AC sources are used as the energy sources. Each source is driven by a buck converter augmented with an input rectifier.
Figure 2-5 DC microgrid Prototype: (a) input AC sources, (b) buck converters driving each source, (c) local and remote loads, (d) transmission lines, (e) dSAPCE controller board (DS1103), (f) programming and monitoring PC.

The converters have similar topologies but different ratings, i.e., the rated currents of the first and the fourth converters are twice those for the other two converters. A $\pi$-circuit model is used for each transmission line. There are four local and one remote loads, as seen in Fig. 2-2.

Alternative graphical connections are shown in Fig. 2-6. Communication links are assumed bidirectional to feature a balanced Laplacian matrix and help with the sparsity of the resulting communication graph. Although all alternative graphs include spanning trees, some are susceptible to lose connectivity in the case of a single link failure. For example, if any of the links highlighted in red in Figs. 2-6(a) or 2-6(b) is lost, the corresponding graph losses its connectivity, which hinders the functionality of the control mechanism.
Figure 2-6 Alternative connections forming a connected graph with: (a) no redundant link, (b) suboptimal link redundancy, (c) optimal link redundancy, (d) full connection.

However, for the set of four agents, the circular communication flow in Fig. 2-6(c) is the sparsest network where the failure of a single link does not compromise the graphical connectivity. Figure 2-6(d) is a fully connected graph, but it lacks sparsity. Therefore, the graphical structure in Fig. 2-6(c) is chosen for data exchange in the cyber layer.

A dSPACE control board (DS1103) implements the control routines. Electrical parameters of the microgrid are provided in the Appendix C. Although different voltage levels are possible [60], [61], a 48 V system is considered here. The typical acceptable voltage deviation is about 5% of the rated voltage [36] and, thus, the voltage limiters are set accordingly with $\varepsilon = 2.5$ V.

2.5.1. Design Procedure

Prior knowledge of converters’ frequency response is essential to the design procedure in Subsection 2.4.2. Dynamic modeling of power electronics converters for microgrid applications is discussed in detail in the literature [62]. Analytical approaches do not consider practical limitations such as constraints on the duty cycles of switching
converters. Alternatively, the transfer functions of the underlying converters are extracted experimentally using perturbation injection and frequency sweep techniques. For a wide range of loading conditions and input voltages, the reference point of each converter is augmented with a sinusoidal signal with an adjustable frequency. For any given frequency point, the sinusoidal content of the converter’s output voltage is then compared with the injected sinusoidal signal to extract the converter’s frequency response for that given frequency. This procedure is repeated for the frequency range of interest. Output impedances are chosen in the study to cover light load \((R = 24 \, \Omega)\) to full load \((R = 12 \, \Omega)\) conditions. Measured transfer functions are shown in Fig. 2-7. Accordingly, the converter’s transfer function can be formulated as a second-order function,

\[
G_i^c = \frac{|p_1||p_2|}{(s - p_1)(s - p_2)},
\]  

(2.45)

where \(p_1\) and \(p_2\) \((|p_2| > |p_1|)\) can be found by curve-fitting techniques. Fitted frequency response is highlighted in red in Fig. 2-7, where an good agreement is reported between the empirical and fitted data. The transfer function in (2.45) is further used in the design procedure.

Following the guideline in Subsection 2.4.2, knowledge of the microgrid admittance matrix is also required. The underlying microgrid is a five-bus system (see Fig. 2-2) and has a five-by-five admittance matrix. However, the admittance matrix, \( Y_{bus} \), in (2.33) only represents the interaction between the voltages and currents of the generating buses and, thus, is a four-by-four matrix. This matrix can be found by reducing the original five-by-five admittance matrix though the Kron’s reduction technique.
Figure 2-7 Measured frequency response of the buck converters for various operating conditions: a) $V_s = 80 \text{ V}$, b) $V_s = 100 \text{ V}$.

Design of the communication weights, $a_{ij}$, which are stored in the adjacency matrix, $A_G$, (or, equivalently, the Laplacian matrix, $L$) is tightly linked to the voltage observers' dynamic in (2.7). The weights can be designed to adjust the convergence speed of the estimated voltages. Proper functioning of the voltage regulator in Fig. 2-2 requires a fast estimation of the global average voltage, particularly, faster than the converters' dynamic. Here, it is desired that the eigenvalues of the adjacency matrix (or, equivalently, poles of $H_{in}$) provide a dynamic estimation response at least twice as fast as that of the converters'. A scaling factor, $a$, is defined to scale the adjacency matrix as,

$$
A_G = a \times \begin{bmatrix}
0 & 90 & 0 & 110 \\
90 & 0 & 100 & 0 \\
0 & 100 & 0 & 120 \\
110 & 0 & 120 & 0
\end{bmatrix}
$$

(2.46)
Figure 2-8 Movement of the eigenvalues of the adjacency matrix as the scaling coefficient changes.

Figure 2-8 shows how the eigenvalues of the adjacency matrix vary as the scaling coefficient, $a$, changes from 0.5 to 1.5. The dominant pole of the converters’ transfer function is $p_1 = -106$. Eigenvalues of $A_0$, $\lambda_k$, are highlighted in Fig. 2-8 in black for $a = 1$, where $\forall k \leq 3$, $\left| \text{real}(\lambda_k) \right| > 2 \times \left| \text{real}(p_1) \right|$. Therefore, $a = 1$ provides an appropriate scaling coefficient for the adjacency matrix in (2.46). It should be noted that the non-zero matrix entries in (2.46) are arbitrarily chosen and other selections are viable; however, they might result in a different optimal scaling factor.

The performance of the noise-cancellation module is evaluated numerically using (2.23). The coupling gain, $b$, and the NC integrator gain matrix, $K$, are chosen (see Appendix C) to provide higher than 65% attenuation for disturbances with $f_{\text{noise}} < 5$ Hz.

The noise-cancellation transfer function, $H_{\text{NC}}$, is plotted in Fig. 2-9 for the first node.
As seen, all terms of $H_{NC}$ are stable functions and exhibit satisfactory attenuations as demonstrated by the low gain at low frequencies. This implies successful noise rejection for DC and low-frequency disturbances. Similar performance is observed for the NC modules at other nodes.

Comparison between (2.7) and (2.22) shows that NC modules can affect the observers’ transfer function. Proper selection of the coupling gain, $b$, and the matrix $K$ can significantly suppress this impact. Figure 2-10 compares the first entry, $(1,1)$, of the total observers’ transfer function, $H^{F}_{obs}$, with the reduced-order function, $H^{H}_{obs}$, where it can be seen that the NC module has a negligible impact on observers’ the frequency response. A similar match is observed between other entries of $H^{F}_{obs}$ and corresponding entries of $H^{H}_{obs}$. Accordingly, one can safely assume $H^{F}_{obs} = H^{H}_{obs}$.

The current regulator module carries out the load sharing regardless of the selection of the droop coefficients.
Figure 2-10 Comparison of the reduced-order observers' dynamic, $H_{obs}(1,1)$, and the total observers' dynamic, $H^{F}_{obs}(1,1)$.

However, the choice of the coefficients based on (2.35) improves the load sharing dynamics. Accordingly, $m = 3$ is chosen here, which results in the virtual impedance matrix, $r$, provided in the Appendix C.

The coupling gain between the current and the voltage regulator, $c$, determines load sharing dynamics. Figure 2-11 compares the measured dynamic response of the microgrid for two different values of $c$. Small coupling gain $c$ can slow down the system while a large coupling gain can lead to resonance or even make the system unstable. A medium value is adopted here, i.e., $c = 0.075$. Satisfactory system performance is verified empirically.
Although (2.34) provides analytical evaluation of system dynamic, it does not consider limitations such as constraint on the duty cycle of the switching converters and, thus, empirical performance evaluation is preferred instead. Design parameters are summarized in the Appendix C. As seen, dissimilar control parameters are selected for different converters to verify controller performance in the case of heterogeneous agents (sources).

2.5.2. Droop Controller versus Proposed Controller

Figure 2-12 comparatively studies the performance of the proposed methodology. The microgrid is initially controlled using the conventional droop controller. It leads to voltages less than the desired value, i.e., $v_{ref} = 48$ V.
Figure 2-12 Comparative studies of the conventional droop control and the proposed controller: (a) terminal voltages, (b) supplied currents, (c) estimations of the average voltage, (d) converters’ duty ratios.

voltage, (d) converters’ duty ratios.
In addition, although the droop gains are designed reciprocal to the converters’ rated currents, the transmission line effects have clearly incapacitated the droop mechanism resulting in a poor load sharing. The proposed controller is engaged at \( t = 5.18 \text{ s} \). Consequently, the voltages are all boosted across the microgrid and the average voltage is finely regulated at the set point, i.e., \( u_{\text{ref}} = 48 \text{ V} \). Figure 2-12(b) shows that the proportional load sharing is also carried out, where the first and the fourth converters carry twice the current as the other two converters. Performance of the voltage observers is studied in Fig. 2-12(c), where a good agreement is seen between the true average voltage, \( \overline{v} \), and the individual estimated voltages, \( \overline{v}_i \) s.

The efficacy of the noise cancellation module is studied in Fig. 2-13, where a step disturbance, i.e., \( d_1(t) = 2u(t - 3.35 \text{ s}) \), is intentionally applied to the estimation at node one. It can be seen in Fig. 2-13(c) that the disturbance causes sudden increase in all estimations. Accordingly, the controller has slightly decreased the duty ratios. Simultaneously, the NC module has identified the noise and adjusted the cancellation term, \( \hat{d}_1 \), to neutralize the noise impact. Consequently, all estimations are recovered in less than 1 s and continue tracking the true average voltage, \( \overline{v} \). Figures 2-13(a) and 2-13(b) show that the NC module has effectively eliminated the noise impact on the voltage regulation and the load sharing.

2.5.3. Load Change Performance Assessment

The controller performance in case of load change is studied in Fig. 2-14, where the remote load at bus five, \( R_5 \), is changed in step between 10 Ω and 20 Ω. Tight voltage regulation and load sharing can be observed in this figure. Excellent transient load sharing is also noticeable in Fig. 2-14(b).
Figure 2-13 Performance of the noise cancellation mechanism: (a) terminal voltages, (b) supplied currents, (c) estimations of the average voltage, (d) converters’ duty ratios.
2.5.4. Plug-and-Play Capability

Figure 2-15 studies plug-and-play capability of the proposed method and its performance in case of a converter failure. As seen, when the second converter fails, the controller readjusts the voltages to satisfy the global voltage regulation. It also readjusts the load sharing among the remaining converters. It should be noted that a converter failure also implies loss of all communication links connected to that particular converter. Accordingly, when the second converter fails, it automatically renders the links 1-2 (between nodes 1 and 2) and 2-3 inoperable. However, the remaining links still form a connected graph with balanced Laplacian matrix (see Fig. 2-6(c)). Then, the second converter is plugged back in at $t = 12.1$ s. As seen, the controller has properly updated the load sharing, and global voltage regulation, after the second converter is plugged in.
2.5.5. Link-Failure Resiliency

Resiliency to a single link failure is studied next in Fig. 2-16. The original communication graph is designed to carry a minimum redundancy, so no single link failure can cause loss of graphical connectivity. Thus, the control system shall remain operational. As seen in Fig. 2-16, the link 1-2 has failed at $t = 11\ s$, but it does not have any impact on voltage regulation or load sharing.

Response of the controller to the step load change in the remote load is also studied with the failed link, where a satisfactory performance can be seen. It should be noted that the reconfiguration caused by the link failure affects the Laplacian matrix and, thus, the whole system dynamic. Comparing Figs. 2-14(b) and 2-16(b), one can see that the link failure slightly slows the controller transient response.
2.6. Summary

A distributed secondary/primary controller is proposed for DC microgrids. The controller on each converter has two modules; the voltage regulator and the current regulator. The voltage regulator uses a noise-resilient voltage observer to estimate the global average voltage. This estimation is then further used to adjust the local voltage set point to provide global voltage regulation. The current regulator compares local per-unit current with its neighbors’ per-unit currents and, accordingly, adjusts the voltage set point to carry out proportional load sharing. This control paradigm uses a sparse communication network for data exchange. Studies show that the proposed cooperative control provides precise global voltage regulation and proportional load sharing. Noise resiliency of the proposed voltage observer and link-failure resiliency of the overall control structure are also verified through experiments.
Chapter 3

Distributed Adaptive Droop Control for DC Distribution Systems

Proper load sharing assigns the load among participating converters in proportion to their rated powers (or, equivalently, rated currents). This approach equalizes the per-unit currents of all sources, and prevents circulating currents [83] and overstressing of any source [84]. The droop control is widely adopted for load sharing by imposing virtual output impedance on each converter [85], [86]. Static/dynamic performance and stability assessment of droop controllers are investigated in [64], [87], and [88]. Constant droop is commonly used for power reference tracking and load sharing in grid-connected and islanded modes, respectively [89], [90]. However, its load sharing performance is susceptible to transmission line impedances [91]. Generally, higher droop coefficients result in improved load sharing, however, at the cost of further degrading the voltage regulation. Thus, to achieve a desirable load sharing, the droop coefficients should vary to account for line impedances and load variations. Moreover, since some sources (e.g., PV-driven modules or storage devices) lack a constant rated power, dynamic adjustment of droop coefficients is required as their rated power changes [92].

A piece-wise linear droop mechanism in [92] and [93] uses two different droop gains for low and high powers. The idea is further developed in [94] and [95] where droop coefficients continuously vary in response to change in power. This approach improves voltage regulation; however, voltage drop across the microgrid is still noticeable. This method is developed for two-agent systems and extension to a multi-converter system is not straightforward. Moreover, improved voltage regulation has compromised accurate proportional load sharing. Adaptive-droop control for power flow control in grid-connected mode is studied in [96], [97]. Droop gains are adjusted in reciprocal to power demand in
where communication of a synchronization signal is needed among all converters. This requirement, in turn, compromises the plug-and-play capability. Decentralized [84] and supervisory [99] adaptive-droop approaches formulate droop gains in terms of batteries’ state of charges [100].

Existing droop mechanisms generally suffer from poor voltage regulation and load sharing, particularly when the distribution line impedances are not negligible [101]–[103]. Possible solutions to the aforementioned issues have been reviewed in [79]. These solutions are either structured centrally [70] or require development of a fully connected data exchange network across the microgrid, where any two nodes are in direct contact [85], [104]–[106]. Assuming equal voltages for all converters across the microgrid in [70] is not practical, particularly, in DC distribution systems. Point-to-point communication links are required for all sources in [107], where any link failure renders the whole microgrid inoperable. The line impedance is taken into account in [108], where the data exchange requires a fully connected communication graph. Proper operation of the controller demands information of all nodes and, thus, any link failure impairs the whole control functionality. Scalability is another challenge; after any structural/electrical upgrade, some control settings, e.g., the number of sources, need to be updated and embedded in all converters.

The voltage regulation requirement is redefined in [109] to incorporate the line impedance effect. The average voltage across the microgrid (and only not a specific bus voltage) should be regulated at the global voltage set point determined by the tertiary control. This is called the global voltage regulation, and is considered here. Tertiary control levels would involve distributed optimization techniques to implement economical dispatch and/or loss optimization, and is the subject of future work. This chapter focuses
on the secondary/primary control of the DC microgrids and offers the following contributions:

- Each converter is augmented with a current regulator that compares the actual per-unit current of that converter with a weighted average of its neighbors’ and, accordingly, generates an impedance correction term to adjust droop coefficient and, thus, provide proportional load sharing.

- A voltage regulator is also added. This regulator uses the estimation made by a voltage observer to adjust the local voltage set point and provide global voltage regulation.

- The voltage observer processes neighbors’ data and local voltage measurement through a so-called dynamic consensus protocol to estimate the global average voltage.

- Cooperation of the voltage and current regulators is shown to effectively carry out both global voltage regulation and proportional load sharing, particularly, when the line impedances are not negligible.

- A sparse communication network is spanned across the microgrid to enable limited message passing among converters; each converter only exchanges data with its neighbors. This is in direct contrast to the centralized control approaches that require communication networks with high-bandwidth communication links and a high level of connectivity.

- This adaptive droop approach expands the work of authors in [109] and achieves a faster load sharing dynamics.

- Compared to the existing techniques (e.g., [108]) the control scheme employs a truly distributed approach that does not require a priori knowledge of the global
parameters such as the number of sources. Thus, it is scalable and suitable for the plug-and-play operation.

- Unlike existing methods that require fully connected graphs and may fail in case of any communication link failure, the proposed method is not susceptible to any single link failure, which leads to a more reliable control framework.

3.1. Distributed Cooperative Control Framework

Microgrid sources are mapped to a cyber network as shown in Fig. 3-1, where each node represents an active source (or, converter) and each edge represents a communication link for data exchange. The communication graph might have a different topology than the underlying physical microgrid. This cyber connection sets the groundwork for the cooperative control paradigm, where neighbors’ interactions can lead to a global consensus. Accordingly, not all agents (converters) in a large-scale dynamic system need to be in direct contact. Instead, each agent only communicates its control variables with its neighbors. Then, using the neighbors’ data and its local measurements, the agent updates its control variables. The cooperative control offers global consensus of the desired variables, shall the communication graph be designed properly.

A directed graph (digraph), associated with the cyber layer in microgrid, is highlighted in Fig. 3-1. Such a graph is usually represented as a set of nodes $V_G = \{v_1^g, v_2^g, ..., v_N^g\}$ connected via a set of edges $E_G \subset V_G \times V_G$, and an associated adjacency matrix $A_G = [a_{ij}] \in \mathbb{R}^{N \times N}$. The Adjacency matrix $A_G$ contains communication weights, where $a_{ij} > 0$ if $(v_j, v_i) \in E_G$ and $a_{ij} = 0$, otherwise. $a_{ij}$ is the communication weight for data transfer from node $j$ to node $i$. 
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Here, a time-invariant adjacency matrix is assumed. \( \mathcal{N}_i = \{ j \mid (v_i^j, v_i^j) \in \mathcal{E}_i \} \) denotes the set of all neighbors of node \( i \), i.e., if \( j \in \mathcal{N}_i \), then \( v_i^j \) receives information from \( v_i^j \). However, in a digraph, the link is not necessarily reciprocal, i.e., \( v_i^j \) might not receive information from \( v_i^j \). The in-degree matrix \( \mathbf{D}_G^{\text{in}} = \text{diag}\{d_i^{\text{in}}\} \) is a diagonal matrix with \( d_i^{\text{in}} = \sum_{j \in \mathcal{N}_i} a_{ij} \). Similarly, the out-degree matrix is \( \mathbf{D}_G^{\text{out}} = \text{diag}\{d_i^{\text{out}}\} \), where \( d_i^{\text{out}} = \sum_{j \in \mathcal{N}_i} a_{ji} \). The Laplacian matrix is then defined as \( \mathbf{L} = \mathbf{D}_G^{\text{in}} - \mathbf{A}_G \), whose eigenvalues determine the global dynamics [110]. The Laplacian matrix is balanced if the in-degree of each node matches its out-degree, i.e., \( \mathbf{D}_G^{\text{in}} = \mathbf{D}_G^{\text{out}} \). Particularly, if the graph is undirected, i.e., all links are bidirectional, then the Laplacian matrix is balanced. A
A digraph is said to have a spanning tree if it contains a root node, from which there exists at least a direct path to every other node.

The physical layer of the microgrid, shown in Fig. 3-1, includes dispatchable sources (including the power converters), transmission lines, and loads. The cyber layer, comprised of all communication links, is spanned among the sources to facilitate data exchange. This is a sparse communication network with at least one spanning tree. In addition, the graph is chosen such that in case of any link failure the remaining network still contains at least one spanning tree. This redundancy is required to ensure link-failure resiliency. Each converter broadcasts a data set, \( \Psi_i \), to its neighbors. The data package transmitted by node \( i \), \( \Psi_i = [\bar{V}_i, \bar{i}_i^{pu}] \), consists of two elements; its estimate of the average voltage across the microgrid, \( \bar{V}_i \), and the measured per-unit current, \( \bar{i}_i^{pu} \). The term per-unit here refers to the current provided by the converter divided by its rated current, i.e., \( \bar{i}_i^{pu} \equiv \frac{i_i}{I_{i_{\text{rated}}}} \), where \( i_i \) and \( I_{i_{\text{rated}}} \) are the supplied and rated currents of the \( i \)-th converter, respectively. This terminology of the per-unit is used here to represent loading percentage of each converter. At the receiving ends of the communication links, each converter \( k \) receives data from all its neighbors, \( \Psi_j, j \in N_i \), with associated communication weights, \( a_{ij} \). These weights are design parameters and can be considered as data transfer gains.

### 3.2. Adaptive Droop Control

The global voltage regulation and proportional load sharing are the two objectives of the secondary control, which require proper voltage set point assignment for individual converters.
The proposed secondary controller is elaborated in Fig. 3-2(a), where local and neighbors’ information are processed to adjust the local voltage set point, $v^*_i$. Cooperation among converters, at the secondary control level, helps to fine-tune the voltage set points, $v^*_i$, and mitigate the current and voltage residues.

The voltage set point for each converter is augmented with two terms provided through cooperation among converters. They are resulted from voltage and current regulators. Based on Fig. 3-2(a), the local voltage set point for an individual converter can be expressed as

$$v^*_i = v^{ref}_i - v^d_i + \delta v^*_i = v^{ref}_i - r^*_i + \delta v^*_i,$$  \hspace{1cm} (3.1)$$

where $v^{ref}_i$, $v^d_i$, $\delta v^*_i$, and $r^*_i$ are the global reference voltage, droop voltage, voltage correction term, and the virtual impedance of the $i$–th converter, respectively. This set point is further adjusted by a voltage limiter (see Fig. 3-2(a)) to maintain the bus voltages within an acceptable range. Figure 3-2(b) elaborates how adjustable voltage correction term, $\delta v^*_i$, and virtual impedance, $r^*_i$, can navigate operating point of the converter. The
droop mechanism, which generates the term \( r_i i_i \) in (3.1), characterizes output impedance of the converters and helps to share load, which leads to the voltage drop across the microgrid. The voltage correction terms, \( \delta v \)'s, are augmented to the local reference voltages to boost the voltage across the microgrid. Accordingly, the controller contains two modules; a voltage regulator and a current regulator.

The voltage regulator at node \( i \) consists of a voltage observer and a PI controller, \( H_i(s) \). The voltage observer at each node estimates the averaged voltage across the microgrid, where \( \overline{v}_i \) is the estimation at node \( i \). This estimation is then compared with the global reference voltage, \( v_i^{ref} \), to generate the voltage correction term, \( \delta v_i \). In case of any mismatch between \( \overline{v}_i \) and \( v_i^{ref} \), the controller adjusts \( \delta v_i \) to eliminate the discrepancy. In the islanded mode of operation, the global reference voltages, \( v_i^{ref} \)'s, are typically identical and equal to the rated voltage of the microgrid. However, in the grid-tied mode, the tertiary control sets a new voltage level for the microgrid and relays the new reference values to individual converters. A cooperative observer will process the local voltage measurement and the neighbors’ estimates to evaluate the average voltage across the microgrid. Functionality of the observer is discussed in detail in Section 3.3.

The current regulator at node \( i \) provides the input to the droop mechanism. The droop mechanism characterizes the converter output impedance using the virtual impedance \( r_i \). Virtual impedances are conventionally initialized in reciprocal to the converters' rated current, i.e., \( r_{iv} = m / I_i^{rated} \), where \( m \) is a design parameter and is identical for all converters. However, the distribution line impedances compromise
performance of the droop controller. Thus, the droop gains are suggested to adapt according to the microgrid loading condition. To this end, a cooperative current regulator is included in the secondary control of any converter, e.g., converter \( i \), which compares local per-unit current, \( i_{i}^{pu} \), with the weighted average of the neighbors’ per-unit currents and finds the current mismatch, \( \delta_{i} \),

\[
\delta_{i} = \sum_{j \in N_{i}} b_{ij} (i_{j}^{pu} - i_{i}^{pu}).
\]  

(3.2)

where \( b \) is the coupling gain between the voltage and current regulators. This mismatch is then fed to a PI controller, \( G_{i}(s) \), to generate an impedance correction term, \( \delta r_{i} \), which updates the virtual impedance,

\[
r_{i}(t) = r_{i0} - \delta r_{i}(t).
\]  

(3.3)

If the per-unit currents of any two neighbors’ differ, the current regulators of the corresponding converters respond and adjust their impedance correction terms to achieve balance.

3.3. Voltage Observer

The observer is the primary stage of the voltage regulator module, as shown in Fig. 3-2. It uses a dynamic cooperative framework to process local and neighbors’ information and estimate the average voltage across the microgrid. Figure 3-3 explains the distributed cooperative policy for global averaging. The observer at node \( i \) receives its neighbors’ estimates, \( v_{j} \) s (\( j \in N_{i} \)). Then, the observer updates its own estimate, \( \overline{v}_{i} \), by processing the neighbors’ estimates and the local voltage measurement, \( v_{i} \),

\[
\overline{v}_{i}(t) = v_{i}(t) + \int_{0}^{t} \sum_{j \in N_{i}} a_{ij} (\overline{v}_{j}(\tau) - \overline{v}_{i}(\tau)) \, d\tau.
\]  

(3.4)
Figure 3-3 Dynamic consensus protocol for averaging voltage across a microgrid; estimating policy at each node.

This updating protocol is referred to as *dynamic consensus* in the literature [111].

As seen in (3.4), the local measurement, i.e., $v_j$, is directly fed into the estimating protocol. Thus, in case of any voltage variation at node $i$, the local estimate, $\bar{v}_i$, immediately responds. Then, the change in $\bar{v}_i$ propagates through the communication network and affects all other estimations. By differentiating (3.4),

$$\dot{\bar{v}}_i = \dot{v}_i + \sum_{j \in N_i} a_{ij} (\bar{v}_j - \bar{v}_i) = \dot{v}_i + \sum_{j \in N_i} a_{ij} \bar{v}_j - d_{ii} \bar{v}_i.$$  

(3.5)

The global observer dynamic can be formulated accordingly,

$$\dot{\bar{v}} = \dot{\bar{v}} - \left( L^\text{in} - A \right) \bar{v} = \dot{\bar{v}} - L \bar{v}.$$  

(3.6)
where the voltage measurement vector, \( \mathbf{v} = [v_1, v_2, \ldots, v_N]^T \), carries measured voltage of all nodes. Similarly, the voltage estimation vector, \( \mathbf{\bar{v}} = [\bar{v}_1, \bar{v}_2, \ldots, \bar{v}_N]^T \), contains the global average voltage estimated by all nodes. Equivalently, in the frequency domain,

\[
s\mathbf{\bar{V}} - \mathbf{\bar{V}}(0) = s\mathbf{V} - \mathbf{v}(0) - s\mathbf{L}\mathbf{\bar{V}},
\]

where \( \mathbf{V} \) and \( \mathbf{\bar{V}} \) are the Laplace transforms of \( \mathbf{v} \) and \( \mathbf{\bar{v}} \), respectively. Equation (3.4) implies that \( \mathbf{v}(0) = \mathbf{\bar{v}}(0) \). Therefore,

\[
\mathbf{\bar{V}} = s(s\mathbf{I}_N + L)^{-1}\mathbf{V} = \mathbf{H}_{\text{obs}}\mathbf{V},
\]

where \( \mathbf{I}_N \in \mathbb{R}^{N \times N} \) and \( \mathbf{H}_{\text{obs}} \) are the identity matrix and the observer transfer function, respectively. Equation (3.8) represents the global dynamics of the voltage observers. It is shown in [109] that if \( \mathbf{L} \) is balanced, then all entries of the voltage estimation vector, \( \mathbf{\bar{v}} \), converge to a consensus value, which is the true average voltage, i.e., the average of all entries in \( \mathbf{v} \). In other words,

\[
\mathbf{\bar{v}}^o = \mathbf{Q}\mathbf{v}^o = \mathbf{\langle v^o \rangle},
\]

where \( \mathbf{Q} \in \mathbb{R}^{N \times N} \) is the averaging matrix, whose elements are all equal to \( 1/N \). \( \mathbf{1} \in \mathbb{R}^{N \times 1} \) is a vector whose elements are all equal to one. \( \mathbf{x}^o \) and \( \mathbf{\langle x \rangle} \) represent the steady-state value of the vector \( \mathbf{x} \in \mathbb{R}^{N \times 1} \) and the average of all vector elements, respectively.

### 3.4. Global Model Development

Global model development is essential to study how the proposed controller affects the transient response and steady-state operation of the microgrid. This model can be used to tune the design parameters and achieve any desired dynamic.

#### 3.4.1. Global Dynamic Model

Switching nature of power electronic converters can potentially result in a nonlinear system. Accordingly, small-signal methods are commonplace for dynamic
characterization purposes (e.g., via averaging) \cite{[112]}. Such tools are suitable for relatively small disturbances, e.g., as shown in \cite{[113]}, \cite{[114]}. Thus, small-signal modeling is considered here, where, each variable \( x \) is written as \( x = x^0 + \delta x \), where \( x^0 \) and \( \delta x \) are the quiescent and small-signal perturbation parts, respectively. This representation helps to linearly express the droop voltage for the \( i \)-th converter, \( \delta v^i \), as

\[
\delta v^i = v^i|_{\text{ref}} + \delta v^i = \left(r^i + \delta r^i\right)\left(x^i + \delta x^i\right).
\]  

(3.10)

By neglecting the second-order term, i.e., \( \delta^2 r^i \approx 0 \), (3.10) can be reduced to

\[
\delta v^i = v^i|_{\text{ref}} + \delta^1 r^i.
\]  

(3.11)

Let \( \delta v^i = \left[\delta v^i_1, \delta v^i_2, \ldots, \delta v^i_N\right]^T \) and \( \delta i = \left[\delta i_1, \delta i_2, \ldots, \delta i_N\right]^T \) be the small-signal vectors of the rated voltages and actual supplied currents, respectively. Similarly, \( \delta v^d, \delta v^r, \delta \hat{v}^d, \delta \hat{v}^r \) are column vectors containing small-signal portions of the output voltages, droop voltages, voltage correction terms, virtual impedances, and local voltage set points, respectively. \( v^r \) and \( i^r \) are vectors of quiescent virtual impedances and currents, respectively. \( I_{\text{rated}} = \text{diag}\{I^r_{\text{rated}}\} \) is a diagonal matrix containing rated currents of individual sources. \( \hat{V}_{\text{ref}}, \hat{I}, \hat{V}, \hat{V}^d, \Delta \hat{V}, \hat{r}, \) and \( \hat{v}^r \) are the Laplace transforms of \( V_{\text{ref}}, i^r, V^r, V^d, \Delta V, r^i, \) and \( v^r \), respectively. Based on Fig. 3-2,

\[
H \left(\hat{V}_{\text{ref}} - \hat{V}\right) = \Delta \hat{V},
\]  

(3.12)

where \( H = \text{diag}\{H_i(s)\} \) is the voltage controller matrix. By using (3.3), \( \hat{r}^i = -\delta \hat{r}^i \), thus,

\[
-bGLI_{\text{rated}}^i \hat{I} = -\hat{R},
\]  

(3.13)

where \( G = \text{diag}\{G_i(s)\} \) is the current controller matrix. Substituting the observer transfer function, \( H_{\text{obs}} \), from (3.8) in (3.12) yields,
\[ \Delta \hat{V} = H\left(\hat{V}_{\text{ref}} - H_{\text{obs}} \hat{V}\right). \]  

(3.14)

In addition, (3.11) can be written in the global form,

\[ \hat{V}^d = T\left(r^d\right)\hat{I} + T\left(i^d\right)\hat{R}, \]

(3.15)

where \( T(\cdot):\mathbb{R}^{N \times 1} \rightarrow \mathbb{R}^{N \times N} \) is a transformation that maps a vector to a diagonal matrix,

\[ T\left(x_1, x_2, \cdots, x_N\right) = \text{diag}\{x_1, x_2, \cdots, x_N\}. \]

(3.16)

The small-signal reference voltage vector, \( \hat{V}^\ast \), can be derived using (3.1) and (3.13)-(3.15),

\[ \hat{V}^\ast = \hat{V}_{\text{ref}} - \hat{V}^d + \Delta \hat{V} \]
\[ = \hat{V}_{\text{ref}} - T\left(r^d\right)\hat{I} - T\left(i^d\right)\hat{R} + H\left(\hat{V}_{\text{ref}} - H_{\text{obs}} \hat{V}\right) \]
\[ = \left(I_y + H\right)\hat{V}_{\text{ref}} - T\left(r^d\right) + bT\left(i^d\right)\text{GLI}_{\text{total}} \hat{I} \]
\[ - HH_{\text{obs}} \hat{V}. \]

(3.17)

On the other hand, dynamic behavior of any converter with closed-loop voltage regulator can be expressed as

\[ \hat{V}_i = G_i^c(s)\hat{V}^\ast, \]

(3.18)

where \( \hat{V}_i \) and \( \hat{V}^\ast_i \) are the Laplace transforms of \( \hat{v}_i \) and \( \hat{v}^\ast_i \), respectively. \( G_i^c \) is the closed-loop transfer function of the \( i \)-th converter. The closed-loop transfer functions are derived in [112] for a wide variety of converters. Global small-signal dynamic of the converters can be found according to (3.18),

\[ \hat{V} = G_{\text{c}} \hat{V}^\ast, \]

(3.19)

where \( G_{\text{c}} = \text{diag}\{G_i\} \) is the converters' transfer function matrix. By substituting (3.19) in (3.17),

\[ \left(G_{\text{c}}^{-1} + HH_{\text{obs}}\right)\hat{V} = \left(I_y + H\right)\hat{V}_{\text{ref}} - T\left(r^d\right) + bT\left(i^d\right)\text{GLI}_{\text{total}} \hat{I}. \]

(3.20)
For a DC microgrid, it is a common practice to assume that the transmission/distribution line and load impedances are predominantly resistive [115]. Accordingly, one can use the microgrid conductance matrix, $g_{bus}$, to relate supplied currents to the bus voltages,

$$i = g_{bus}v. \quad (3.21)$$

Small-signal perturbation expands (3.21),

$$\left(i^q + \dot{i}\right) = \left(g^q_{bus} + \dot{g}_{bus}\right)\left(v^q + \dot{v}\right). \quad (3.22)$$

The small-signal portion of the conductance matrix, $\dot{g}_{bus}$, models any small-signal changes in the conductance matrix, $g_{bus}$, caused by load change or transmission network reconfiguration. Neglecting the second-order term, i.e., $\dot{g}_{bus} \approx 0$, simplifies (3.22),

$$\dot{i} = g^q_{bus} \dot{v} + \dot{g}_{bus} v. \quad (3.23)$$

Or, equivalently, in the frequency domain,

$$\hat{I} = g^q_{bus} \hat{V} + \hat{G}_{bus} \hat{V}. \quad (3.24)$$

where $\hat{G}_{bus}$ is the Laplace transform of $g^q_{bus}$. Substituting (3.24) in (3.20) provides the global dynamic model of the microgrid with the proposed controller in effect,

$$\left(G^{-1}_c + HH_{obs} + \left(T\left(r^q\right) + bT\left(i^q\right)GL_{rated}^1\right)g^q_{bus}\right)\hat{V} = \hat{I}$$

$$\left(I + H\right)\hat{V}_{ref} - \left(T\left(r^q\right) + bT\left(i^q\right)GL_{rated}^1\right)\hat{G}_{bus} \hat{V} = \hat{I}. \quad (3.25)$$

Equation (3.25) implies that the microgrid is systematically a multi-input-multi-output plant where $\hat{v}^{in}$ and $\hat{G}_{bus}$ are the inputs and $\hat{v}$ and $\hat{i}$ are the outputs. The global dynamic model in (3.25) formulates the transfer function from each input to the primary output, $\hat{v}^q$.

3.4.2. Design Approach

For a given microgrid, the matrix of converters’ closed-loop transfer functions, $G_c$, and the current rating matrix, $I_{rated}$ are known. The communication graph needs to
be a connected graph with the minimal redundancy defined in Section 3.2, where no single link failure can compromise communication connectivity. Weights of the communication links, $a_{ij}$, and, thus, the Laplacian matrix, $L$, may, then, be chosen to provide any desired dynamic response for the voltage observers by evaluating (3.8). It should be noted that the selection of the communication weights must satisfy a balanced Laplacian matrix.

For the given microgrid with known transmission/distribution network, one can evaluate $g_{bus}^i$, assuming base loads at all consumption terminals. Accordingly, quiescent voltage and current vectors ($v^i$ and $i^v$, respectively) can be found by iteratively solving (3.26)-(3.27),

$$i^v = g_{bus}^i v^i,$$

$$i^{v^*} = I^{-1} i^v = n 1,$$

where $n$ is a positive real number. The designer may initialize the virtual impedances as

$$r_0 = m \left[1/f_1^{\text{rated}}, 1/f_2^{\text{rated}}, \ldots, 1/f_N^{\text{rated}} \right]^T,$$

where $m$ is a positive scalar design parameter [70]. The adaptive-droop mechanism adjusts the virtual impedances to provide proportional load sharing. Due to the line impedances, this adjustment results in different values than the initial values, i.e., $r^v \neq r_0$. However, empirical studies in Section 3.5 will show that the quiescent virtual impedance vector remains almost intact for various operating conditions. Thus, one can run a steady-state numerical analysis to find $r^v$ for the base load condition and further use it in the design procedure.

Given the Laplacian matrix, $L$, the observer transfer function, $H_{ob}$, the converters' transfer function matrix, $G_c$, and all other constant vectors in (3.25), one can
use this equation to design the voltage and current controller matrices (H and G, respectively) and the coupling gain, b, to provide any desired asymptotically stable dynamic response for the entire microgrid, where all poles of the transfer functions extracted from (3.25) lie on the Open Left Hand Plane (OLHP).

3.4.3. Steady-state Analysis

Steady-state analysis of the microgrid operation is essential to ensure that the cooperative controllers satisfy both operational requirements; the global voltage regulation and the proportional load sharing. Since the converters’ rated voltages match the microgrid rated voltage, with no loss of generality, one can assume

\[ v_{ref} = v_{\text{rated}} \]

where \( v_{\text{rated}} \) is the microgrid rated voltage. It is also assumed that the control parameters are properly tuned, based on the design approach in Subsection 3.4.2, to stabilize voltage and current throughout the microgrid.

Let’s assume that the microgrid voltages and currents are in the steady state for \( t \geq t_0 \). The voltage and current controller of the \( i \)-th converter can be expressed as

\[ H_i = H_i^p + H_i^I/s \quad \text{and} \quad G_i = G_i^p + G_i^I/s, \]

respectively, where \( H_i^p \) and \( G_i^p \) are the proportional and \( H_i^I \) and \( G_i^I \) are the integral gains. One can show that, with stable voltages, all voltage observers converge to the true average voltage, i.e.,

\[ \bar{v}^\infty = \left( \frac{1}{N} \sum_{i=1}^{\infty} v_i^\infty \right) \mathbf{1} = \bar{v}^\infty \mathbf{1}. \]

where \( x^\infty \) represents the steady-state value of the variable \( x \). According to Fig. 3-2, for \( t \geq t_0 \) one can write,
\[
\Delta v^w = W_v(t_0) + H_p(v_{\text{ref}} - \overline{v}^w) + H_i(v_{\text{ref}} - \overline{v}^w)(t - t_0),
\]
(3.31)

where \( W_v(t_0) \) is a vector that carries integrator outputs of the voltage regulators at \( t = t_0 \).

Similarly,
\[
\Delta i^w = W_r(t_0) + G_p(-bL_i^{\text{pu}}) + G_i(-bL_i^{\text{pu}})(t - t_0),
\]
(3.32)

where \( W_r(t_0) \) is a vector that carries integrator outputs of the current regulators at \( t = t_0 \).

In the steady state, \( v^w = v^{\text{ref}} \), thus, according to (3.1),
\[
v^w = v_{\text{ref}} - T\left(\overline{r}^w\right)i^w + \Delta v^w = v_{\text{rated}}^w - T\left(\overline{r}_0^w - \Delta r^w\right)i^w + \Delta v^w.
\]
(3.33)

By substituting (3.31)-(3.32) in (3.33),
\[
v^w = v_{\text{rated}}^w - T\left(\overline{r}_0^w + b\left(G_p + G_i(t - t_0)\right)L_i^{\text{pu}} - W_p(t_0)\right)i^w + \left(v_{\text{rated}}^w - \overline{v}^w\right)H_p + H_i(t - t_0)1 + W_v(t_0).
\]
(3.34)

Equation (3.34) holds for all \( t \geq t_0 \). Thus, the time varying term in (3.34) is zero.

Accordingly,
\[
\left(v_{\text{rated}}^w - \overline{v}^w\right)H_i1 = T\left(bG_iL_i^{\text{pu}}\right)i^w.
\]
(3.35)

One can see that if \( G \) is a diagonal matrix and \( b \) a real number then, for any vector \( x \),
\[
T(bGx) = bG T(x).
\]
(3.36)

The transformation property in (3.36) helps to rewrite (3.35),
\[
T\left(L_i^{\text{pu}}\right)I_{\text{rated}}^{\text{pu}} = \left(v_{\text{rated}}^w - \overline{v}^w\right)b^{-1}G_i^{-1}H_i1.
\]
(3.37)

Both \( T\left(L_i^{\text{pu}}\right) \) and \( I_{\text{rated}}^{\text{pu}} \) are diagonal matrices and, thus,
\[
T\left(L_i^{\text{pu}}\right)I_{\text{rated}}^{\text{pu}} = I_{\text{rated}}^{\text{pu}} T\left(L_i^{\text{pu}}\right).
\]
(3.38)

Accordingly,
where \( u_i = H_i^T / (b_i G_i^T i_{\text{rated}}) > 0 \). If any of the currents is zero, e.g., \( i_j = 0 \), then, (3.39) implies \( v_{\text{tot}} = \overline{v}^\infty \). Otherwise, one can safely assume that all currents are positive (i.e., \( i_j > 0 \)); sources only deliver power. Using (3.39),

\[
Li_{\text{pu}} = (v_{\text{tot}} - \overline{v}) \begin{bmatrix} u_1 & u_2 & \cdots & u_N \\ \frac{1}{i_{\text{pu}}} & \frac{1}{i_{\text{pu}}} & \cdots & \frac{1}{i_{\text{pu}}} \end{bmatrix}^T.
\]

with the balanced Laplacian matrix, \( L \),

\[
1^T L_i = (v_{\text{tot}} - \overline{v}) \sum_{j=1}^N \frac{u_j}{i_j}.
\]

Accordingly,

\[
v_{\text{tot}} = \overline{v}^\infty,
\]

which, equivalently, satisfies the global voltage regulation, i.e., the controller successfully regulates the average voltage of the microgrid, \( \overline{v}^\infty \), at the rated value, \( v_{\text{tot}} \).

For any vector \( x \) one can investigate that

\[
1^T T(x) = x^T.
\]

Multiplying both sides of (3.39) from left by \( 1^T \), one can write

\[
\left(1^T i_{\text{pu}}\right)^T L_i i_{\text{pu}} = (v_{\text{tot}} - \overline{v}) \sum_{j=1}^N \frac{u_j}{i_j} = 0,
\]

which is a quadratic equation. It is shown in Appendix D that

\[
i_{\text{pu}} = k 1
\]

is the only solution to the quadratic equation in (3.44), where \( k \) is a positive real number. Equation (3.45) ensures consensus of the per-unit currents or, equivalently, achievement of proportional load sharing.
3.5. Experimental Verification

A low-voltage DC microgrid, with the structure shown in Fig. 3-1, is prototyped. Figure 3-4 shows the test bench where four adjustable isolated AC sources are used as energy sources. Each source is driven by a buck converter with an input rectifier. The converters have similar topologies but different ratings, i.e., the rated currents of the first and the fourth converters are twice those for the other two converters. Each distribution line is built using a p–circuit model. The microgrid has five consumption terminals; four to supply local loads and one to supply a remote load, as seen in Fig. 3-1. Although different voltage levels are possible [116], [117], a 48 V system is considered here. The typical acceptable voltage deviation is about 5% of the rated voltage [85] and, thus, the voltage limiters are set with $\varepsilon = 2.5$ V. Electrical and control parameters of the microgrid are provided in Appendix E.

Alternative communication topologies for a group of four agents are represented in Fig. 3-5, where all links are assumed bidirectional to feature a balanced Laplacian matrix. Despite carrying spanning tree, not all alternatives satisfy the communication redundancy required for the safe operation (link failure resiliency) of the proposed method. In other words, some topologies are susceptible to lose connectivity in the case of a single link failure. For example, if any of the links highlighted in red in Figs. 3-5(a) or 5(b) is lost, the corresponding graph losses its connectivity, which renders the whole control mechanism inoperable. However, the circular communication structure in Fig. 3-5(c) is the sparsest network where no single link failure can compromise the graphical connectivity. Figure 3-5(d) shows a fully connected graph, which provides a similar redundancy feature yet lacks sparsity. Therefore, the communication structure in Fig. 3-5(c) is considered for this study.
Figure 3-4 DC microgrid prototype: (a) input AC sources, (b) buck converters driving each source, (c) local and remote loads, (d) distribution line, (e) dSAPCE controller board (DS1103), (f) programming/monitoring PC.

Figure 3-5 Alternative communication topologies forming a connected graph with: (a) no redundant link, (b) suboptimal link redundancy, (c) optimal link redundancy, and (d) full connection.
The communication channels are assumed ideal and are modeled in the dSAPCE. Wireless or fiber optic networks may be used for physical implementation of the data network. The effect of non-idealities such as noise, limited bandwidth, channel delay, packet drop, etc. is studied in [108]. Moreover, consensus protocols are tailored for non-ideal data networks in [118]–[120], whose application in the power distribution systems will be the subject of future studies.

The control approach is built in Simulink on a programming/monitoring PC which is linked to a dSPACE control board (DS1103). The PC compiles the Simulink model and, accordingly, programs the DS1103. It also generates a variable description file further used by the dSPACE monitoring software, ControlDesk 5.0, to provide a live view of any variable. When the proposed control methodology is in effect, the ControlDesk enables the designer to tune any control parameter online and monitor the system performance.

3.5.1. Constant Droop versus Adaptive Droop

Figure 3-6 comparatively studies the performance of the proposed methodology. The microgrid is initially controlled using the conventional droop controller, where a fixed droop impedance is used, i.e., \( r(t) = r_\text{r} \). As seen in Fig. 3-6(a), it leads to voltages less than the desired value, i.e., \( v_\text{rated} = 48 \text{ V} \). In addition, although the initial values of the droop gains are designed reciprocal to the converters’ rated currents, the transmission line effect has clearly incapacitated the droop mechanism, resulting in a poor load sharing where converters with identical ratings supply different currents (see Fig. 3-6(b)). The proposed controller is engaged at \( t = 10.1 \text{ s} \). Consequently, the voltages are boosted across the microgrid and the average voltage is finely regulated at the set point, i.e., \( v_\text{rated} = 48 \text{ V} \).
Figure 3-6 Comparative studies of the conventional droop control and the distributed adaptive-droop control: (a) terminal voltages, (b) supplied currents, (c) estimations of the average voltage, (d) voltage correction terms, (e) virtual impedances.
Figure 3-6(b) shows that the proportional load sharing is also carried out, where the first and the fourth converters carry twice the current as the other two converters. Dynamic performance of the controller can be tuned by adjusting the communication weights (or, equivalently, entries of the Adjacency matrix). In comparison with alternative solution in [109], it can be seen that the distributed adaptive droop has provided a faster load sharing; almost twice as fast as the method in [109].

The voltage observers is studied in Fig. 3-6(c), where a good agreement is reported between the true average voltage, $\overline{v}$, and the individual estimated values, $\overline{v}_i$ s. Figure 3-6(d) expresses how the proposed controller sets voltage correction terms, $\delta v_i$ s, to boost the voltage across the microgrid and overcome the natural voltage drop caused by the droop mechanisms. Figure 3-6(e) shows how the current controller adjusts the virtual impedances, $r_i$ s, to provide proportional load sharing.

3.5.2. Load Variation

The controller performance in case of load change is studied in Fig. 3-7, where the remote load at bus five, $R_5$, is changed in step between 10 $\Omega$ and 20 $\Omega$. Tight voltage regulation and load sharing can be observed in Figs. 3-7(a) and 3-7(b). Excellent transient load sharing is also noticeable in Fig. 3-7(b). Estimations of the average voltage across the microgrid are plotted in Fig 3-7(c) where a good agreement between the true and estimated values ($\overline{v}$ and $\overline{v}_i$ s, respectively) can be seen. Comparing Figs. 3-7(d) and 7(e), one can observe that load change mostly affects voltage correction terms, $\delta v_i$ s, and has a negligible impact on the virtual impedances.
Figure 3-7 Comparative studies of the conventional droop control and the distributed adaptive-droop control: (a) terminal voltages, (b) supplied currents, (c) estimations of the average voltage, (d) voltage correction terms, (e) virtual impedances.
3.5.3. Plug-and-Play Capability

Figure 3-8 studies plug-and-play capability of the proposed method and its performance in the case of a converter failure. As seen, when the second converter fails at $t = 7.3 \, \text{s}$, the controller adjusts the voltages to regain the global voltage regulation. When the Converter 2 fails, the voltage at the second bus, $v_2$, is no longer available. Thus, the controller averages the three remaining measurements, i.e., $v_1$, $v_3$, and $v_4$, and regulates this new average at the reference value. The controller also readjusts the load sharing among the remaining converters. It should be noted that a converter failure also implies loss of all communication links attached to that particular converter.

Figure 3-8 Converter failure and plug-and-play studies: (a) Terminal voltages, (b) Supplied currents.
Accordingly, failure of the second converter automatically renders the link 1-2 (between nodes 1 and 2) and link 2-3 inoperable. However, the remaining links still form a connected graph with balanced Laplacian matrix (see Fig. 3-1, cyber layer) and, thus, the whole control system is still functional. Then, the Converter 2 is plugged back at $t = 12.6$ s. As seen, the controller has properly updated the load sharing and global voltage regulation, afterwards.

### 3.5.4. Link-failure Resiliency

Resiliency to a single link failure is studied next in Fig. 3-9. The original communication graph in Fig. 3-1 is designed to carry a minimal redundancy, so no single link failure can cause loss of connectivity in the graph. Thus, the control system shall remain operational. As seen in Fig. 3-9, the link 1-2 has failed at $t = 4.0$ s, but it does not have any impact on voltage regulation or load sharing. Controller response to the step load change in the remote load is also studied with the failed link, where a satisfactory performance can be seen. It should be noted that the reconfiguration caused by the link failure affects the Laplacian matrix and, thus, the whole system dynamic but not the steady-state performance.

Generally, any link failure limits information flow and can slightly slow down the transient response. Similar to Fig. 3-7(e), Fig. 3-9(d) demonstrates negligible impact of load change on the virtual impedances. However, by comparison, Fig. 3-7(e) shows more stable impedances than those of Fig. 3-9(d). This observation concludes that higher graphical connectivity results in more stable droop impedances. In addition, small variations of the virtual impedance terms in Figs. 3-7(e) and 3-9(d) implies that the developed small-signal model in Subsection 3.4.1 is appropriate for modeling and stability analysis of the proposed adaptive droop mechanism.
Figure 3-9 Link-failure resiliency: (a) terminal voltages, (b) supplied currents, (c) voltage correction terms, (d) virtual impedances.
3.5. Summary

An adaptive droop-based distributed secondary controller is proposed for DC microgrids. The controller on each converter comprises two modules; the voltage regulator and the current regulator. The voltage regulator uses a cooperative voltage observer to estimate the global average voltage. This estimation is then further used to boost the local voltage set point to provide global voltage regulation. The current regulator at each source compares local per-unit current with its neighbors’ and, accordingly, adjusts the local virtual impedance to carry out proportional load sharing. This control paradigm uses a sparse communication network for data exchange among converters. Studies show that the proposed cooperative control provides precise global voltage regulation and proportional load sharing. Plug-and-play capability and link-failure resiliency of the control structure are also verified through experiments. It is also discussed that the droop coefficients show slight variations in response to load variations, which makes the small-signal modeling a viable approach for stability analysis of the proposed controller.
Chapter 4

Droop-free Distributed Control for AC Microgrids

Similar to DC systems, the droop mechanism, or its variations [136]–[147], is a common decentralized approach to realize the primary control, although alternative methods (e.g., virtual oscillator control [148]–[151]) are emerging. They emulate virtual inertia for AC systems and mimic the role of governors in traditional synchronous generators [152]. Despite simplicity, the droop mechanisms suffers from 1) load-dependent frequency/voltage deviation, 2) poor performance in handling nonlinear loads [153], and 3) poor reactive power sharing in presence of unequal bus voltages [154]. Unequal bus voltages are indispensable in practical systems to perform the scheduled reactive power flow. Droop techniques cause voltage and frequency deviations and, thus, a supervisory secondary control is inevitable to update the set points of the local primary controls [155]–[160]. For example, GPS-coordinated time referencing handles frequency synchronization across the microgrid in [153], [158], [159]. Such architecture requires two-way high bandwidth communication links between the central controller and each inverter. This protocol adversely affects the system reliability as failure of any communication link hinders the functionality of the central controller and, thus, the entire microgrid. The central controller itself is also a reliability risk since it imposes a single point-of-failure. Scalability is another issue for that it adds to the complexity of the communication network and it requires updating the settings of the central controller.

Spatially dispersed inverter-based microgrids naturally lend themselves to distributed control techniques to address their synchronization and coordination requirements. Distributed control architectures can discharge duties of a central controller while being resilient to faults or unknown system parameters. Distributed synchronization processes necessitate that each agent (i.e., the inverter) exchange information with other
agents according to some restricted communication protocol [125], [161], [162]. These controllers can use a sparse communication network and have less computational complexity at each inverter controller [163]. Networked control of parallel inverters in [164], [165] embeds the functionality of the secondary control in all inverters, i.e., it requires a fully connected communication network. The master node in the networked master-slave methods [166]–[168] is still a single point-of-failure. Distributed cooperative control is recently introduced for AC [169]–[171] and DC microgrids [172]–[175]. Distributed control of AC microgrids are also discussed in [176]–[178] (using a ratio-consensus algorithm), [170] (a multi-objective approach), and [179]–[182] (using a distributed averaging proportional controller). Majority of such approaches are still based on the droop mechanism (and, thus, inherit its shortcoming), require system information (e.g., number of inverters, inverter parameters, and total load demand), require frequency measurement, and mainly handle active power sharing and frequency regulation (or, only reactive power sharing/voltage control). Recent works of the authors in [170] and [171] investigate distribution networks with negligible line impedances and, potentially, can lack satisfactory performance in practical multi-terminal distribution systems with intricate and lossy transmission networks. They also assign a single source as leader, who relays the rated frequency and voltage set points to other sources through a communication network. Moreover, such solutions focus on the islanded mode of operation and their extension to grid-connected mode is not straightforward.

This chapter provides a comprehensive distributed cooperative solution that satisfies both the secondary and the primary control objectives for an autonomous AC microgrid without relying on the droop mechanism. Herein, each inverter is considered as an agent of a multi-agent system (i.e., the microgrid); each inverter exchanges data with a few other neighbor inverters and processes the information to update its local voltage
set points and synchronize their normalized power and frequencies. The proposed controller includes three modules: voltage regulator, reactive power regulator, and active power regulator. The salient features of the proposed control method are:

- Cooperation among inverters on a communication graph provides two voltage correction terms to be added to the rated voltage and adjust the local voltage set points of individual inverters.
- Cooperation among voltage, reactive power, and active power regulators effectively carries out global voltage regulation, frequency synchronization, and proportional load sharing, particularly, in practical networks where the transmission/distribution line impedances are not negligible.
- Normally, the controllers share the total load among sources in proportion to their rated active and reactive powers; however, the rated values, embedded in the controller, can be manipulated to achieve any desired load sharing.
- The voltage regulator seeks to adjust the average voltage across the microgrid, rather than the individual inverter busses, at the rated voltage value, and ensures global voltage regulation without the need to run a power flow analysis.
- The control method does not employ any droop mechanism and does not require any frequency measurement.
- The proposed scheme does not require prior knowledge of system parameters or the number of inverters. Thus, it features scalability, modularity, robustness (independent of loads), and plug-and-play capability.
- Only a sparse communication graph is sufficient for the limited message passing among inverters. This is in direct contrast with the centralized control approaches that require high-bandwidth bidirectional communication networks,
or existing networked control techniques that require fully-connected communication graphs.

4.1. Proposed Cooperative Control Framework

4.1.1. Link-failure Resiliency

A distribution network is an electric network that provides the physical connection between sources and loads within a microgrid. Such a physical system can be equipped with a cyber network to exploit different control opportunities. Interaction of the sources (i.e., inverter-augmented DC sources) in the cyber domain offers cooperative decision making, which features scalability and improves reliability. Here, a microgrid is assumed to be cyber-physical system with a communication network that facilitates data exchange among sources for control and monitoring purposes. Figure 4-1(a) illustrates physical and cyber layers of the microgrid. Each source broadcasts its information, e.g., voltage and power measurements, to a few selected sources, called its neighbors. As oppose to the centralized/supervisory control, this communication layout forms a sparse network; not all sources need to communicate.

From the control perspective, a multi-agent cyber-physical system can be expressed with a graphical representation with active agents (sources) modeled as nodes of the graph and communication links mapped to edges connecting nodes (see Fig. 4-1(b)). Communication links may not be reciprocal, forming a directed graph (digraph). Each node and edge inherit the dynamic model of the corresponding agent and communication channel, respectively. Information links may exchange data with different gains referred to as the communication weights.
Figure 4-1 General layout of an AC microgrid: (a) sources supplying the grid with communication infrastructure spanned across the grid, (b) graphical representation of the cyber-physical system.

For example, if Node \( j \) broadcasts data \( x_j \) to Node \( i \) through a link with designated a weight of \( a_{ij} > 0 \), then, the information received at node \( i \) is \( a_{ij} x_j \). Generally, \( a_{ij} > 0 \) if Node \( i \) receives data from Node \( j \) and \( a_{ij} = 0 \), otherwise. Such a graph is usually represented by an associated adjacency matrix \( A = [a_{ij}] \in \mathbb{R}^{N \times N} \) that carries the communication weights, where \( N \) is the number of dispatchable sources. Communication weights can be time varying and may include some channel delay; however, this study assumes time-invariant and scalar adjacency matrix. \( N \) denotes the
set of all neighbors of Node $i$. The in-degree and out-degree matrices $D_{in} = \text{diag}\{d_{in}^i\}$ and $D_{out} = \text{diag}\{d_{out}^i\}$ are diagonal matrices with $d_{in}^i = \sum_{j \in N_i} a_{ij}$ and $d_{out}^i = \sum_{i \in N_j} a_{ji}$, respectively. The Laplacian matrix is defined as $L = D_{in} - A$, whose eigenvalues determine the global dynamics of the entire system (i.e., the microgrid) [183], [184]. The Laplacian matrix is balanced if the in-degree and out-degree matrices are equal; particularly, an undirected (bidirectional) data network satisfies this requirement. A direct path from Node $i$ to Node $j$ is a sequence of edges that connects the two nodes. A digraph is said to have a spanning tree if it contains a root node, from which, there exists at least a direct path to every other node. Here, a graph is called to carry the minimum redundancy if it contains enough redundant links that, in the case of any single link failure, it remains connected and presents a balanced Laplacian matrix.

4.1.2. Proposed Cooperation Policy

The proposed method requires a communication graph with the adjacency matrix $A = \{a_{ij}\} \in \mathbb{R}^{N \times N}$ that 1) has at least a spanning tree, 2) can be undirected or directional, yet with a balanced Laplacian matrix, and 3) the graph must carry the minimum redundancy. Communication weights, $a_{ij}$, are design parameters. Each source exchanges a vector of information, $\Psi_i = [\bar{v}_i, p_{i,\text{norm}}, q_{i,\text{norm}}]$, with its neighbor sources on the communication graph, where $\bar{v}_i$ is the estimation of the averaged voltage magnitude across the microgrid, processed at Node $i$. $p_{i,\text{norm}} \triangleq p_i / p_i^{\text{rated}}$ and $q_{i,\text{norm}} \triangleq q_i / q_i^{\text{rated}}$ are the normalized active and reactive powers supplied by Source $i$. $p_i$ and $q_i$ are the measured active and reactive powers supplied by Source $i$, respectively, and $p_i^{\text{rated}}$ and
are the rated active and reactive powers of the same source. The control strategy attempts to share the load among sources in proportion to their rated powers.

Objectives of the secondary/primary controller are 1) global voltage regulation, 2) frequency synchronization, 3) active power sharing, and 4) reactive power sharing. Generally, fine adjustment of the voltage magnitude and frequency can satisfy all four objectives. Particularly, active and reactive power flow can be managed by tuning the frequency and voltage magnitude, respectively. The proposed control method is established on this notion. Figure 4-2 shows the schematic of the control policy for Node \(i\) (Source \(i\)). The controller consists of three separate modules: the voltage regulator, reactive power regulator, and active power regulator.

The controller at Node \(i\) receives its neighbors’ information, \(\Psi_j\)'s, and processes the neighbors’ and local data, \(\Psi_i\), to update its voltage set point. \(e_i^*\) and \(\omega_i^*\) are the set points of the (line to neutral) voltage magnitude (rms value) and frequency, respectively. Accordingly, the Space Vector PWM module generates the actual voltage set point, \(v_i^*\),

\[
v_i^*(t) = e_i^*(t)\sqrt{2}\sin\left(\int_0^t \omega_i^*(\tau)d\tau\right),
\]

(4.1)

and assigns appropriate switching signals to drive the inverter module [185]. It should be noted that the controller is assumed activated at \(t = 0\). As seen in Fig. 4-2, each inverter is followed by an LCL filter to attenuate undesired (switching and line-frequency) harmonics. The set point in (4.1) is the reference voltage for the output terminal of the filtering module or, equivalently, the microgrid bus that corresponds to Source \(i\).

The voltage and reactive power regulators adjust the set point of the voltage magnitude by producing two voltage correction terms, \(\delta e_i^1\) and \(\delta e_i^2\), respectively, as
where $e_{\text{rated}}^i$ is the rated voltage magnitude of the microgrid. Regardless of the operating mode, i.e., islanded or grid-connected modes, the rated voltage can be safely assumed equal for all active nodes (dispatchable sources). The voltage regulator at Node $i$ includes an estimator that finds the global averaged voltage magnitude, i.e., the averaged voltage across the microgrid. This estimation is, then, compared with the rated voltage, $e_{\text{rated}}^i$, and the difference is fed to a PI controller, $G_i$, to generate the first voltage correction term, $\delta e_i^1$, and, thus, handle global voltage regulation. Accordingly, the voltage regulators collectively adjust the average voltage of the microgrid on the rated value, yet individual bus voltages may slightly deviate from the rated value (typically, less than 5%). This deviation is essential in practice to navigate reactive power across the microgrid.

Figure 4-2 Proposed cooperative secondary control for the Source $i$, of the AC microgrid. Note data exchange with the neighbor nodes.
Therefore, the reactive power regulator at Node $i$ adjusts an additional (i.e., the second) voltage correction term, $\delta e_i^r$, to control the supplied reactive power. This module calculates the neighborhood reactive loading mismatch, $mq_i$,

$$mq_i = \sum_{j \in N_i} ba_{ij} (q_j^{\text{norm}} - q_i^{\text{norm}}),$$

which measures how far is the normalized reactive power of the Source $i$ from the average of its neighbors'. The coupling gain $b$ is a design parameter. The mismatch in (4.3) is then fed to a PI controller, $H_i$, (see Fig. 4-2) to adjust the second voltage correction term, $\delta e_i^r$, and, accordingly, mitigate the mismatch. Performance analysis in Subsection 4.2.5 will show that all the mismatch terms, in the steady state, converge to zero and, thus, all normalized reactive powers would synchronize. This satisfies the proportional reactive power sharing among sources.

The active power regulator at Source $i$ controls its frequency and active power. This module calculates the neighborhood active loading mismatch to assign the frequency correction term, $\delta \omega_i$,

$$\delta \omega_i = \sum_{j \in N_i} ca_{ij} (p_j^{\text{norm}} - p_i^{\text{norm}}),$$

where the coupling gain $c$ is a design parameter. As seen in Fig. 4-2, this correction term is added to the rated frequency, $\omega_{\text{r} \text{at} \text{ol}}$,

$$\omega_i^r(t) = \omega_{\text{r} \text{at} \text{ol}} + \delta \omega_i(t),$$

and, thus, (4.1) can be written as

$$v_i^r(t) = e_i^r(t) \sqrt{2} \sin \left( \omega_{\text{r} \text{at} \text{ol}} t + \int_0^t \delta \omega_i^r d \tau \right).$$

Equation (4.6) helps to define the phase angle set point for Source $i$. 

75
According to (4.6)–(4.7), the active power regulator module keeps the frequency at the rated value and fine tunes the phase angle set point, \( \delta_i^* \), to reroute the active power across the microgrid and mitigate the neighborhood active loading mismatch. It is shown in Subsection 4.2.5 that all phase angles, \( \delta_i^* \), will converge to their steady-state values and, thus, all frequency correction terms, \( \delta \omega_i \), decay to zero. Therefore, the microgrid frequency synchronizes to the rated frequency, \( \omega_{\text{rated}} \), without any frequency measurement loop, while the controller stabilizes the phase angles, \( \delta_i \). Indeed, transient variations in the inverter frequency adjust its phase angle and control the active power flow; the frequency will not deviate from the rated value in the steady state and normalized active powers will synchronize, which provides the proportional active load sharing.

The proposed controller is a general solution that can handle load sharing for variety of distribution systems; i.e., predominantly inductive, inductive-resistive, or primarily resistive networks. Indeed, the nature of the line impedances defines the role of the active and reactive power regulators (see Fig. 4-2) for load sharing. In particular, a predominantly inductive network naturally decouples the load sharing process; the reactive power regulator must handle the reactive load sharing by adjusting voltage magnitude while the active power regulator would handle the active load sharing through adjusting the frequency (or, equivalently, the phase angle). However, for other types of distribution network, active and reactive power flows are entangled to both voltage and phase angle adjustment.
Figure 4-3 Extension of the proposed controller to non-dispatchable (e.g., stochastic) energy sources.

For such cases, the load sharing is a collaborative task where the two regulators (i.e., both the active and reactive power regulators) would work together to generate the desired set points.

The proposed controller, so far, assumes fixed and known power rating for dispatchable sources. In a scenario that some sources are non-dispatchable, i.e., renewable energy sources with stochastic power output, the proposed controller can be augmented with the methodology shown in Fig. 4-3. Supplied power by each stochastic source is measured and reported to an auxiliary control unit. This module runs optimization scenarios, e.g., Maximum Power Point Tracking (MPPT), to decide the desired operating points. It also compares the desired generation with the actual supplied power and updates the rated powers, $p_i^{\text{rated}}$ and $q_i^{\text{rated}}$, to address any mismatch. The proposed control routine in Fig. 4-2 uses the tuned rated powers to adjust the voltage and frequency set points. With the modification in Fig. 4-3, the stochastic sources will be pushed to exploit their potentials (e.g., to produce maximum power) while the controller in Fig. 4-2 proportionally shares the remaining load demand among dispatchable sources.
In the islanded mode, the system operational autonomy requires preset (fixed) values for the rated voltage magnitude and frequency, \( e_{\text{rated}} \) and \( \omega_{\text{rated}} \), in all controllers. The voltage and frequency settings typically follow the standard ratings of the nearby electricity grid. To further extend operational range of the proposed controller to the grid-connected mode, one can consider adjustable voltage magnitude and frequency ratings. To this end, a tertiary controller (highlighted in Fig. 4-2) fine-tunes such ratings. There is a single tertiary controller for the entire microgrid, and it uses the same communication network as the secondary controllers, to propagate updated voltage and frequency
ratings to all secondary controllers across the microgrid. Functionality of the tertiary controller is elaborated in Fig. 4-4. The tertiary control unit runs cost/efficiency optimization to determine the desired active and reactive powers to be exchanges between the microgrid and the main grid, $p_d^*$ and $q_d^*$, respectively. The optimization scenarios can also account for auxiliary services such as frequency regulation or reactive power support. It is noteworthy that the power flow between the microgrid and the main grid can be bidirectional and, thus, the desired powers $p_d^*$ and $q_d^*$ can be either positive or negative. The controller compares the actual powers supplied to the main grid, $p_d$ and $q_d$, with the desired values and, accordingly, updates voltage and frequency ratings sent to the secondary controllers. The steady-state rated voltage assignment, $e_{rated}$, may have slight deviation from the standard value, however, the steady-state value of the rated frequency, $\omega_{rated}$, will always converge to the standard value (e.g., 60 Hz in the North America). In fact, it is the transient variations in the rated frequency that adjusts the phase angles across the microgrid and manages the active power flow.

4.1.3. Voltage Estimation Policy

Each node has an estimation module that develops the estimation of the averaged voltage magnitude across the microgrid, e.g., $\overline{e}_i$, for Node $i$, and exchanges this estimation with its neighbors. The voltage estimation policy is demonstrated in Fig. 4-5. Accordingly, the estimator at Node $i$ updates its own output, $\overline{e}_i$, by processing the neighbors’ estimates, $\overline{e}_j$ s ( $j \in N_i$), and the local voltage measurement, $e_i$,
This updating policy is commonly referred to as the dynamic consensus protocol in the literature [186]. As seen in (4.8), the local measurement, e.g., $e_j$, is directly fed into the estimation protocol. Thus, in case of any voltage variation at Node $i$, the local estimate, $\bar{e}_i$, immediately responds. The change in $\bar{e}_i$ propagates through the communication network and affects all other estimations. Assume that $e = [e_1, e_2, \ldots, e_N]^T$ and $\bar{e} = [\bar{e}_1, \bar{e}_2, \ldots, \bar{e}_N]^T$ are the measured voltage and the estimated average voltage vectors, respectively. $\mathbf{E}$ and $\mathbf{E}$ are the Laplace transforms of $e$ and $\bar{e}$, respectively. Accordingly, global dynamic response of the estimation policy is formulated in [173] as
\[
\mathbf{E} = s(\mathbf{I}_N + \mathbf{L})^{-1} \mathbf{E} = \mathbf{H}_{\text{est}} \mathbf{E},
\]  
(4.9)

where \( \mathbf{I}_N \in \mathbb{R}^{N \times N} \), \( \mathbf{L} \), and \( \mathbf{H}_{\text{est}} \) are the identity, Laplacian, and the estimator transfer-function matrices, respectively. It is shown in [173] that if the communication graph has a spanning tree with a balanced Laplacian matrix, \( \mathbf{L} \), then, all elements of \( \mathbf{e}^* \) converge to a consensus value, which is the true average voltage, i.e., the average of all elements in \( \mathbf{e} \). Equivalently,

\[
\mathbf{e}^* = \mathbf{M} \mathbf{e}^* = \left( \mathbf{e}^* \right) \mathbf{1},
\]  
(4.10)

where \( \mathbf{M} \in \mathbb{R}^{N \times N} \) is the averaging matrix, whose elements are all \( \frac{1}{N} \). \( \mathbf{x}^* \) expresses the steady-state value of the vector \( \mathbf{x} \in \mathbb{R}^{N \times 1} \). \( \langle \mathbf{x} \rangle \) is a scalar that represents the average of all elements in the vector \( \mathbf{x} \). \( \mathbf{1} \in \mathbb{R}^{N \times 1} \) is a column vector whose elements are all one.

### 4.2. System-level Modeling

System-level modeling studies the dynamic/static response of the entire microgrid with the proposed controller in effect. The system under study encompasses interactive cyber and physical subsystems. The communication graph topology defies the interaction among controllers, functionality of the controllers determines output characteristics of the sources, and, finally, the transmission/distribution network rules the physical interaction among sources (and loads). Thus, the system-level study involves in mathematical modeling of each of the subsystems and establishment of mathematical coupling between the interactive subsystems.

#### 4.2.1. Distribution Network Model

Dispatchable sources, transmission network, and loads form the physical layer of the microgrid. This layer is shown in Fig. 4-1(a), where sources are considered as controllable voltage source inverters. The proposed controller determines the voltage set
pints (both magnitude, $e_i^*$, and phase, $\delta_i^*$) for each source (i.e., inverter) by processing the supplied active and reactive powers. Such controller acts on the physical layer, which is a multi-input/multi-output plant with the voltage set points as the inputs and the supplied active and reactive powers as the outputs. Herein, we express the output variables, i.e., the supplied powers, in terms of the input variables, i.e., the voltage set points.

Figure 4-1(a) helps to formulate the supplied current of each source. By formulating the supplied current by Source $i$,

$$I_i = Y_{ii} V_i + \sum_{j=1(i\neq i)}^N Y_{ij} (V_i - V_j),$$

(4.11)

where $I_i$ and $V_i$ are the phasor representation of the supplied current and phase voltage of the Source $i$, respectively. $Y_{ii}$ and $Y_{ij}$ are the local load admittance at Bus $i$ (Source $i$) and the admittance of the transmission line connecting busses $i$ and $j$, respectively. With no loss of generality, the distribution network is assumed reduced (i.e., by using Kron reduction) such that all non-generating busses are removed from the network. Thus, the complex power delivered by the Source $i$ is,

$$s_i = 3V_i^* I_i^* = 3V_i^* \sum_{j=1}^N Y_{ij}^* - 3 \sum_{j=1(i\neq i)}^N V_i^* V_j^* Y_{ij}^*.$$

(4.12)

Assume $V_i = e_i^* e_i^*$ and $Y_{ij} = y_{ij}^* e_i^*$ where $e_i^*$, $y_{ij}^*$, $\delta_i$, and $\theta_{ij}$ are the magnitude of $V_i$, magnitude of $Y_{ij}$, phase of $V_i$, and phase of $Y_{ij}$, respectively. $Y_{ij} = g_{ij} + j b_{ij}$ is the rectangular representation of the admittance $Y_{ij}$. One can use (4.12) to derive the active and reactive powers delivered by the Source $i$ ($p_i$ and $q_i$, respectively),
\[ p_i = 3e_i^2 \sum_{j=1}^{N} g_{ij} - 3 \sum_{j=1(k \neq i)}^{N} e_{ij} y_{ij} \cos(\delta_i - \delta_j - \theta_{ij}), \quad (4.13) \]

\[ q_i = -3e_i^2 \sum_{j=1}^{N} b_{ij} - 3 \sum_{j=1(k \neq i)}^{N} e_{ij} y_{ij} \sin(\delta_i - \delta_j - \theta_{ij}), \quad (4.14) \]

The secondary control typically acts slower than the dynamic of the power network (microgrid), as its objectives are voltage and power regulation in the steady state. Accordingly, one can safely neglect the fast dynamic transient responses of the microgrid and use the phasor analysis in (4.13)–(4.14) to model the power flow. Equations (4.13)–(4.14) express nonlinear relationships between the voltages and supplied powers. In time domain, any variable \( x \) can be represented as \( x = x^0 + \hat{x} \) where \( x^0 \) and \( \hat{x} \) are the quiescent and small-signal perturbation parts, respectively. Thus, one can write,

\[ p_i = p_i^0 + \hat{p}_i = p_i^0 + \sum_{j=1}^{N} \frac{\partial p_i}{\partial e_j} \hat{e}_j + \sum_{j=1}^{N} \frac{\partial p_i}{\partial \delta_j} \hat{\delta}_j \]

\[ \Rightarrow \hat{p}_i = \sum_{j=1}^{N} k_{p,ij} \hat{e}_j + \sum_{j=1}^{N} k_{p,\delta j} \hat{\delta}_j \quad (4.15) \]

\[ q_i = q_i^0 + \hat{q}_i = q_i^0 + \sum_{j=1}^{N} \frac{\partial q_i}{\partial e_j} \hat{e}_j + \sum_{j=1}^{N} \frac{\partial q_i}{\partial \delta_j} \hat{\delta}_j \]

\[ \Rightarrow \hat{q}_i = \sum_{j=1}^{N} k_{q,ij} \hat{e}_j + \sum_{j=1}^{N} k_{q,\delta j} \hat{\delta}_j \quad (4.16) \]

where the coefficients in (4.15)–(4.16) are formulated,

\[ k_{p,ij} = \frac{p_i^0}{e_i^0} + 3e_i^2 \sum_{j=1}^{N} q_{ij}, \quad (4.17) \]

\[ k_{p,\delta j} = -3e_i^2 y_{ij} \cos(\delta_i - \delta_j - \theta_{ij}), \quad j \neq i \quad (4.18) \]

\[ k_{q,i} = 3 \sum_{j=1(k \neq i)}^{N} e_{ij} y_{ij} \sin(\delta_i - \delta_j - \theta_{ij}) = -q_i^0 - 3e_i^2 \sum_{j=1}^{N} b_{ij}, \quad (4.19) \]

\[ k_{q,\delta j} = -3e_i^2 e_{ij} y_{ij} \sin(\delta_i - \delta_j - \theta_{ij}), \quad j \neq i \quad (4.20) \]
Equations (4.15)–(4.24) explain how a disturbance in any of the voltage magnitudes, $\hat{e}_i$, or phases, $\hat{\delta}_i$, affects the power flow in the entire microgrid. These equations can be represented in the matrix format,

$$\dot{p} = k^p \hat{e} + k^p \hat{\delta}$$

$$\dot{q} = k^q \hat{e} + k^q \hat{\delta}$$

where $\dot{p} = [\dot{p}_1, \dot{p}_2, ..., \dot{p}_N]^T$, $\dot{q} = [\dot{q}_1, \dot{q}_2, ..., \dot{q}_N]^T$, $\hat{e} = [\hat{e}_1, \hat{e}_2, ..., \hat{e}_N]^T$, and $\hat{\delta} = [\hat{\delta}_1, \hat{\delta}_2, ..., \hat{\delta}_N]^T$ are column vectors carrying small-signal portions of the active powers, reactive powers, voltage magnitudes, and voltage phases, respectively. $k^p = [k^p_i]$, $k^q = [k^q_i]$, $k^p = [k^p_{ij}]$, and $k^q = [k^q_{ij}]$ are all matrices in $\mathbb{R}^{N \times N}$ that contain coefficients in (4.17)–(4.24). $k^p$ and $k^q$ are referred to here as the $p$–$\delta$ and $q$–$e$ transfer matrices, respectively.

4.2.2. Dynamic Model of the Control and Cyber Subsystems

The cyber domain is where the controllers exchange measurements, process information and, update the voltage set points. Interactions and functionality of the controllers are shown in Fig. 4-2. One can see how the voltage and reactive power regulators cooperate to adjust the voltage magnitude set points, $e^*$. In the frequency domain,
\[ G_i(s)(E_{\text{rated}} - \bar{E}_i) = \Delta E_i^1, \]  
\[ H_i(s) \left( \sum_{j \in \mathcal{N}_i} b_{ij} (Q_{j}^\text{norm} - Q_{j}^\text{form}) \right) = \Delta E_i^2, \]  
\[ E_{\text{rated}} + \Delta E_i^1 + \Delta E_i^2 = E_i^*, \]  
where \( E_{\text{rated}}^i, \Delta E_i^1, Q_i^\text{norm}, \Delta E_i^2, \) and \( E_i^* \) are the Laplace transforms of \( e_{\text{rated}}^i, \bar{e}_i, \Delta e_i^1, \) 
\( q_i^\text{norm}, \Delta e_i^2, \) and \( e_i^* \), respectively. Equations (4.27)–(4.29) can be represented in the matrix format,

\[ G \left( E_{\text{rated}} - \bar{E} \right) = G \left( E_{\text{rated}} - H_{\text{sat}} E \right) = \Delta E^1, \]  
\[ -bHLQ^\text{norm} = -bHLq_{\text{rated}}^\text{norm} Q = \Delta E^2, \]  
\[ E_{\text{rated}} + \Delta E^1 + \Delta E^2 = E^*, \]  
where \( G = \text{diag}\{G_i\} \) and \( H = \text{diag}\{H_i\} \) are diagonal matrices containing voltage and reactive power controllers, respectively. \( G \) and \( H \) are referred to as the voltage-controller and \( Q \)-controller matrices, respectively. \( q_{\text{rated}} = \text{diag}\{q_i^\text{rated}\} \) is a diagonal matrix that carries the rated reactive powers of the sources. \( E_{\text{rated}} = E_{\text{rated}}^1 \).

\[ \Delta E^1 = \left[ \Delta E_1^1, \Delta E_1^2, \ldots, \Delta E_N^1 \right]^T, \quad \Delta E^2 = \left[ \Delta E_1^2, \Delta E_2^2, \ldots, \Delta E_N^2 \right]^T, \quad E^* = \left[ E_1^*, E_2^*, \ldots, E_N^* \right]^T, \]  
and

\[ Q^\text{norm} = \left[ Q_1^\text{norm}, Q_2^\text{norm}, \ldots, Q_N^\text{norm} \right]^T \]  
are column vectors carrying control variables.

It is assumed that for \( t < 0 \) all sources of the microgrid operate with identical voltage set points, i.e., for all \( 1 \leq i \leq N \), \( e_i^* = e_{\text{rated}} \) and \( \omega_i^* = \omega_{\text{rated}} \) and, thus, \( v_i(t) = e_{\text{rated}} \sin(\omega_{\text{rated}} t) \). Then, the proposed controller is activated at \( t = 0 \). Thus, the quiescent value of any variable \( x \), \( x^0 \), represents its steady-state value for \( t < 0 \), i.e., before activating the controller, and the small-signal part, \( \hat{x} \), captures the variable
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response to the controller activation for \( t > 0 \). Therefore, one can safely write
\[
\delta e_{t}^{\text{eq}} = \left[ \delta e_{1}^{\text{eq}}, \delta e_{2}^{\text{eq}}, \ldots, \delta e_{N}^{\text{eq}} \right]^T = 0, \quad \delta e_{t}^{\text{eq}} = \left[ \delta e_{1}^{\text{eq}}, \delta e_{2}^{\text{eq}}, \ldots, \delta e_{N}^{\text{eq}} \right]^T = 0,
\]
and, accordingly, simplify (4.30)–(4.31),
\[
G \left( \hat{E}_{\text{rated}} - H_{\text{est}} \hat{E} \right) = \Delta \hat{E}^1,
\]

\[
-b H L q_{\text{rated}}^{-1} \left( \frac{q^{n}}{s} + \hat{Q} \right) = \Delta \hat{E}^2,
\]
where \( q^{n} = [q_{1}^{n}, q_{2}^{n}, \ldots, q_{N}^{n}]^T \) carries the reactive powers supplied by individual sources for \( t < 0 \). Since the rated voltage does not change before and after activating the controller, \( \hat{E}_{\text{rated}} = 0 \). The voltage set points dynamics can now be found by substituting (4.33)–(4.34) into (4.32),
\[
\dot{\hat{E}} = -G H_{\text{est}} \hat{E} - b H L q_{\text{rated}}^{-1} \left( \frac{q^{n}}{s} + \hat{Q} \right).
\]

As seen, (4.35) has two terms. The first term, \(-G H_{\text{est}} \hat{E}\), represents the controller effort to achieve the global voltage regulation, and, the second term, \(-b H L q_{\text{rated}}^{-1} \left( \frac{q^{n}}{s} + \hat{Q} \right)\), explains how the controller balances reactive load sharing across the microgrid.

Active power regulators (see Fig. 4-2) adjust the active power flow by tuning the phase angles. The controller at each source, e.g., Source \( i \), compares its normalized active power with those of its neighbors and, accordingly, updates the phase angle set point as in (4.7). Controller activation at \( t = 0 \) implies that \( \omega_{i}^{*}(t < 0) = \omega_{i}^{\text{rated}} \) and, thus,
\[
\delta_{i}^{a} = \delta_{i}^{m}(t < 0) = 0.
\]
Accordingly,
\[
\delta_{i}^{a}(t \geq 0) = \int_{0}^{t} \sum_{j \in N_{i}} c_{a_{i}} (p_{j}^{\text{norm}} - p_{i}^{\text{norm}}) \, d\tau.
\]
\[ \hat{\Delta}_i = \frac{1}{s} \left( \sum_{j \in \mathcal{N}_i} c_{ij} (P_j^{\text{form}} - P_i^{\text{form}}) \right), \quad (4.37) \]

where \( \hat{\Delta}_i \) is the Laplace transform of \( \vec{\delta}_i \). One can write (4.37) in the matrix format,

\[ \hat{\Delta} = -\frac{c}{s} L p_{\text{rated}}^{-1} P = -\frac{c}{s} L p_{\text{rated}}^{-1} \left( \frac{P^{\text{rated}}}{s} + \hat{P} \right), \quad (4.38) \]

where \( \hat{\Delta} = [\hat{\Delta}_1, \hat{\Delta}_2, ..., \hat{\Delta}_N]^T \) and \( p_{\text{rated}} = \text{diag}\{p_i^{\text{rated}}\} \) is a diagonal matrix that includes the rated active powers of the sources. \( p^{\text{in}} = [p_1^{\text{in}}, p_2^{\text{in}}, ..., p_N^{\text{in}}]^T \) carries the active powers supplied by individual sources before the controller activation, i.e., for \( t < 0 \). Equation (4.38) represents the phase angles dynamic response to mitigate and, eventually, eliminate the active load sharing mismatch.

4.2.3. Dynamic Model of the Entire Microgrid

Figure 4-6 represents the model of the entire microgrid, which is separated into two sub-models; the quiescent model and the small-signal model. The entire system in the small-signal model can be treated as a multi-input/multi-output plant, where \( p^{\text{in}}/s \) and
\( q^i/s \) are the inputs and \( \hat{E}, \hat{P}, \) and \( \hat{Q} \) are the outputs. Equations (4.35) and (4.38) show how the controller adjusts the voltage set points by processing the load sharing mismatches. Dynamic model of the inverters are studied in [187]–[189]. Accordingly, for the inverter driving the Source \( i \), one can write,

\[
\hat{\Delta}_i = G^\Delta \hat{\Delta}_i^*, \\
\hat{E}_i = G^E \hat{E}_i^*.
\]

(4.39) (4.40)

where \( G^E_i \) and \( G^\Delta_i \) are the magnitude and phase transfer functions, respectively. Each inverter accommodates an output filter to eliminate the switching harmonics, whose dynamic is included in the transfer functions \( G^E_i \) and \( G^\Delta_i \). Equivalently, in the matrix format,

\[
\hat{\Delta} = G^\Delta \hat{\Delta}^*; \\
\hat{E} = G^E \hat{E}^*.
\]

(4.41) (4.42)

where \( G^E = \text{diag}\{G^E_i\} \) and \( G^\Delta = \text{diag}\{G^\Delta_i\} \) are diagonal matrices of the inverter transfer functions. By substituting (4.35) and (4.38) in (4.25)–(4.26), and also using (4.41)–(4.42), one can formulate the entire system.

It is commonly assumed that the transmission/distribution network is predominantly inductive and, thus, active and reactive powers are mainly controlled by adjusting the voltage phases and magnitudes, respectively [190]. This assumption implies that in (4.25) and (4.26), \( k^p_i = 0 \) and \( k^q_i = 0 \), respectively, which helps to find the reduced-order dynamic model of the entire system. Substituting (4.41) in (4.38) and (4.42) in (4.35) yields

\[
\left( G^\Delta \right)^{-1} \hat{\Delta} = \frac{-C}{Lp_{\text{rated}}} \left( \frac{P}{s} + \hat{P} \right).
\]

(4.43)
\[
\left( (G^e)^{-1} + GH_s \right) \dot{E} = -bHLq_{\text{rated}}^{-1} \left( \frac{q}{s} + \dot{Q} \right).
\] (4.44)

Substituting the reduced form of (4.25)–(4.26) in (4.43)–(4.44) yields

\[
\dot{P} = -T_p Lp_{\text{rated}}^{-1} \frac{p^0}{s},
\] (4.45)

\[
\dot{Q} = -T_q Lq_{\text{rated}}^{-1} \frac{q^0}{s},
\] (4.46)

where, \( T_p \) and \( T_q \) are the \( P \)–balancing and \( Q \)–balancing matrices, and are defined as,

\[
T_p \triangleq \left( s \left( k_p^e G^e \right)^{-1} + Lp_{\text{rated}}^{-1} \right)^{-1},
\] (4.47)

\[
T_q \triangleq \left( b k_q^e H^{-1} + b^{-1} H^{-1} GH_s \left( k_q^e \right)^{-1} + Lq_{\text{rated}}^{-1} \right)^{-1}.
\] (4.48)

Equations (4.43)–(4.48) describe dynamic response of the entire microgrid with the proposed controller in effect. Equations (4.45)–(4.46) describe that if the power (either active or reactive) was proportionally shared prior to activating the controller, i.e., \( p_{\text{rated}}^{-1} p^0 = n \mathbb{1} \) or \( q_{\text{rated}}^{-1} q^0 = m \mathbb{1} \), the power flow would remain intact after the controller activation, i.e., \( \dot{p} = 0 \) or \( \dot{q} = 0 \).

4.2.4. Controller Design Guideline

Appropriate selection of the control parameters is essential for proper operation of the proposed control methodology. For a given microgrid, converter transfer function matrices, \( G^\Delta \) and \( G^e \), rated active and reactive matrices, \( p_{\text{rated}} \) and \( q_{\text{rated}} \), respectively, and \( p - e \) and \( q - e \) transfer matrices, \( k_p^e \) and \( k_q^e \), respectively, are known. Alternative communication networks may be chosen to exchange information; they, however, must satisfy three requirements; it should be a sparse graph with 1) at least a spanning tree, 2) balanced Laplacian matrix, and 3) minimum communication redundancy. Communication
weights of the graph, \( a_i \), and, thus, the Laplacian matrix, \( L \), directly determine the voltage estimator dynamic, \( H_{est} \). One may tune the weights and examine the estimators dynamic through (4.9) to achieve a fast enough response. More details and insightful guidelines for optimal design of communication weights in cooperative systems can be found in [191].

Next, the designer may adjust the controller matrices \( G = \text{diag}\{G_i\} \) and \( H = \text{diag}\{H_i\} \) and the coupling gain \( b \) by evaluating (4.48) to place all poles of \( T_q \) in the Open Left Hand Plane (OLHP). Intuitively, smaller gains help to stabilize the entire system while larger gains provide a faster dynamic response. Accordingly, the designer may decide the parameters by making a trade-off between relative stability and settling time. The estimator dynamic should be considerably faster than the microgrid dynamics. Therefore, to evaluate (4.48), one can safely assume \( H_{est} = M \). Moreover, inverter switching frequency can be assumed high enough to provide a prompt response to the voltage command, i.e., \( G^E = I_N \).

As can be seen in Fig. 4-2, two separate modules, i.e., the voltage and the reactive power regulators, adjust the voltage magnitude, \( i^*_e \), by generating two voltage correction terms, \( \delta e^1_i \) and \( \delta e^2_i \), respectively. As discussed in Subsection 4.1.2, the voltage regulator is tasked to maintain average voltage across the microgrid at the rated value. Per such assignment, the voltage regulator must act fast to ensure voltage stability/regulation. On the other hand, the reactive power regulator is accountable for reactive load sharing in the steady state and its transient performance has less significance. Accordingly, the voltage control loops (including voltage estimators,
controllers $G_i$s, and voltage measurement filters) must be designed for a higher bandwidth compared to the reactive power control loops (involving controllers $H_i$s and reactive power measurement filters). Typically, voltage measurement filters have a relatively high bandwidth as they only need to remove the switching harmonics. On the contrary, besides damping the switching harmonics, the active and reactive measurement units should filter out much lower frequency terms of the line-frequency harmonics and other contents caused by load nonlinearity or unbalance. Such design requirement slows down the power measurements process and, thus, the overall active/reactive load sharing control loops. Accordingly, as a design guideline, it is sufficient to choose the reactive power controllers $H_i$s to be slightly slower than the voltage controllers $G_i$s; low bandwidth power measurement filters automatically set the frequency response of the power regulators to be quite slower than the voltage regulator module.

Next step in the design procedure considers active power regulators. Equation (4.45) and (4.47) provide dynamic response of the active load sharing mechanism. Given the fast response of the inverters, one may assume $G^a = I_x$, which simplifies (4.47). The designer may sweep the coupling gain $c$ and assess the stability and dynamic response through (4.47) to find an appropriate choice for $c$.

4.2.5. Steady-state Performance Analysis

The design guideline in Subsection 4.2.4 assures stable operation of the microgrid; physical variables such as voltages (magnitude and phase), system frequency, and supplied active and reactive powers would converge to steady-state values. This performance analysis investigates load sharing and voltage regulation quality in the
steady state. To this end, assume that the system operates in the steady state for \( t \geq t_0 \).

It should be noted that although the controller stabilizes voltages across the microgrid, one cannot simply deduce that the voltage and reactive power mismatches are zero. In other words, the inputs to the PI controllers \( G_i \) and \( H_i \) in Fig. 4-2 may be nonzero in the steady state, yet the two voltage correction terms \( \delta e_i^1 \) and \( \delta e_i^2 \) continuously vary with opposite rates such that sum of the two terms leaves a constant value and, thus, the voltage magnitude set point converges to a steady-state value. The following discussion attempts to show that such a scenario never happens; i.e., the mismatch inputs to both controllers decay to zero in the steady state, resulting in successful global voltage regulation and reactive load sharing. It also explains that the active power mismatch terms would all decay to zero, which provides the desired active load sharing while maintaining the rated frequency.

Voltage regulation and reactive load sharing is first to study. In the steady state, the voltage estimators converge to the true average voltage of the microgrid. Equivalently, \( \overline{e}^\text{ss} = M e^\text{ss} = \left\{ e^\text{ss} \right\} \mathbf{1} \). Thus, based on the control methodology in Fig. 4-2, one can write

\[
\begin{align*}
\delta e_i^1 &= \delta e_i^0 + (G_p + G_i(t - t_0))(e_{\text{rated}} \mathbf{1} - M e^\text{ss}) \\
\delta e_i^2 &= \delta e_i^0 + (H_p + H_i(t - t_0))(-bLq_{\text{rated}}^{-1} q^m)
\end{align*}
\]

where \( \delta e_i^1 \) and \( \delta e_i^2 \) are column vectors that carry the integrator outputs in \( G_i \)s and \( H_i \)s at \( t = t_0 \), respectively. Accordingly,

\[
e^\text{ss} = e_{\text{rated}} + \delta e_i^1 + \delta e_i^2
\]

\[
\begin{align*}
e^\text{ss} &= e_{\text{rated}} \mathbf{1} + \delta e_i^0 + \delta e_i^0 + G_p(e_{\text{rated}} - \left\{ e^\text{ss} \right\} \mathbf{1} - bH_p Lq_{\text{rated}}^{-1} q^m) \\
&\quad + (G_i(e_{\text{rated}} - \left\{ e^\text{ss} \right\} \mathbf{1} - bH_i Lq_{\text{rated}}^{-1} q^m)(t - t_0),
\end{align*}
\]

\[
(4.50)
\]
where $G_i$ and $G_p$ are the diagonal matrices carrying the integral and proportional gains of the voltage-controller matrix $G$ such that $G_p + G_i/s = G$. Similarly, $H_i$ and $H_p$ are the diagonal matrices carrying the integral and proportional gains of the $Q$-controller matrix $H$. Equation (4.50) holds for all $t \geq t_0$, and provides a constant voltage set point vector, $e^s_{\infty}$. Thus, the time-varying part of (4.50) is zero or, equivalently,

$$ (e_{\text{rated}} - \{e^s\})U_1 = Lq_{\text{rated}}^q, \quad \text{(4.51)} $$

where $U = b^{-1}G_iH_i^{-1} = \text{diag}\{u_i\}$ is a diagonal matrix. Multiplying both sides of (4.51) from the left by $1^T$,

$$ (e_{\text{rated}} - \{e^s\})1^T U_1 = 1^T Lq_{\text{rated}}^q. \quad \text{(4.52)} $$

Given the balanced Laplacian matrix, $1^T L = 0$ [174], which simplifies (4.52),

$$ (e_{\text{rated}} - \{e^s\}) \sum_{i=1}^N u_i = 0. \quad \text{(4.53)} $$

Since all entries of the matrix $U$ are positive, (4.53) yields $e_{\text{rated}} = \{e^s\}$, which implies that the controllers successfully regulates the averaged voltage magnitude of the microgrid, $\{e^s\}$, at the rated value, $e_{\text{rated}}$. Moreover, by substituting $e_{\text{rated}} = \{e^s\}$ in (4.51),

$$ Lq_{\text{rated}}^q = 0. \quad \text{(4.54)} $$

If $L$ is the Laplacian matrix associated with a graph that contains a spanning tree, the only nonzero solution to $Lx = 0$ is $x = n1$, where $n$ is any real number [173]. Thus, (4.54) implies $q^q = nq_{\text{rated}}1$, which assures that the controller shares the total reactive load among the sources in proportion to their ratings.
Frequency regulation and active load sharing is the next to study. The controller guarantees the convergence of the voltage magnitude vector, $e$, and phase angle vector, $\delta$ to steady-state values. Thus, (4.6)–(4.7) suggest that all sources would synchronize to the rated frequency, $\omega_{\text{rated}}$. Moreover, based on (4.7), stabilizing the phase angles across the microgrid implies that all the frequency correction terms in (4.4) should decay to zero. Equivalently,

$$cLp_{\text{rated}}^{-1}p^w = 0,$$

which offers, $p^w = mp_{\text{rated}}^{-1}$, where $m$ is a positive real number. Thus, the controller successfully handles the proportional active load sharing.

4.3. Experimental Verification

A 120/208 V, 60 Hz three-phase AC microgrid, shown in Fig. 4-7, is prototyped in the Intelligent Microgrid Laboratory at Aalborg University. System schematic is described in Fig. 4-8, where four inverter-driven sources are placed in a radial connection to supply two loads, $Z_1$ and $Z_4$. The inverters (sources) have similar topologies but different ratings, i.e., the ratings of the inverters 1 and 2 are twice those for the inverters 3 and 4. Each inverter is augmented with an LCL filter to eliminate switching and line-frequency harmonics. $RL$-circuit model is used for each transmission line. An inductive-resistive distribution network is adopted to investigate collaborative interaction of the active and reactive power regulators in load sharing. Structure of the cyber network is highlighted in Fig. 4-8. Alternative cyber networks for a set of four agents in DC microgrids are discussed by authors in [173], [174] where the ring structure is shown to be the most effective option and, thus, is considered here. It can be seen that the ring connection provides a sparse network that carries the required minimum redundancy where no single communication link failure would hinder the connectivity of the graph.
Figure 4-7 AC microgrid prototype: (a) inverter modules, (b) dSAPCE processor board (DS1006), (c) programming and monitoring PC, (d) RL loads.

Figure 4-8 Schematic of the microgrid prototype; radial electrical connection and ring cyber network.

Communication links are bidirectional to feature a balanced Laplacian matrix. A dSPACE processor board (DS1006) models the communication channels and implements the control routines. Electrical and control parameters of the microgrid are provided in the Appendix F.
4.3.1. Performance Assessment

Figure 4-9 evaluates performance of the proposed control methodology. Inverters are initially driven with fixed voltage command, i.e., $e_i^* = 120$ V and $\omega_i^* = 120\pi$ rad/s. It should be noted that no voltage feedback control had been initially in action to compensate the voltage drop across the LCL filters and, thus, the resulting bus voltages in Fig. 4-9(a) are less than the desired set point, i.e., $e_i^* = 120$ V. It can also be seen in Figs. 4-9(e) and 4-8(f) that the total load is not shared among sources in proportion to their power ratings.

It can be seen in the Appendix F that the voltage controllers $G_i$ s are designed slightly faster than the reactive power controllers $H_i$ s. Cut-off frequencies of the power measurement filters are as low as 3 Hz to damp all undesired low-frequency harmonics. These design considerations set the dynamic responses of the two voltage and reactive power regulators apart enough to dynamically separate the two resulting voltage correction terms, i.e., $\delta e_1^i$ and $\delta e_2^i$. The proposed controller is activated at $t = 8$ s. The voltage correction terms have been added to the voltage set points to help with the global voltage regulation and reactive load sharing. Figure 4-9(a) demonstrates that the controllers have boosted the bus voltages across the microgrid to satisfy the global voltage regulation; i.e., for $t > 8$ s, the average voltage across the microgrid is successfully regulated at the desired 120 V. As seen in Figs. 4-9(b) and 4-9(c), the first and the second voltage correction terms respond at two different time scales; the first correction term $\delta e_1^i$ (output of the voltage regulator) responds four times faster than the second correction term $\delta e_2^i$ (output of the reactive power regulator).
Figure 4-9 Performance evaluation of the proposed controller: (a) bus voltage (phase-to-neutral), (b) inverter frequency set points, (c) first voltage correction term, $\delta_1^i$, (d) second voltage correction term, $\delta_2^i$, (e) supplied reactive power, (f) supplied active power, (g) load reactive power, and (h) load active power. Power ratings of the inverters 1 and 2 are twice those of inverters 3 and 4.
Figure 4-9(b) shows that the controllers have varied the frequency set points in transients to adjust individual phase angles and provide the desired active load sharing. This figure supports the discussions in Section 4.2.5, where the active power regulator is proven to only enforce transient deviations in frequency and that imposes no steady-state deviation. It can be seen that all inverter frequencies synchronize to the rated frequency of 60 Hz in the steady state. Figures 4-9(e) and 4-9(f) show the filtered power measurements and explain how the controllers have effectively rerouted the power flow to provide proportional load sharing. Individual and total reactive and active load demands are plotted in Figs. 4-9(g) and 4-9(h), respectively. It should be noted that the loads have drawn more power once the controller is activated since the voltages are boosted across the entire microgrid.

Next, the controller performance is studied in response to the load change. The load at Bus 4, $Z_4$, has been unplugged at $t = 20$ s and plugged back in at $t = 35$ s. As seen in Fig. 4-9, the controller has successfully maintained global voltage regulation, frequency synchronization, and proportional load sharing, despite the change in load. It can also be observed in Figs. 4-9(e) and 4-9(f) that the inverters 3 and 4 respond faster to the load change than the other two inverters as they are in closer vicinity of $Z_4$. Soft load change is performed in this study for safety purposes. In fact, the load inductor at Bus 4 features an air-gap control knob. Using this control opportunity, at $t = 20$ s, the load inductance is manually increased to its maximum value to provide an ultimate current damping feature. Then, the load is physically unplugged. A reverse procedure is followed at $t = 35$ s to plug the load, $Z_4$, back in. This soft load change procedure, besides the damping effect of the power measurement filters, explains why the supplied
powers in Figs. 4-9(e) and 4-9(f) and the load demands in Figs. 4-9(g) and 4-9(h) show a slow and gradual profile rather than sudden changes.

4.3.2. Communication Delay and Channel Bandwidth

Communication is indispensable to access neighbor data and, thus, to the operation of distributed systems. Accordingly, channel non-idealities, e.g., transmission/propagation delay and limited bandwidth, and channel deficiencies such as packet loss may compromise the overall system performance. Thus, low delay and high bandwidth communication protocols are of paramount value for distributed control structures. For example, WiFi and Ultra Wide Band (UWB) protocols offer bandwidths up to 5 GHz and 7.5 GHz, respectively, with delays less than $1 \mu s$. It should be noted that the length of the communication link directly affects the channel delay. Channel non-ideality effects on the controller performance has been studied in [192] for distributed systems and, particularly, for microgrids in [160], [193], and [194]. It is shown that such non-idealities have a negligible impact on the overall system performance if the channel delay is negligible compared to the controller dynamics. For the underlying microgrid, results in Fig. 4-9 clearly show that the controller dynamics are in the orders of hundreds of milliseconds (or longer); the system dynamics exhibit different time constants for the voltage, active, and reactive power regulation. Therefore, the proposed controller is expected to operate safely with most of the existing communication protocols. To further study the effect of communication delay and limited bandwidth, a detailed model of the underlying microgrid is simulated in MATLAB/SIMULINK environment. Figure 4-10 shows the transient load sharing performance in response to the step load change for a variety of communication delays and bandwidths. It should be noted that the results in this figure present *instantaneous* active and reactive powers; not the filtered measurements.
Figure 4-10 Controller performance with non-ideal communication channel. Supplied active and reactive powers for (a) delay = 1 ms and BW = 100 kHz, (b) delay = 50 ms and BW = 10 kHz, and (c) delay = 150 ms and BW = 1 kHz.

However, the controller still processes the filtered quantities. Comparison of studies in Fig. 4-10 shows how large delays can compromise system stability (see Fig. 4-10(c)).

Analysis of distributed control protocols in [195] demonstrates that large communication delays impose DC errors on the voltage estimations and cause drift from a consensus. One can see such effect in Fig. 4-10, where longer delays introduce larger
errors in voltage estimations and lead to bus voltages regulated at higher values than the
desired rated voltage. This undesired voltage increment explains elevated supplied
powers in Figs. 4-10(b) and 4-10(c) in comparison to Fig. 4-10(a). Simulation studies
ensure immunity of the controller performance to delays as long as 10 ms and channel
bandwidths as low as 100 kHz, which makes communication protocols such as WiFi and
UWB very suitable for the field implementation.

4.3.3. Plug-and-Play Study

Figure 4-11 studies the plug-and-play capability of the proposed method. Inverter
3 has intentionally been unplugged at $t = 10$ s. Although this inverter is turned off
instantly, the power measurements exponential decay to zero because of the existing
low-pass filters. It should be noted that a source failure also implies loss of all
communication links connected to that particular source. Accordingly, when Source 3
fails, it automatically renders the links 2-3 (between Nodes 2 and 3) and 3-4 inoperable.
However, as seen in Fig. 4-11, the remaining links still form a connected graph with
balanced Laplacian matrix and, thus, the control methodology should remain functional.
As seen in Figs. 4-11(c) and 4-11(d), the controllers have successfully responded to the
inverter loss and shared the excess power among the remaining inverters in proportion to
their power ratings. After the loss of Inverter 3, the voltage measurement for Bus 3
would be unavailable. Thus, the controllers collectively regulate the new average voltage,
i.e., the average voltage of the remaining three inverters, at the rated value of 120 V.
However, the actual average voltage across the microgrid is seen to be slightly less than
the rated voltage. As seen in Fig. 4-11(a), Bus 3 experiences voltage sag due to the
loss of generation. It should be noted that although inverter 3 is disconnected from Bus
3 the bus voltage is still available.
Inverter 3 is plugged back in at $t = 20 \text{ s}$; however, the synchronization procedure delays inverter engagement. After successful synchronization, the controller is activated at $t = 31 \text{ s}$ and has shown excellent performance in the global voltage regulation and readjusting the load sharing to account for the latest plugged-in inverter.
4.3.4. Failure Resiliency in Cyber Domain

Resiliency to a single link failure is studied in Fig. 4-12. The original communication graph is designed to carry a minimum redundancy, such that no single communication link failure can compromise the connectivity of the cyber network. As seen in Fig. 4-12, the Link 3-4 has been disabled at $t = 3 \text{s}$, yet, it does not have any impact on the voltage regulation or load sharing, as the new graph is still connected and has a balanced Laplacian matrix. It should be noted that, by practicing error detection/control protocols in the communication modules, any link failure can be immediately detected at the receiving end. Accordingly, the receiving-end controller updates its set of neighbors by ruling out the node on the transmitting end of the failed link. This reconfiguration ensures that the misleading zero-valued data associated to the

Figure 4-12 Resiliency to failure in Link 3-4: (a) bus voltage (phase-to-neutral), (b) inverter frequency, (c) supplied reactive power, and (d) supplied active power.
failed link (e.g., zero active and reactive power measurements) will not be processed by the receiving-end controller and, thus, the system remains functional.

The controller response to load change is then studied in Fig. 4-12 with the failed link, where a satisfactory performance is reported. In this study, the load at Bus $4$, i.e., $Z_4$, has been unplugged and plugged back in at $t = 5\ s$ and $t = 17.5\ s$, respectively. It should be noted that although the link failure does not affect the steady-state performance, it slows down the system dynamics as it limits the information flow.

It should be noted that any reconfiguration in the cyber domain, e.g., communication link failure, affects the Laplacian matrix and, thus, the whole system dynamic. However, it will not compromise the steady-state performance of the control methodology, so long as the cyber network remains connected and presents a balanced Laplacian matrix. Connectivity of the cyber network plays a key role in the functionality of the entire microgrid. Including redundant cyber links, as discussed in subsections 4.1.1 and 4.1.2, ensures network connectivity for the most probable contingencies. However, any communication link failure requires immediate attention/maintenance before other links fail. It should be noted that it is very unlikely to lose connectivity due to simultaneous failures of several communication links.

4.4. Summary

A distributed secondary/primary controller is proposed for AC microgrids. The controller embedded on each inverter has three modules: the voltage, reactive power, and the active power regulators. The voltage regulator estimates the global average voltage across the microgrid. This estimation is then further used to adjust the local voltage set point. The reactive power regulator also adjusts the voltage set point by comparing the local normalized reactive power with the neighbors’. The active power regulator compares the local normalized active power with the neighbors’ and,
accordingly, adjusts the frequency (or, phase angle) set point to carry out the proportional active power sharing. This control paradigm does not rely on the droop mechanism, yet it is fully distributed, i.e., it uses a sparse communication network for data exchange among inverters. Experimental results show that the proposed cooperative control provides a precise global voltage regulation and proportional load sharing. Controller performance, plug-and-play capability, and resiliency to a single communication link failure are also verified through experiments.
Chapter 5

Assistive Coordination of Power Buffers in DC Microgrids

Distributed generation offers improved efficiency, reliability, expandability, and stability over traditional power grids [196]-[199]. Microgrids are leading examples of such active distribution networks; small-scale power systems where power generation, consumption, and storage occur in a close physical vicinity. The DC natures of emerging renewable energy sources, storage units, and electronically-driven loads lend themselves to a DC distribution paradigm that avoids redundant conversion stages, hence improving conversion efficiency, reliability, and availability compared to their AC counterparts. Moreover, DC microgrids are not afflicted with transformer inrush current, frequency synchronization, reactive power flow, and other power quality issues that are common in AC systems [200]-[202].

Proliferation of power electronics loads in DC distribution networks shifts the load consumption profiles from the traditional constant impedance loads to electronically driven loads with potentially volatile power profiles. Such fast-changing consumption patterns can destabilize the entire distribution network, given its weak nature due to the lack of sufficient generational inertia [203], [204]. Hardware-centric approaches focus on placement and management of energy storage devices to decouple the source and load dynamics, e.g., [205]-[208]. However, widespread utilization of these devices can be costly. Control-centric approaches [209]-[215] are the alternative methods found in the literature.

The concept of power buffer is introduced in [216], [217] to shield the power distribution network from abrupt load changes, and the sensitive loads from the transients in distribution network, by adjusting the effective loading impedance imposed to the distribution network. Power buffers are power electronic converters with two prominent
features. From the hardware perspective, power buffers have relatively large storage components. From the control perspective, they are mainly concerned with buffering and managing stored energy rather than regulating the voltage/current delivery. The later task is usually performed with a point-of-load converter that follows the power buffer. Therefore, power buffers can provide a holistic approach between the hardware- and control-centric approaches to help damp the effects of transients on the DC distribution networks [218]-[220]. The challenge in the control of power buffers roots in the trade-off between demands of the final loads and the power network and the limited generational capacity in the microgrids.

A geometric manifold is derived from the optimal state trajectories based on the energy-impedance state-space representation in [221]. Game-theoretic solutions for steady-state conditions [222] or trajectory formation [223], [224] are provided in a decentralized fashion. Team formation and player-by-player optimization to find the Nash equilibrium is discussed in [225]. Non-cooperative game-theoretic control frameworks extract geometric manifolds based on the a-priori computation of state trajectories in [226]. Majority of these endeavors neglect the role of the distribution network in problem formulation, leading to a suboptimal trajectory. However, the transmission line impedances practically limit the effective range of a buffer to assist only its physical neighbors. Moreover, the existing literature lacks a closed-form solution to control the buffers; optimal trajectories are usually numerically calculated for the most probable load change/fault scenarios and, then, saved in lookup tables for further use, i.e., when a load transient occurs.

Information exchange, even limited, can group the power buffers to share a common objective and appropriately respond to systematic changes. This work uses a limited information exchange among active loads and establishes an assistive
coordination of these entities in a DC microgrid. It offers an analytical solution that accounts for the distribution network effect. Salient features of this work are as following:

- Power buffers add a degree of freedom in addressing the transient mismatch between the power supplied by the distribution network and the power delivered to the final load.
- A communication network is spanned across the active loads. This network spatially extends the effective range of a power buffer to assist its neighboring loads.
- A distributed cooperative controller is proposed that processes local and neighbor load demands and, accordingly, adjusts local energy set point to assist any local or neighboring load transients.
- Active loads and their physical coupling though the distribution network are properly modeled using the small-signal analysis.

5.1. Preliminary of Power Buffers and Distributed Control

5.1.1. Operational Principle of a Power Buffer

A power buffer is connected in series to a power-electronics-driven load and shapes the instantaneous power profile drawn from the distribution line of the microgrid, as illustrated in Fig. 5-1. Here, final load refers to the point-of-load converter and its load. The active load refers to the series connection of a power buffer and a final load. In Fig. 5-1, the final load abruptly changes its load, $p_{\text{out}}$, at $t = t_1$. To handle the extra power demand, the power buffer gently ramps up its input power, $p_{\text{in}}$, and, thus, there would be a mismatch between the supplied and the demanded powers.
The buffer uses its stored energy, $e_i$, to compensate for this mismatch. At $t = t_2$, the input power reaches the load demand and, thus, the buffering mode ends. Then, the controller triggers the energy restoration procedure. In this stage, i.e., $t_2 < t < t_3$, the buffer slightly draws extra power from the microgrid to restore its energy. At $t = t_3$, the buffer regains its initial energy level and ends the energy restoration mode. For $t > t_3$, the input power to the buffer equals the load power, i.e., $p_{in} = p_{out}$, and the stored energy, $e_i$, remains steady until the next load change occurs. It is noteworthy that the buffering interval $[t_1, t_2]$ is significantly shorter than the energy restoration interval $[t_2, t_3]$.

5.1.2. Distributed Control

Active loads can be individually controlled by processing their local measurements, e.g., the final load power or the input bus voltage. However, such a localized approach limits the effectiveness of the power buffer to its local load. Alternatively, nearby active loads can collectively respond to load changes. Here, any active load that can communicate data/measurement with active load $i$ would be called its neighbor.
In case of a load change at the active load $i$, the stored energy of all its neighbor buffers can collectively smoothen the power demanded from the microgrid. It is noteworthy that due to the loss of energy on the transmission lines, seeking assistance from remote buffers is not recommended.

As distributed coordination of active loads requires communication with neighbors, each active load is equipped with a communication module (see Fig. 5-2) that facilitates data exchange with its neighbors. This communication network transforms the DC microgrid into a multi-agent dynamic system where each active load is an agent. The set of all neighbors of the agent $i$, is called the neighborhood set and is denote by $N_i$.

Each agent $i$ relays an information vector $\varphi_i = [p_i, v_i]^T$, which relays its local measurements, to its neighbors and receives their data $\varphi_j$, $j \in N_i$. $p_i$ and $v_i$ represent the power supplied by the buffer $i$ and its input voltage, respectively. The controller at agent $i$ will process its local data, $\varphi_i$, as well as the neighbors', $\varphi_j$'s, to appropriately adjust the energy stored in buffer $i$ and provide assistance during transients.
5.2. Proposed Distributed Controller

An active load in a DC microgrid is shown in Fig. 5-3. The figure also elaborates the proposed controller for the power buffer $i$. A sparse communication network is spanned across the entire microgrid that facilitates data exchange among power buffers; any power buffer is in direct contact with only a few other neighbor buffers and not all other buffers. The controller for the power buffer $i$ processes its local measurements, $\varphi_i$, along with the neighbors, i.e., $\varphi_j$, $j \in N_i$. Accordingly, it calculates the neighborhood assistive term

$$\delta_i = -\sum_{j \in \bar{N}_i} k_i^j \varphi_j,$$

(5.1)

where control vectors, $k_i^j \in \mathbb{R}^{1 \times 2}$, are design parameters and $\bar{N}_i = \{i, N_i\}$ is the extended neighborhood for buffer $i$. The neighborhood assistive term, $\delta_i$, is then fed to a controller, $G_i$, to produce the energy correction term, $\delta e_i$. This correction term is then added to the rated energy, $e_i^{\text{rated}}$, to generate the energy set point for buffer $i$, $e_i^*$. As the capacitor stores the majority of the energy in a power buffer (e.g., output capacitor in the boost converter), the energy set point can be translated into the capacitor voltage set point as

$$v_{bi}^* = \sqrt{\frac{2e_i^*}{C_i}},$$

(5.2)

where $C_i$ and $v_{bi}^*$ are the capacitance and the voltage set point of the buffering capacitor, respectively. The power buffer features fast voltage tracker that assures fast regulation of the voltage, or, equivalently, the energy level to the desired level provided by the proposed controller.
The controller $G_i$ is a second order controller of the general form of

$$G_i(s) = \frac{a_i s^2 + b_i s + c_i}{s^2 + c_i s + d_i},$$

where $a_i$, $b_i$, $c_i$, and $d_i$ are design parameters that shape transient response of the controller. Figure 5-3(b) shows the general shape of the step response of the controller $G_i$. As can be seen, steady-state response of the controller is zero to DC signals. Thus, during the steady-state operation, the energy correction term, $\delta e_i$, damps to zero and the buffer regulates for the rated voltage/energy level. However, during load transients, the controller varies the energy set point to assist the distribution network in providing power.

For example, if the load $i$ increases in step, its local controller senses the load change
and, accordingly, the assistive neighborhood term, $\delta_i$, experiences a step drop. The controller, $G_i$, responds to this drop and adjusts the transient energy level as shown in Fig. 5-3(b). The transient energy loss assists the network in providing the instantaneous excess load power. Equivalently, the controller helps to smoothen the transient current supplied by the distribution network. As the distribution network increases supplied power to respond load demand, the controller increases the energy set point to restore the rated energy reservoir. In addition to the power buffer $i$, its neighbor buffers would sense the load change and adjust their energy set point to assist the distribution network. Accordingly, one can notice that in case of a load transient, local and neighbor power buffers collectively use their energy reservoir to smoothen the transient current supplied by the distribution network and, intuitively, help to improve stability of the grid. Furthermore, this group assistance of the power buffers enables smaller storage elements in individual buffer designs.

5.3. System-level Modeling

A DC microgrid, as shown in Fig. 5-4(a), is the interconnection of DC sources and loads through a distribution network. Figure 5-4(b) demonstrates the internal architecture of an active load wherein a power buffer drives the final load. Active loads are physically coupled through the distribution network. Therefore, to study the group behavior of the active loads, it is essential to develop a dynamic model that accounts for both the loads and their interconnection through the distribution network, as well as the controller dynamics. This model helps to tune the controller parameters to achieve a desirable coordination of the active loads.
5.3.1. Dynamic Model of the Physical Entities

For the purpose of analysis, a power buffer is seen as a dynamic system with the control input $e_i^*$, the disturbance $p_i$, and the output $r_i$. This interpretation is shown in Fig. 5-4(b). $e_i^*$, $p_i$, and $r_i$ are the set point for the stored energy, the output power, and the input impedance of the buffer $i$. It should be noted that the point-of-load converter, that drives the resistive load in Fig. 5-4(b), features a fast voltage tracker and, thus, maintains steady stored energy. Accordingly, one can safely conclude that $p_i$ equals the power delivered to the resistive load. Energy-balance equation for the buffer $i$ implies that

$$\dot{e}_i = \frac{v_i^2}{r_i} - p_i. \tag{5.4}$$

As (5.4) suggests a nonlinear model, linearization can be used to capture the system response to small changes in the state variables. Let’s express any variable $x$ as
\[ x = x^0 + \dot{x}, \] (5.5)

where \( x^0 \) and \( \dot{x} \) are the quiescent and small-signal portions of the state variable \( x \), respectively. Accordingly, one can linearize (5.4) as

\[ \dot{\hat{x}}_i = -\left(\bar{r}_i^0\right)^T \hat{r}_i + 2\bar{r}_i^0 \hat{v}_i - \hat{p}_i, \] (5.6)

where \( \hat{r}_i = r_i^0 \int r_i^0 \). Equation (5.6) explains how the adjustment of the stored energy in the buffer \( i \), \( \hat{e}_i \), can manage the transient impedance profile of the active load, \( \hat{r}_i \), in response to the load change \( \hat{p}_i \). Assume there exist \( M \) sources numbered 1 to \( M \) and \( N \) loads numbered \( M+1 \) to \( M+N \), where each source or load represents an individual bus in the microgrid. Equation (5.6) can be extended to include all buffer dynamics

\[ \dot{\hat{e}} = -\left(\bar{r}^0\right)^T \hat{r} + 2\bar{r}^0 \hat{v} - \hat{p}, \] (5.7)

where

\[ \hat{e} = [\hat{e}_{N+1} \quad \hat{e}_{N+2} \quad \ldots \quad \hat{e}_{M+N}]^T, \quad \hat{r} = [\hat{r}_{N+1} \quad \hat{r}_{N+2} \quad \ldots \quad \hat{r}_{M+N}]^T, \]

\[ \hat{v} = [\hat{v}_{N+1} \quad \hat{v}_{N+2} \quad \ldots \quad \hat{v}_{M+N}]^T, \quad \hat{p} = [\hat{p}_{N+1} \quad \hat{p}_{N+2} \quad \ldots \quad \hat{p}_{M+N}]^T \]

are the small signal portions of the energy, impedance, voltage and power vectors, respectively.

\( \bar{r}^0 = \text{diag}\left(\bar{r}_i^0\right) \) is a diagonal matrix that carries quiescent currents supplied to the power buffers.

The voltage variation in (5.6), \( \hat{v}_i \), not only depends on the local load change, \( \hat{p}_i \), but also on the response of all other loads and sources in the microgrid. The distribution network couples the load dynamics, i.e., as one load’s power demand changes, it changes the current flow across the entire microgrid and, thus, affects the voltages globally. Modeling the interaction of the loads and sources through the distribution network explains how the
voltage varies across the entire microgrid in response to the load change, $\tilde{\rho}_i$. The admittance matrix, $y$, models the interaction between the loads and sources.

Besides source and load terminals there might be other intermediate buses in the distribution network. However, reduction methods, e.g., the Kron reduction, can be used to eliminate intermediate buses such that the reduced admittance matrix only represents the interaction between the sources and loads. Accordingly, one can write

$$\begin{bmatrix} v_{i1} & \cdots & v_{iM} & 0 & \cdots & 0 \end{bmatrix}^T = y \begin{bmatrix} v_1 & \cdots & v_M & v_{M+1} & \cdots & v_{M+N} \end{bmatrix}^T_{v_{MG}},$$

(5.8)

where each source $i$ is modeled as the series connection of a regulated voltage source, $v_{si}$, and a resistor, $r_{si}$, as shown in Fig. 5-4(a). Entries of the admittance matrix, $y$, are determined by the admittance of the sources, loads, and the distribution lines. Small-signal analysis of (5.8) results in

$$i^q + \tilde{i} = \begin{bmatrix} y^q + \tilde{y} \end{bmatrix}_{MG} \begin{bmatrix} \tilde{v}_{MG} \end{bmatrix}_y \Rightarrow \tilde{i} = y^q \tilde{v}_{MG} + \tilde{y} v_{MG}^q.$$  

(5.9)

Given the regulated internal voltages of all sources, entries of the current vector $\tilde{i}$ are constant and, thus, $\tilde{i} = 0$. Therefore, (5.9) yields

$$\tilde{v}_{MG} = -\left( y^q \right)^{-1} \tilde{y} v_{MG}^q = -z^q \tilde{y} v_{MG}^q,$$

(5.10)

where $z^q = \left( y^q \right)^{-1}$ is the impedance matrix. Intuitively, the load change at the active load $i$ globally affects the power flow and, consequently, the voltage regulation across the microgrid. Accordingly, all other active loads would adjust their input impedances, $\tilde{r}_j$, to maintain their desired power delivery. Therefore, $\tilde{y}$ can be generally written as
which captures the effect of all impedance variations, i.e., \( \hat{r}_s \). Plugging (5.11) into (5.10) gives

\[
\hat{v}_{MG} = z^0 \begin{bmatrix} 0 & \cdots & 0 & \hat{r}_{M+1,1} & \hat{r}_{M+1,2} & \cdots & \hat{r}_{M+1,N} \\
0 & \cdots & \cdots & \hat{r}_{M+2,1} & \hat{r}_{M+2,2} & \cdots & \hat{r}_{M+2,N} \\
0 & \cdots & \cdots & \hat{r}_{M+N,1} & \hat{r}_{M+N,2} & \cdots & \hat{r}_{M+N,N} \\
\end{bmatrix}^T
= \Gamma_{MG} \begin{bmatrix} \hat{r}_{M+1} \\
\hat{r}_{M+2} \\
\hat{r}_{M+N} \\
\end{bmatrix} = \Gamma_{MG} \hat{r},
\]

where \( \Gamma_{MG} = \begin{bmatrix} \gamma_{ij} \end{bmatrix} \in \mathbb{R}^{(N+M) \times N} \). Particularly, (5.12) implies that each load voltage variation, \( \hat{v}_i \), can be expressed as a linear function of the impedance variations, \( \hat{r}_s \), i.e.,

\[
\hat{v}_i = \sum_{j=M+1}^{M+N} \gamma_{ij} \hat{r}_j, \quad i = M+1, \cdots, M+N,
\]

or, in other words,

\[
\hat{v} = \Gamma \hat{r}.
\]

which only formulates the variations of the voltages supplying active loads. Equation (5.12) models the physical coupling among the active loads, and, together with (5.7), form the dynamic model of the entire microgrid.

5.3.2. Dynamic Model of the Controller

Herein, \( x^* \) and \( X \) represents the set point for variable \( x \) and its Laplace transform, respectively. According to the proposed controller in Section 5.2, for the power buffer \( i \),
where
\[ \psi = \begin{bmatrix} \psi_{N+1} & \psi_{N+2} & \cdots & \psi_{M+N} \end{bmatrix}^T \]
is the Laplace transform of the global information vector and \( \psi_j \) is the Laplace transform of the information vector for buffer \( i_j \).

\[ k_i = \begin{bmatrix} k_i^{M+1} & k_i^{M+2} & \cdots & k_i^{M+N} \end{bmatrix}^T \]
is a vector that carries self and neighborhood control gains; \( k_i' = 0 \) if \( j \not\in N_i \). As the global information vector, \( \psi \), carries voltage and power measurements, one can write (5.15) as

\[ \tilde{E}^* = -G_i \left( k_v \hat{V} + k_p \hat{P} \right). \]  

(5.16)

where \( k_v \) and \( k_p \) carry the control gains in \( k_i \) that correspond to voltage and power measurements, respectively. As the steady-state response of the controller \( G_i \) to the quiescent values of the voltage and power vectors, \( v^q \) and \( p^q \), respectively, are zero, one can write (5.16) as

\[ \tilde{E}^* = -G_i \left( k_v \hat{V} + k_p \hat{P} \right). \]  

(5.17)

or, in the global format,

\[ \tilde{E}^* = -G \left( k_v \hat{V} + k_p \hat{P} \right), \]  

(5.18)

where \( k_v \) and \( k_p \) are matrices that concatenate vectors \( k_v \) and \( k_p \), respectively, for all active loads.

\( G = \text{diag}\left\{ G_i \right\} \) is a diagonal matrix that carries the controller transfer functions.

Multiplying both sides of (5.18) by \( s \) gives

\[ s \tilde{E}^* = -sG \left( k_v \hat{V} + k_p \hat{P} \right), \]  

(5.19)

which represents the global controller dynamics.
5.3.3. Dynamic Model of the Entire Microgrid

Equations (5.7) and (5.14) can be expressed in the frequency domain

\[ s\hat{E} = -(\Gamma^v)^2 \hat{R} + 2\Gamma^v \hat{V} - \hat{P}, \quad (5.20) \]

\[ \hat{V} = \Gamma \hat{R}. \quad (5.21) \]

By substituting (5.21) in (5.20)

\[ s\hat{E} = \Gamma^v \left(2\Gamma^v - \Gamma^v\right) \hat{R} - \hat{P}. \quad (5.22) \]

Given the fast voltage trackers on power buffers, one can safely assume that each power buffer promptly regulates its voltage on the desired set point. Equivalently, it immediately adjusts the energy level on the desired value, i.e., \( e = e^* \) or \( e = e^* \). Thus,

\[ \hat{E} = \hat{E}^*. \quad (5.23) \]

Comparing (5.19) and (5.22), given (5.23), yields

\[ \left( I_y - sGk_p \right) \hat{P} = \left(2\Gamma^v - \Gamma^v\right) \hat{R}. \quad (5.24) \]

By substituting (5.24) in (5.12)

\[ \hat{V}_{MG} = \Gamma_{MG} \left(2\Gamma^v - \Gamma^v\right)^{-1} \left(I_y - sGk_p\right) \hat{P}. \quad (5.25) \]

Equation (5.25) determines the voltage dynamics throughout the microgrid in response to the load change \( \hat{P} \). It is noteworthy that when the proposed controller is deactivated, \( k_p = k_v = 0 \) and, thus,

\[ \hat{V}_{MG} = \Gamma_{MG} \left(2\Gamma^v - \Gamma^v\right)^{-1} \hat{P}. \quad (5.26) \]

which implies that the voltage variations, \( \hat{v}_{MG} \), follow the exact dynamic of the power changes, \( \hat{p} \), as each voltage variation \( \hat{v} \) can be expressed as a linear function of the power changes, \( \hat{p} \) s. Control matrices in (5.25), i.e., \( k_p \), \( k_v \), and \( G \), are control...
parameters and can be freely chosen to provide a desired dynamic response to step load
cchanges, which can be evaluated through (5.25).

5.4. Hardware-in-the-Loop Verification

A 48 V DC microgrid, that collectively supplies three active loads through three
sources, is adopted to study the proposed control methodology. Schematic of the DC
microgrid is shown in Fig. 5-5(a), where a resistive distribution system spans among
sources and loads. Figure 5-5(b) elaborates the design of an active load incorporating the
power buffer and the point-of-load converter. Accordingly, each active load consists of
three modules: 1) an adjustable resistive load, 2) a buck converter, and 3) a boost
converter. The buck converter features a fast Proportional-Integral (PI) controller and
drives the resistive load at the fixed voltage set point of 48 V. The boost converter
features large storage elements, particularly, a large output capacitor. It drives the final
load at the rated voltage of 100 V, however, this voltage set point is subject to vary in
load transients, as the buffer varies its stored energy to perform the proposed control
routine and smoothen the system transients. A high-frequency $LC$ filter is placed in the
design between the buck and the boost converters to eliminate high-frequency contents
of the current drawn by the buck converter. Each load carries a communication module
to exchange information with neighbor loads. Cyber neighborhood assignment in this
study is inspired by physical vicinity; a load exchanges information with those loads that
are in its physical vicinity. Figure 5-5(c) exhibits the communication network. Control and
physical parameters of the underlying system are provided in detail in the Appendix G.
Figure 5-5 DC microgrid layout: (a) physical layer that includes sources, distribution network, and the active loads, (b) structure of an active load, (c) communication network among active loads.

Hardware-in-the-Loop (HIL) simulation is a fast prototyping approach that is commonly used for controller development and performance assessment. This validation approach significantly reduces the prototyping time and cost and, thus, is considered in this study.
Figure 5-6 Hardware-in-the-loop setup: (a) Typhoon HIL 602 (emulates the physical components of the underlying microgrid), (b) dSPACE Controller DS1103 (handles the control routines), (c) analog/digital expansion board, (d) programming/monitoring computer.

It enables fast and effective adjustment of the control parameters for a superb field performance. HIL simulation features a computational setup that provides real-time simulation of the physical entities of the underlying cyber-physical system. This computational system joins with a controller that carries the developed control routine; the controller performance would be measured against the HIL-generated waveforms rather than waveforms of an actual physical system. Figure 5-6 shows the HIL setup. A Typhoon HIL 602 is used to emulate the entire physical components of the microgrid in Fig. 5-5(a). A dSPACE controller board (DS1103) is used for controller implementation and managing information exchange among active loads.
Figure 5-7 Microgrid performance in response to the load change at terminal 6 with deactivated power buffers: (a) microgrid bus voltages at the load terminals, (b) output voltage of the power buffers, (c) output voltage across the resistive loads, (d) source currents, (e) stored energy in power buffers, (f) input impedance of the power buffers, (g) output of the active loads, (h) energy-impedance trajectories of the power buffers during the load transient.

5.4.1. Conventional Approach, Deactivated Power Buffers

This study replicates conventional control approach where the voltage controller on the point-of-load converters work with fixed set point of $v_{ib}^* = 48 \text{ V}$. All buffers are deactivated, i.e., the buffers work with a fixed voltage set point of $v_{ib}^* = 100 \text{ V}$, and do
not use their stored energy to assist load transients. Resistive loads connected to terminals 4, 5, and 6 are 30 Ω, 25 Ω, and 20 Ω, respectively. Figure 5-7 shows the empirical results. At $t = 3.9 \, s$, the load at bus 6 is changed in step from 20 Ω to 10 Ω, which doubles the power demand, as seen in Fig. 5-7(g). A sudden change in the bus voltages, source currents, and input resistance of the converters, $v_i$, $i_s$, and $r_i$, respectively, can be seen. It can also be seen in Figs. 5-7(b) and 7(c) that the voltage controllers on the boost and buck converters respond fast to the load change and preserve regulated voltages. Figure 5-7(f) exhibits the input impedance of the active loads, i.e., the input impedance of the boost converters.

Figure 5-7(h) represents the energy-impedance trajectory of the boost converters during the load change. As seen, only the converter supplying the varied load, i.e., load 6, shows a transient behavior while other converters tend not to change their energy or impedance. It can also be seen that the converter 6 reduces its impedance while keeping its stored energy almost intact as the trajectory moves from point E to point F. Such observation implies that the boost converter is not in the buffering mode and maintains a steady energy reserve throughout its operation. The load at bus 6 is changed back to 20 Ω at $t = 8.9 \, s$ and, accordingly, the energy-impedance trajectory for the buffer in load 6 travels back to point E. The dashed lines in Fig. 5-7(h) show the trajectories when the load changes back to 20 Ω.

5.4.2. Proposed Method, Single Assisting Buffer

The power buffers are activated to perform the proposed control methodology. The load at bus 4 experiences a step change from 30 Ω to 15 Ω at $t = 3.85 \, s$. 
Figure 5-8 Controller performance in response to the load change at terminal 4; single assisting neighbor: (a) microgrid bus voltages at the load terminals, (b) output voltage of the power buffers, (c) output voltage across the resistive loads, (d) source currents, (e) stored energy in power buffers, (f) input impedance of the power buffers, (g) output of the active loads, (h) energy-impedance trajectories of the power buffers during the load transient.

As seen in Fig. 5-5(c), load 6 is the only neighbor of load 4 and, thus, engages in supporting the load transient with its stored energy. Figure 5-8 exhibits the state variables during this study. Fast voltage regulation can be observed in Fig. 5-8(c). It can be seen in Figs. 5-8(a), 5-8(d), and 5-8(f) that the controller has successfully smoothen the bus voltages, sources currents, and buffer impedances in response to the step load transient (see Fig. 5-8(g)).
Buffers 4 and 6 use their stored energy to smoothen the impedance profile. Load 5 is not a neighbor of load 4 and, thus, has taken no action; it maintains its energy and impedance steadily at point C in Fig. 5-8(h). Figures 5-8(b) and 8(e) show how buffers 4 and 6 spend their stored energy during the load transient. The energy-impedance trajectories in Fig. 5-8(h) exhibit movements only in buffers 4 and 6. During the load transient, buffer 6 starts from point E and triggers assisting buffer 4 by dropping its energy and increasing its impedance. It, then, gradually regains its stored energy and moves back to the starting condition, i.e., point E. Buffer 4 drops its energy and, at the same time, decreases its impedance to respond to the load transient. After reaching the desired impedance level, it slightly absorbs more power to reestablish its initial energy level. By comparison, with no buffering effect, the trajectory would go straight from point A to point B. The load at bus 4 is changed back to 30 Ω at \( t = 9.2 \) s and, accordingly, the energy-impedance trajectory for the buffer in load 4 travels back to point A. The dashed lines in Fig. 5-8(h) show the trajectories when the load changes back to 30 Ω.

5.4.3. Proposed Method, Multiple Assisting Buffer

The load at bus 6 changes from 20 Ω to 10 Ω at \( t = 2.9 \) s. As seen in Fig. 5-4(c), load 6 has two neighbors, loads 4 and 5, which both will assist with this load transient. Figure 5-9 exhibits the state variables during this study. Figures 5-9(a), 5-9(d), and 5-9(f) clearly show that the controller has successfully smoothen the bus voltages, sources currents, and buffer impedances in response to the load transient.
Figure 5-9 Controller performance in response to the load change at terminal 6; multiple assisting neighbors: (a) microgrid bus voltages at the load terminals, (b) output voltage of the power buffers, (c) output voltage across the resistive loads, (d) source currents, (e) stored energy in power buffers, (f) input impedance of the power buffers, (g) output of the active loads, (h) energy-impedance trajectories of the power buffers during the load transient.

All buffers contribute by using their stored energy to smoothen the impedance profile. Figures 5-9(b) and 5-9(e) show how the buffers spend their energy asset during the load transient. The energy-impedance trajectories in Fig. 5-9(h) exhibit movements for all buffers. During the load transient, buffers 4 and 5 start from points A and C in Fig. 5-9(h), respectively, and assist buffer 6 by losing their energy and increasing their
impedance. They regain their energy shortly and move back to the starting condition, i.e., points A and C. Buffer 6, the primary buffer in handling the load demand, drops its energy and, at the same time, reduces its impedance to respond to the load transient. After reaching the desired impedance level, it slightly absorbs more power to restore its initial energy level. In contrast, with no buffering effect, buffer 6 trajectory would have travelled a straight path from point E to point F (see Fig. 5-7(h)). The load at bus 6 is changed back to 20 W at $t = 8.7$ s and, accordingly, the energy-impedance trajectory for the buffer in load 6 travels back to point E. The dashed lines in Fig. 5-9(h) show the trajectories when the load changes back to 20 W.

5.5. Summary

Loads in a DC microgrid can be augmented with power buffers to form active loads. A dynamic model of the active loads is derived that accounts for the physical coupling through the distribution system. Proper adjustment of the energy level of the power buffers is shown to help shape transient power demanded from the distribution network. Group assistance of the power buffers is proposed to shape transient power demand. To group the loads, a communication network is considered that enables data exchange. Such group information helps to collectively respond to any load change by exploiting all energy reservoirs in the close vicinity of the consumption terminal that faces the load changes. A cooperative distributed controller is proposed that processes local and neighbor measurements and, accordingly, adjusts the energy level of the buffers to assist the transient load demand. Hardware-in-the-Loop (HIL) studies on a low-voltage DC microgrid validated efficacy of the proposed controller.
Chapter 6

Distributed Economic Dispatch for DC Distribution Networks

Economic dispatch is one of the most important studies in the power system realm. It seeks to coordinate sources to meet the total power demand while minimizing the total generation cost [227]–[231]. This is naturally a nonlinear optimization problem with solutions based on Lagrange multipliers theory [232], dynamic programming [233], or evolutionary algorithms [234]. These approaches are commonly implemented in a supervisory controller, called the tertiary controller, which handles communication, processing, and transmitting the decision to the sources. This central command unit is a data fusion and processing center that requires complex communication infrastructure and intricate computational machinery and poses a reliability concern [235]. In addition, prior knowledge of the system dynamics and load forecast is essential to the operation of the economic dispatch.

Decentralized and distributed control approaches are introduced in the literature to handle economic dispatch with distributed computational units across the distribution grid. Limited message passing among these controller help to global coordination and economic dispatch. A distributed auction-based algorithm is presented in [236]. The consensus-based economic dispatch in [237] handles the supply-demand mismatch due to the transmission losses. Decentralized and scalable economic dispatch solutions for small-scale power systems are also discussed in [238]–[239]. Majority of such efforts, however, focus on AC distribution systems and less attention is given to the DC distribution systems. Such distribution systems are rising in popularity given the improved efficiency and simpler control compared to the AC distribution network. This chapter focuses on developing a distributed control framework to handle economic dispatch in DC microgrids.
It uses a distributed secondary/primary control introduced in [240]–[241] that handles load sharing among DC sources in proportion to a given ratio, called the loading ratio, as shown in Fig. 6-1. By adjusting the loading ratios, one can reroute the power flow from the costly sources to cheaper ones. The proposed controller measures its local incremental cost and compares it with its neighbors’ on the communication graph. It then adjusts its local loading ratio to mitigate any discrepancy among the neighbor incremental costs. Through cooperation among controllers, they collectively synchronize the incremental costs across all sources and, thus, provide the optimal economic dispatch.

6.1. Proposed Control Methodology

The proposed two-tier control structure for a DC system is shown in Fig. 6-2. As seen, the tertiary controllers exchange data in a distributed communication network. Through processing local and neighbor data, the controllers decide appropriate loading ratios, $r_i$, which synchronizes the incremental costs.

6.1.1. Preliminary of Graph Theory

From the control perspective, a multi-agent cyber-physical system can be expressed with a graphical representation with active agents (sources) modeled as nodes of the graph and communication links mapped to edges connecting nodes.

Figure 6-1 Model of a DC microgrid with the secondary controllers introduced in [240]–[241].
Communication links may not be reciprocal, forming a directed graph (digraph). Each node and edge inherit the dynamic model of the corresponding agent and communication channel, respectively. Information links may exchange data with different gains referred to as the communication weights. For example, if Node $j$ broadcasts data $\Psi_j$ to Node $i$ through a link with a designated weight of $a_{ij} > 0$, then, the information received at Node $i$ is $a_{ij} \Psi_j$. Generally, $a_{ij} > 0$ if Node $i$ receives data from Node $j$ and $a_{ij} = 0$, otherwise. Such a graph is usually represented by an associated adjacency matrix $A_e = [a_{ij}] \in \mathbb{R}^{N \times N}$ that carries the communication weights, where $N$ is the number of dispatchable sources.
denotes the set of all neighbors of Node $i$. The in-degree and out-degree matrices $D^i = \text{diag}\{d^i\}$ and $D^\text{out} = \text{diag}\{d^\text{out}\}$ are diagonal matrices with $d^i = \sum_{j \in N_i} a_{ij}$ and $d^\text{out} = \sum_{j \in N_i} a_{ji}$, respectively. The Laplacian matrix is defined as $L = D^i - A_G$, whose eigenvalues determine the global dynamics of the entire system (i.e., the microgrid) [242]-[244]. The Laplacian matrix is balanced if the in-degree and out-degree matrices are equal; particularly, an undirected (bidirectional) data network satisfies this requirement. A direct path from Node $i$ to Node $j$ is a sequence of edges that connects the two nodes. A digraph is said to have a spanning tree if it contains a root node, from which, there exists at least a direct path to every other node. Here, a graph is called to carry the \textit{minimum redundancy} if it contains enough redundant links that, in the case of any single link failure, it remains connected and presents a balanced Laplacian matrix.

6.1.2. Controller Functionality

Figure 6-3 explains functionality of the controller. Prior to activating the controller, all loading ratios are equal and $r_i = 1$. The controllers use a sparse communication network, with Adjacency matrix $A_G$, to exchange data. It should be noted that the communication graph must carry at least a spanning tree and present a balanced Laplacian matrix. Once the controller is activated, each controller, e.g., the one at Node $i$, compares its local incremental cost with its neighbors and, accordingly, updates its local loading ratio, $r_i$. The controller measures its local current, $i_i$, and then calculates the local incremental cost associated to this supplied current, $\lambda_i$. The controller then calculates the neighborhood mismatch, $\delta_i$. 
6.1 Functionality of the Proposed Tertiary Controller

\[ \delta_i = \sum_{j=1}^{N} c_{i,j} (\lambda_j - \lambda) \]  \hspace{1cm} (6.1)

This mismatch term is fed to a PI controller, \( K_i(s) \), to generate the ratio correction term, \( \delta_r \), that helps adjust the loading ratio and mitigate the neighborhood mismatch, \( \delta_i \). The coefficient \( c \) is a design parameter that adjusts the convergence speed. \( a_{i,j} \) represents the communication weight from Node \( j \) to Node \( i \). For appropriate choice of controller gains and communication weights the controllers would collectively synchronize the incremental costs and, thus, satisfy the optimal economic dispatch.

6.1.3. Dynamic Analysis

As shown in Fig. 6-1, a DC microgrid with the secondary/primary controller presented in [240]–[241] is a physical system that shares the load among sources in proportion to the loading ratios, i.e.,

\[ i = nT(r) \mathbf{1} \]  \hspace{1cm} (6.2)

where \( i = [i_1, i_2, \cdots, i_N]^T \), \( n \) is a positive scalar, \( r = [r_1, r_2, \cdots, r_N]^T \), and \( \mathbf{1} \) is a vector whose elements are one. \( T() : \mathbb{R}^{N \times 1} \rightarrow \mathbb{R}^{N \times N} \) is a transformation that maps a vector to a diagonal matrix,

\[ T \left( \begin{bmatrix} x_1, x_2, \cdots, x_N \end{bmatrix}^T \right) = \text{diag} \left\{ x_1, x_2, \cdots, x_N \right\}. \]  \hspace{1cm} (6.3)
$N$ is the number of dispatchable sources.

The generation cost profiles are commonly represented with 2\textsuperscript{nd}-order polynomials, that is

$$C_i(i) = \alpha_i + \beta_i i + \gamma_i i^2.$$ (6.4)

As oppose to AC systems, in the DC systems the supplied current, $i$, linearly represents the generated active power, $p_i$, and, thus, the cost function in (6.4) is formulated based on the supplied current, $i$. The incremental cost for Source $i$ is

$$\lambda_i = \frac{dC_i(i)}{di} = \beta_i + 2\gamma_i i,$$ (6.5)

or, in the matrix format,

$$\lambda = \beta + 2\gamma i$$ (6.6)

where $\lambda = [\lambda_1, \lambda_2, \cdots, \lambda_N]^T$, $\beta = [\beta_1, \beta_2, \cdots, \beta_N]^T$, $i = [i_1, i_2, \cdots, i_N]^T$, and $\gamma = \text{diag}\{\gamma_1, \gamma_2, \cdots, \gamma_N\}$. Accordingly, one can represent the neighborhood mismatch term in (6.1) in the matrix format as

$$\delta = -cL\lambda$$ (6.7)

where $\delta = [\delta_1, \delta_2, \cdots, \delta_N]^T$. Plugging (6.6) into (6.7) yields

$$\delta = -cL(\beta + 2\gamma i)$$ (6.8)

or, in the frequency domain,

$$\Delta = -cL(\beta + 2\gamma I)$$ (6.9)

where $\Delta$ and $I$ are the Laplace transforms of $\delta$ and $i$, respectively. The global dynamic behavior of the proposed controller in Fig. 6-3 can be modeled as

$$K(s)\Delta + \frac{1}{s} = R$$ (6.10)
where \( \mathbf{K}(s) = \text{diag}\left\{ K_1(s), K_2(s), \ldots, K_N(s) \right\} \) is the controller matrix and \( \mathbf{R} \) is the Laplace transform of the loading ratio vector \( \mathbf{r} = \left[ r_1, r_2, \ldots, r_N \right]^T \). Plugging (6.9) in (6.10)

\[-c\mathbf{K}(s)\mathbf{L}\left(3 + 2\gamma\mathbf{I} \right) + \frac{1}{s} = \mathbf{R} \quad (6.11)\]

On the other hand, (6.2) can be presented as

\[\mathbf{I} = n\mathbf{T}\left(\mathbf{R}\right)\mathbf{1} \quad (6.12)\]

in the frequency domain. Substituting the \( \mathbf{R} \) from (6.11) in (6.12)

\[\mathbf{I} = n\mathbf{T}\left(-c\mathbf{K}(s)\mathbf{L}\left(3 + 2\gamma\mathbf{I} \right) + \frac{1}{s}\right)\mathbf{1}. \quad (6.13)\]

One can investigate properties of the \( \mathbf{T} \) transformation. For any diagonal matrix \( \mathbf{X} \) and vectors \( \mathbf{a} \) and \( \mathbf{b} \),

\[\mathbf{T}(\mathbf{Xa} + \mathbf{b}) = \mathbf{XT}(\mathbf{a}) + \mathbf{T}(\mathbf{b}) \quad (6.14)\]

and

\[\mathbf{T}(\mathbf{a})\mathbf{1} = \mathbf{a}. \quad (6.15)\]

Given the properties in (6.14)-(6.15), one can simplify (6.13),

\[\mathbf{I} = -n\left(c\mathbf{K}(s)\mathbf{L}\left(3 + 2\gamma\mathbf{I} \right) - \frac{1}{s}\right) \quad (6.16)\]

or, equivalently,

\[\left(\mathbf{I}_n + 2c\mathbf{mK}(s)\mathbf{L}\gamma\right)\mathbf{I} = -n\left(c\mathbf{K}(s)\mathbf{L}\beta - \frac{1}{s}\right) \quad (6.17)\]

where \( \mathbf{I}_n \) is the identity matrix. This equation represents the dynamic response of the entire microgrid with the proposed tertiary controller and helps to tune the coefficient \( c \) and the controllers \( K_i(s) \) to achieve a stable system with satisfactory convergence speed.
6.2. Case Study

A 48 V DC distribution network, with the schematic shown in Fig. 6-2, is considered to study the performance of the proposed controller. Four sources in this system collectively supply one remote and four local loads through a resistive-inductive distribution system. Each source is a rectified voltage source driven by a buck converter that features two-tier control structure. The lower tier, the secondary/primary controller, uses the cooperative control approach introduced in [240]–[241] to tune the bus voltages and acquire desired load sharing. The inputs to these controllers are the loading ratios, $r_i$, to which proportion the controllers share the load among sources. The upper tier, the proposed tertiary controller, assigns appropriate loading ratios, $r_i$, to synchronize the incremental costs of the sources (generation units) and, thus, satisfy the optimal economic dispatch. Physical and control parameters of the underlying system is provided in the Appendix H.

The communication network, described in Fig. 6-2, uses a ring structure with bidirectional links. This network carries spanning trees and features a balanced Laplacian matrix and, thus, is a suitable choice for this study. Adjacency matrix of the communication graph is provided in the Appendix H.

Four different generation cost curves (see Fig. 6-4) are chosen for the sources. Second-order polynomials are used to generate the curves. These polynomials are provided in the Appendix H.

Figure 6-5 demonstrates the simulation results of the system. The tertiary controller was disabled for $t < 1.5$ s and, thus, all the loading ratios were one. Therefore the secondary/primary controllers have managed to equally share the total power demand among sources.
One can see in Fig. 6-5 (c) that the supplied currents match for $t < 1.5 \text{ s}$. However, as can be seen in Fig. 6-5(b), the sources are operating at different incremental cost values, i.e., different $\lambda$s, and therefore the microgrid is working under a non-optimal condition. The proposed controller has been activated at $t = 1.5 \text{ s}$. It can be seen in Fig. 6-5(c) that the controller has effectively rerouted the power flow from costly sources to the cheaper sources to reduce the total generation cost. Figure 6-5(b) shows that the controller has successfully synchronized the incremental costs and, accordingly, minimized the total generation cost, as exhibited in Fig. 6-5(d). Performance of the controller in response to step load change is studied when the remote load is changed at $t = 4 \text{ s}$ from $12 \Omega$ to $20 \Omega$. It is shown in Fig. 6-5(c) that the controller has preserved synchrony of the incremental cost of the sources to secure optimal dispatch.

6.3. Summary

Distributed Economic dispatch for DC distribution systems is studied. The proposed controller measures the local incremental cost and compares it with its neighbors’ to adjust its local loading ratio. Collectively, the controllers synchronize the incremental costs of the generation units across the microgrid and, thus, provide an optimal dispatch. Simulation results verify the performance of the proposed controller.
Figure 6-5 Simulation results of the underlying DC microgrid: a) bus voltages across the system, b) incremental costs for individual sources, c) supplied currents, d) total generation cost.

Future extensions of this work will consider experimental verifications and improvement of the control policy to handle non-convex cost functions.
Chapter 7

Conclusion and Future Works

This work offered alternative distributed control structures to improve microgrid reliability and help to the scalability of the power system. The research outcomes are outlined below:

- A cooperative distributed control policy is proposed that handles global voltage regulation and proportional load sharing in DC microgrids. A distributed adaptive droop control is offered as an alternative solution for distributed primary/secondary control for DC microgrids.

- A droop-free distributed control methodology is developed that secures primary/secondary control requirements of AC microgrids. It features a novel approach that handles frequency regulation without using any frequency measurement and, thus, provides a faster frequency regulation.

- A Distributed load demand management is explored for DC microgrids. It enhances loads into active loads by adding power buffers. A distributed controller is used to manage transient energy profile of the buffers and, accordingly, shape the transient power demanded from the distribution network.

- Distributed tertiary controller for managing economic dispatch is studied. A distributed protocol is proposed that regulates the incremental costs for all sources across the microgrid and, thus, provides the economic dispatch.

Future works may focus on developing distributed protocols for securing economic dispatch in AC systems. Further research may direct toward exploring
distributed optimization protocols for non-convex cost functions in both DC and AC microgrids.
Appendix A

Dynamic Consensus
Following lemmas need to be studied before studying the dynamic consensus:

**Lemma A.1 [54]:** Assume that the digraph $G$ has a spanning tree. Then, the Laplacian matrix $L$ has a simple eigen-value at the origin, i.e., $\lambda_1 = 0$, and other eigen-values lie in the Open Right Hand Plane (ORHP). In addition,

$$\lim_{t \to \infty} e^{-Lt} = w_r w_r^T,$$

(A.1)

where $w_r \in \mathbb{R}^{N \times 1}$ and $w_l \in \mathbb{R}^{N \times 1}$ are the right and left eigen-vectors of $L$ associated with $\lambda_1 = 0$, respectively. It should be noted that $w_l^T$ should be normalized with respect to $w_r$, i.e., $w_l^T w_r = 1$.

**Lemma A.2:** Assume that the digraph $G$ has a spanning tree and the Laplacian matrix, $L$, is balanced. Then,

$$\lim_{s \to 0} s(I_N + L)^{-1} = Q.$$

(A.2)

$$\lim_{s \to 0} L(sI_N + L)^{-1} = \lim_{s \to 0} (sI_N + L)^{-1}L = I_N - Q.$$  

(A.3)

where $Q$ is the averaging matrix defined in Subsection 2.3.1.

**Proof of Lemma A.2:** Assume a linear system of $\dot{x} = -Lx$ with $x(0) \neq 0$ and $x \in \mathbb{R}^{N \times 1}$.

One can write,

$$x(t) = e^{-Lt}x(0).$$

(A.4)

Or, equivalently, in the frequency domain,

$$X = (sI_N + L)^{-1}x(0).$$

(A.5)

Lemma A.1 ensures that $X$ is a type 1 vector, i.e., it has a single pole at the origin and all other poles lie in the OLHP. Thus, using the final value theorem,

$$\lim_{t \to \infty} x(t) = \lim_{s \to 0} sX = \left(\lim_{s \to 0} s(sI_N + L)^{-1}\right)x(0).$$

(A.6)

On the other hand, by using Lemma A.1, (A.4) yields to,

$$\lim_{t \to \infty} x(t) = \left(\lim_{t \to \infty} e^{-Lt}\right)x(0) = w_r w_r^T x(0).$$

(A.7)
For any Laplacian matrix \( L \) all row sums are equal to zero. Thus, \( w_r = 1 \). In addition, for any balanced \( L \), all column sums are also equal to zero. Thus, \( w_l = (1/N)1 \). Accordingly, (A.7) implies that,

\[
\lim_{t \to \infty} x(t) = Qx(0) .
\]

Comparing (A.6) to (A.8),

\[
\left( \lim_{s \to 0} s(I_N + L)^{-1} \right)x(0) = Qx(0) .
\]

Since (A.9) holds for all \( x(0) \neq 0 \), one may conclude (A.2). In addition,

\[
I_N = \lim_{s \to 0} (sI_N + L)(sI_N + L)^{-1} = \lim_{s \to 0} s(I_N + L)^{-1} + \lim_{s \to 0} L(sI_N + L)^{-1} .
\]

Comparing (A.2) with (A.10) concludes (A.3).

**Theorem A.1**: Assume that the communication graph \( G \), used in a cooperative control system, has a spanning tree and the associated Laplacian matrix, \( L \), is balanced. Then, using the observer in (2.7), all the estimated averages in \( \bar{v} \) converge to the true global average voltage.

**Proof of Theorem A.1**: Equation (2.34) shows the global dynamic of the microgrid, when the proposed controller is effective. It is assumed that the system parameters are, accordingly, designed to stabilize the microgrid. Thus, the resulting voltage vector, \( V \), is a type 1 vector.

Based on Lemma A.1, all poles of the term \( s(I_N + L)^{-1} \) lie in the OLHP. It should be noted that if \( \lambda_1 \) is an eigen-value of \( L \) then, \( s = -\lambda_1 \) is a pole of \( s(I_N + L)^{-1} \). The term \( s \) in \( s(I_N + L)^{-1} \) cancels the pole of \( (sI_N + L)^{-1} \) at the origin. Thus, (2.7) implies that \( \bar{v} \) is also a type 1 vector.

Since both \( V \) and \( \bar{v} \) are type 1, one may use the final value theorem,

\[
\lim_{t \to \infty} \bar{v}(t) = \lim_{s \to 0} s\bar{v} = \lim_{s \to 0} s(I_N + L)^{-1}(sV) .
\]

Using Lemma A.2,
\[ \lim_{t \to \infty} \nabla(t) = \lim_{s \to 0} s(I_s + L)^{-1} \times \lim_{s \to 0} (sV) = Q \times \lim_{t \to \infty} v = Q v^* = \left< v^* \right> L. \]  \hspace{1cm} (A.12)

Equation (A.12) implies that all estimations converge to the true global average voltage. In other words,

\[ \forall i : 0 \leq i \leq N, \quad \lim_{t \to \infty} \bar{v}_i(t) = \frac{1}{N} \sum_{j=1}^{N} v_i(t). \]  \hspace{1cm} (A.13)
Appendix B

Analysis of the Noise Cancellation Module
Following lemmas need to be studied before analyzing the noise cancellation module:

**Lemma B.1:** For a given matrix $A \in \mathbb{R}^{N \times N}$, if $I_N + A$ is invertible then,

$$
(I_N + A)^{-1} = I_N - A(I_N + A)^{-1} = I_N - (I_N + A)^{-1}A.
$$

(B.1)

*Proof of Lemma B.1:* For a given matrix $A \in \mathbb{R}^{N \times N}$,

$$
(I_N + A)^{-1} = (I_N + A)^{-1}(I_N + A) - (I_N + A)^{-1}A = I_N - (I_N + A)^{-1}A.
$$

(B.2)

**Lemma B.2:** For a given invertible matrix $A \in \mathbb{R}^{N \times N}$ if $I_N + A$ is invertible then,

$$
(I_N + A^{-1})^{-1} = A(I_N + A)^{-1} = (I_N + A)^{-1}A.
$$

(B.3)

*Proof of Lemma B.2:* For a given invertible matrix $A$,

$$
(I_N + A^{-1})^{-1} = (AA^{-1} + A^{-1})^{-1} = ((I_N + A)A^{-1})^{-1} = A(I_N + A)^{-1}.
$$

(B.4)

**Lemma B.3:** If $L$ is a balanced Laplacian matrix, $b > 0$, and $K = \text{diag}\{k_i\}$ has positive diagonal elements then, $L' = bLK^{-1}L$ is a balanced Laplacian matrix.

*Proof of Lemma B.3:* The matrix $L$ is said to be a Laplacian matrix if a communication graph exists with the associated Laplacian matrix $L$. Equivalently, a matrix is a Laplacian matrix if and only if $LL^\top = 0$. A Laplacian matrix is balanced if it has all column-sums of zero, i.e., $1^\top L = 0$. Let $L$ be a balanced Laplacian matrix and $L' = bLK^{-1}L$ then,

$$
L'1 = bLK^{-1}(L1) = 0,
$$

(B.5)

which implies that $L'$ is a Laplacian matrix. On the other hand,

$$
1^\top L' = b(1^\top L)K^{-1}L = 0,
$$

(B.6)

which shows that $L'$ is also balanced.

**Lemma B.4:** If $L$ is a balanced Laplacian matrix, $b > 0$, and $K = \text{diag}\{k_i\}$ has positive diagonal elements then,
\[
\lim_{s \to 0} \left( sI_N + (sI_N + bL)K^{-1}(sI_N + L) \right)^{-1} = Q. \quad (B.7)
\]
\[
\lim_{s \to 0} \left( I_N + s(sI_N + L)^{-1}K(sI_N + bL)K^{-1} \right)^{-1} = I_N - Q. \quad (B.8)
\]

**Proof of Lemma B.4:** Let \( L \) be a balanced Laplacian matrix, \( b > 0 \), and \( K = \text{diag}\{k_i\} \) has positive diagonal elements. Then,

\[
\lim_{s \to 0} \left( (sI_N + bL)K^{-1}(sI_N + L) \right) = bLK^{-1}L. \quad (B.9)
\]

Let’s define \( L' = bLK^{-1}L \). Then, using (B.9),

\[
\lim_{s \to 0} s \left( (sI_N + (sI_N + bL)K^{-1}(sI_N + L) \right)^{-1} = \lim_{s \to 0} \left( (sI_N + L') \right)^{-1}. \quad (B.10)
\]

Lemma B.3 ensures that \( L' \) is a balanced Laplacian matrix. Therefore, by applying Lemma A.2 (Equation (A.2)), one can write \( \lim_{s \to 0} (sI_N + L')^{-1} = Q \), which, together with (B.10), proves (B.7).

To study the second part of the Lemma, i.e., (B.8), one may note that for \( s \neq 0 \), \( sI_N + bL \) is invertible [63]. \( K \) is also invertible and \( K^{-1} = \text{diag}\{k_i^{-1}\} \). Let’s define,

\[
\Gamma \triangleq \left( I_N + s(sI_N + L)^{-1}K(sI_N + bL) \right)^{-1}. \quad (B.11)
\]

Using Lemma B.1,

\[
\Gamma = I_N - s(sI_N + L)^{-1}K(sI_N + bL)^{-1} \left( I_N + s(sI_N + L)^{-1}K(sI_N + bL)^{-1} \right)^{-1}. \quad (B.12)
\]

Lemma B.2 offers to further expand (B.12),

\[
\Gamma = I_N - s(sI_N + L)^{-1}K(sI_N + bL)^{-1} \frac{1}{s} (sI_N + bL)K^{-1}(sI_N + L) \times \left\{ I_N + \frac{1}{s} (sI_N + bL)K^{-1}(sI_N + L) \right\}^{-1}
\]

\[
= I_N - s(sI_N + (sI_N + bL)K^{-1}(sI_N + L))^{-1}. \quad (B.13)
\]

By applying Lemma B.4 (Equation (B.7)) to (B.13) one can conclude \( \lim_{s \to 0} \Gamma = I_N - Q \).

**Theorem B.1:** Assume that the communication graph \( G \), used in a distributed control system, has a spanning tree, and the associated Laplacian matrix, \( L \), is balanced.
Then, using the total observer in (2.21)–(2.23), all the estimated averages in $\mathbf{v}$ converge to the true global average voltage average.

**Proof of Theorem B.1:** For any $s \neq 0$, $\left( s \mathbf{l}_N + b \mathbf{l} \right)$ is invertible [63]. The integrator gain matrix, $\mathbf{K}$, is also invertible and $\mathbf{K}^{-1} = \text{diag}\{k_i^{-1}\}$. Thus, one can safely reformulate the total observer transfer function as,

$$
\mathbf{H}_\text{obs}^F = \left( \left( s \mathbf{l}_N + \mathbf{l} \right) + s \mathbf{K} \left( s \mathbf{l}_N + b \mathbf{l} \right)^{-1} \right) \left( \left( s \mathbf{l}_N + \mathbf{l} \right) + s \mathbf{K} \left( s \mathbf{l}_N + b \mathbf{l} \right)^{-1} - \mathbf{l} \right)
$$

$$
= \mathbf{I}_N - \left( \left( s \mathbf{l}_N + \mathbf{l} \right) + s \mathbf{K} \left( s \mathbf{l}_N + b \mathbf{l} \right)^{-1} \right)^{-1} \mathbf{l}
$$

$$
= \mathbf{I}_N - \left( \left( s \mathbf{l}_N + \mathbf{l} \right) \left( \mathbf{l}_N + s \left( s \mathbf{l}_N + \mathbf{l} \right)^{-1} \mathbf{K} \left( s \mathbf{l}_N + b \mathbf{l} \right)^{-1} \right)^{-1} \mathbf{l}
$$

$$
= \mathbf{I}_N - \left( \mathbf{l}_N + s \left( s \mathbf{l}_N + \mathbf{l} \right)^{-1} \mathbf{K} \left( s \mathbf{l}_N + b \mathbf{l} \right)^{-1} \right)^{-1} \left( s \mathbf{l}_N + \mathbf{l} \right)^{-1} \mathbf{l} \quad \text{(B.14)}
$$

Using Lemma A.2 (Equation (A.3)) and Lemma B.4 (Equation (B.8)), the total observer DC gain can be found,

$$
\lim_{s \to 0} \mathbf{H}_\text{obs}^F = \mathbf{I}_N - \left( \mathbf{l}_N - \mathbf{Q} \right)^2 = 2\mathbf{Q} - \mathbf{Q}^2 = \mathbf{Q} \quad \text{(B.15)}
$$

Therefore, for type 1 (DC and exponentially damping) disturbances, (2.21) yields to,

$$
\lim_{t \to \infty} \mathbf{v}(t) = \lim_{s \to 0} \mathbf{H}_\text{obs}^F \times \lim_{s \to 0} \left( s \mathbf{V} \right) + \lim_{s \to 0} \mathbf{H}_\infty \times \lim_{s \to 0} \left( s \mathbf{D} \right)
$$

$$
= \mathbf{Q} \times \lim_{t \to \infty} \mathbf{v} + \mathbf{0} = \mathbf{Q} \mathbf{v}^\\infty = \left( \mathbf{v}^\\infty \right) \mathbf{1} \quad \text{(B.16)}
$$

which proves the Theorem B.1.
Appendix C

Microgrid Parameters for Studies in Chapter 2
Each of the underlying buck converters has \( L = 2.64 \text{ mH} \) and \( C = 2.2 \text{ mF} \) and works with the switching frequency of \( F_s = 60 \text{ kHz} \). Transmission lines series impedances are \( Z_{12} = Z_{34} = Z_5 \) and \( Z_{25} = Z_{35} = 2Z_5 \), where the base impedance is \( Z_b = 0.5 + (50 \mu \text{H})s \). The circuit model of the line includes 22 nF of capacitance on either end. Impedances of the local loads are \( R_i = 30 \Omega \) and \( R_s = R_q = R_a = 20 \Omega \). Voltages of the (rectified) input DC sources are \( V_{s1} = V_{s4} = 80 \text{ V} \) and \( V_{s2} = V_{s3} = 100 \text{ V} \). The control parameters are as follow:

\[
\begin{bmatrix}
6 & 0 & 0 & 0 \\
0 & 3 & 0 & 0 \\
0 & 0 & 3 & 0 \\
0 & 0 & 0 & 6
\end{bmatrix},
\]

\[
I_{\text{rated}} = \begin{bmatrix}
0.5 & 0 & 0 & 0 \\
0 & 1.0 & 0 & 0 \\
0 & 0 & 1.0 & 0 \\
0 & 0 & 0 & 0.5
\end{bmatrix},
\]

\[
A_G = \begin{bmatrix}
0 & 90 & 0 & 110 \\
90 & 0 & 100 & 0 \\
0 & 100 & 0 & 120 \\
110 & 0 & 120 & 0
\end{bmatrix}, \quad b = 1, \quad c = 0.075,
\]

\[
G_p = \begin{bmatrix}
0.1 & 0 & 0 & 0 \\
0 & 0.09 & 0 & 0 \\
0 & 0 & 0.08 & 0 \\
0 & 0 & 0 & 0.11
\end{bmatrix}, \quad H = \begin{bmatrix}
6 & 0 & 0 & 0 \\
0 & 5 & 0 & 0 \\
0 & 0 & 5.4 & 0 \\
0 & 0 & 0 & 5.6
\end{bmatrix},
\]

\[
G_i = \begin{bmatrix}
1.1 & 0 & 0 & 0 \\
0 & 1 & 0 & 0 \\
0 & 0 & 1.2 & 0 \\
0 & 0 & 0 & 1.1
\end{bmatrix}, \quad G_p = \begin{bmatrix}
7 & 0 & 0 & 0 \\
0 & 7.4 & 0 & 0 \\
0 & 0 & 6.6 & 0 \\
0 & 0 & 0 & 7
\end{bmatrix},
\]

\[
K = \begin{bmatrix}
1 & 0 & 0 & 0 \\
0 & 2 & 0 & 0 \\
0 & 0 & 3 & 0 \\
0 & 0 & 0 & 4
\end{bmatrix}.
\]
Appendix D

Solution to the Quadratic Equation
Theorem D.1: Assume \( L \) is the Laplacian matrix of a communication graph with at least one spanning tree. If \( L \) is balanced then, the only solution to the quadratic equation \( x^T L x = 0 \) is \( x = k_1 \), where \( k \) is a real number.

**Proof of Theorem D.1:** The quadratic form, \( x^T L x \), is a real number. Thus,

\[
x^T L x = \left(x^T L x\right)^T = x^T L^T x = x^T \left(\frac{L + L^T}{2}\right) x.
\]

Let’s define the co-Laplacian matrix as \( \mathbf{L}_c \equiv \left(\mathbf{L} + \mathbf{L}^T\right)/2 \), which is a symmetric matrix. Assume \( \mathbf{L} = [l_{ij}] \in \mathbb{R}^{N \times N} \) and \( \mathbf{L}_c = [l_{ij}^c] \in \mathbb{R}^{N \times N} \). Then,

\[
\begin{aligned}
\ell_{ii}^c &= 2\ell_{ii} \geq 0, \\
\ell_{ij}^c &= \ell_{ij} + \ell_{ji} \leq 0, & \quad i \neq j
\end{aligned}
\]

Since the Laplacian matrix, \( \mathbf{L} \), is balanced,

\[
l_i = -\sum_{j \in \mathcal{N}_i} l_{ij} = -\sum_{j=1, j \neq i}^N l_{ij} = -\sum_{j=1, j \neq i}^N \ell_{ij}.
\]

Accordingly, one can formulate diagonal elements of the co-Laplacian matrix, \( \mathbf{L}_c \),

\[
l_i^c = -\sum_{j=1, j \neq i}^N \left(l_{ij} + l_{ji}\right) = -\sum_{j=1, j \neq i}^N l_{ij}^c = -\sum_{j=1, j \neq i}^N \ell_{ij}^c.
\]

The quadratic equation can be expanded using (D.4)

\[
x^T L x = \frac{1}{2} x^T \mathbf{L}_c x = \frac{1}{2} \sum_{i,j=1}^N x_i \ell_{ij}^c x_j
\]

\[
= \frac{1}{2} \sum_{i,j=1}^N x_i^2 \left(l_{ii}^c + 1\right) + \frac{1}{2} \sum_{i,j=1}^N x_i \ell_{ij}^c x_j
\]

\[
= -\frac{1}{2} \sum_{i,j=1}^N \left(\sum_{i,j=1}^N \ell_{ij}^c \right) x_i^2 + \frac{1}{2} \sum_{i,j=1}^N x_i \ell_{ij}^c x_j
\]

\[
= \frac{1}{2} \sum_{i,j=1}^N \left(x_i \ell_{ij}^c x_j - x_i^2 \ell_{ij}^c - x_j^2 \ell_{ij}^c + x_i \ell_{ij}^c x_j\right)
\]

\[
= -\frac{1}{2} \sum_{i,j=1}^N \ell_{ij}^c \left(x_i - x_j\right)^2 = 0
\]

where \( x = [x_1, x_2, \cdots, x_N]^T \). All off-diagonal entries of the co-Laplacian matrix, \( \mathbf{L}_c \), are non-positive. Thus, (D.5) holds if and only if for every two connected nodes, i.e., \( a_{ij} > 0 \), \( x_i = x_j \).
The communication graph has a spanning tree and, thus, has a root node, from which there exists a path to every other node. Assume that $v_i^k$ is the root node then, for any other node, $v_j^k$, one can find a sequence of nodes connecting $v_i^k$ to $v_j^k$,

$$v_i^k \rightarrow v_i^k \rightarrow \cdots \rightarrow v_j^k \rightarrow v_j^k. \quad (D.6)$$

Given that for every two connected nodes associated entries of the vector $x$ are equal, one can conclude

$$x_i = x_k = \cdots = x_i = x_j. \quad (D.7)$$

Thus, the vector $x$ has equal entries, i.e., $x = k \mathbf{1}$, where $k$ is a real number.
Appendix E

Microgrid Parameters for Studies in Chapter 3
Each of the underlying buck converters has \( L = 2640 \, \mu \text{H} \) and \( C = 2.2 \, \text{mF} \) and operates with \( F_s = 60 \, \text{kHz} \) switching frequency. Impedances of the transmission lines are \( Z_{z1} = Z_{z4} = Z_s \) and \( Z_{z5} = Z_{z8} = 2Z_s \), where the base impedance is \( Z_b = 0.5 + (50 \, \mu \text{H})s \). Impedances of the local loads are \( R_1 = 30 \, \Omega \) and \( R_2 = R_3 = R_4 = 20 \, \Omega \). Voltages of the (rectified) input sources are \( V_{s1} = V_{s4} = 100 \, \text{V} \) and \( V_{s2} = V_{s3} = 80 \, \text{V} \). The control parameters are as follow,

\[
\mathbf{I}_{\text{rated}} = \begin{bmatrix} 6 & 0 & 0 & 0 \\ 0 & 3 & 0 & 0 \\ 0 & 0 & 3 & 0 \\ 0 & 0 & 0 & 6 \end{bmatrix},
\]

\[
b = 0.5,
\]

\[
\mathbf{H}_p = \begin{bmatrix} 0.1 & 0 & 0 & 0 \\ 0 & 0.1 & 0 & 0 \\ 0 & 0 & 0.1 & 0 \\ 0 & 0 & 0 & 0.1 \end{bmatrix},
\]

\[
\mathbf{H}_l = \begin{bmatrix} 2.5 & 0 & 0 & 0 \\ 0 & 2.5 & 0 & 0 \\ 0 & 0 & 2.5 & 0 \\ 0 & 0 & 0 & 2.5 \end{bmatrix},
\]

\[
\mathbf{G}_p = \begin{bmatrix} 0.3 & 0 & 0 & 0 \\ 0 & 0.3 & 0 & 0 \\ 0 & 0 & 0.3 & 0 \\ 0 & 0 & 0 & 0.3 \end{bmatrix},
\]

\[
\mathbf{G}_l = \begin{bmatrix} 5 & 0 & 0 & 0 \\ 0 & 5 & 0 & 0 \\ 0 & 0 & 5 & 0 \\ 0 & 0 & 0 & 5 \end{bmatrix},
\]

\[
\mathbf{A}_c = \begin{bmatrix} 0 & 10 & 0 & 0 \\ 10 & 0 & 10 & 0 \\ 0 & 10 & 0 & 10 \\ 10 & 0 & 10 & 0 \end{bmatrix},
\]

\[
\mathbf{r}_0 = \begin{bmatrix} 0.5 & 0 & 0 & 0 \\ 0 & 1 & 0 & 0 \\ 0 & 0 & 1 & 0 \\ 0 & 0 & 0 & 0.5 \end{bmatrix}.
\]
Appendix F

Microgrid Parameters for Studies in Chapter 4
DC bus voltages that supply the inverter modules are all $V_{dc} = 650$ V. The filter inductors are identical and $L_{f1} = L_{f2} = 1.8$ mH, and the intermediate capacitor is $C_f = 25 \mu$F. The line impedance connecting busses $i$ and $j$ can be expressed as

$$Z_{ij} = R_{ij} + sL_{ij}$$

where,

$$\begin{align*}
R_{12} &= 0.8 \ \Omega, \\
L_{12} &= 3.6 \ \text{mH} \\
R_{21} &= 0.4 \ \Omega, \\
L_{23} &= 1.8 \ \text{mH} \\
R_{31} &= 0.7 \ \Omega, \\
L_{34} &= 1.5 \ \text{mH}
\end{align*}$$

The control parameters are,

$$\begin{align*}
\mathbf{p}_{\text{rated}} &= 1 \ \text{kW} \times \text{diag}\{1.6,1.6,0.8,0.8\} \\
\mathbf{q}_{\text{rated}} &= 1 \ \text{kVAR} \times \text{diag}\{0.6,0.6,0.3,0.3\}
\end{align*}$$

$$\mathbf{A}_6 = 1.5 \times \begin{bmatrix} 0 & 1 & 0 & 1 \\ 1 & 0 & 1 & 0 \\ 0 & 1 & 0 & 1 \\ 1 & 0 & 1 & 0 \end{bmatrix},$$

$$b = 2, \ c = 0.02,$$

$$\begin{align*}
\mathbf{G}_p &= 0.01 \times \mathbf{I}_4, \\
\mathbf{G}_1 &= 3 \times \mathbf{I}_4 \\
\mathbf{H}_p &= 0.005 \times \mathbf{I}_4, \\
\mathbf{H}_1 &= 2 \times \mathbf{I}_4
\end{align*}$$
Appendix G

Microgrid Parameters for Studies in Chapter 5
A. Power System Parameter

The underlying microgrid has three DC sources. Each source is modeled as a series connection of a voltage source and an internal resistance,

\[ V_{s1} = V_{s2} = V_{s3} = 50 \, \text{V}, \quad (G.1) \]
\[ r_{s1} = r_{s2} = r_{s3} = 0.1 \, \Omega. \quad (G.2) \]

Sources also carry \( LC \) filters with \( L = 500 \, \mu\text{H} \) and \( C = 2.2 \, \text{mF} \). Transmission line impedances are

\[ r_{49} = 0.2 \, \Omega, \quad (G.3) \]
\[ r_{58} = r_{39} = r_{69} = 0.3 \, \Omega. \quad (G.4) \]
\[ r_{18} = 0.35 \, \Omega, \quad (G.5) \]
\[ r_{17} = r_{27} = r_{37} = 0.5 \, \Omega, \quad (G.6) \]
\[ r_{67} = 0.6 \, \Omega. \quad (G.7) \]

Identical converters are used for the three active loads; they share identical power buffer designs and also identical buck converters. The converter components and parasitic elements are listed in Tables G.1 and G.2.

B. Control Parameter

Power buffers share identical controller

\[ G_i(s) = \frac{0.15s^2 + 7.5s}{s^2 + 5s + 5}. \quad (G.8) \]

The control matrices \( k_p \) and \( k_v \) are

\[ k_p = \begin{bmatrix} 0.11 & 0 & 0.05 \\ 0 & 0.11 & 0.05 \\ 0.07 & 0.07 & 0.1 \end{bmatrix}, \quad k_v = \begin{bmatrix} 0.1 & 0 & 0.1 \\ 0 & 0.1 & 0.1 \\ 0.07 & 0.07 & 0.1 \end{bmatrix}. \quad (G.9) \]
Table G-1 Boost Converter (Power Buffer) Component Values

<table>
<thead>
<tr>
<th>Component Description</th>
<th>Symbol</th>
<th>Quantity</th>
<th>Unit</th>
</tr>
</thead>
<tbody>
<tr>
<td>Converter input inductor</td>
<td>$L$</td>
<td>4.00</td>
<td>mH</td>
</tr>
<tr>
<td>Converter output capacitor</td>
<td>$C$</td>
<td>4.4</td>
<td>mF</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Parasitic Element</th>
<th>Symbol</th>
<th>Quantity</th>
<th>Unit</th>
</tr>
</thead>
<tbody>
<tr>
<td>Converter input inductor ESR</td>
<td>$r_L$</td>
<td>520</td>
<td>mΩ</td>
</tr>
<tr>
<td>Converter output capacitor ESR</td>
<td>$r_C$</td>
<td>25</td>
<td>mΩ</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Control Parameter</th>
<th>Symbol</th>
<th>Quantity</th>
<th>Unit</th>
</tr>
</thead>
<tbody>
<tr>
<td>Switching frequency</td>
<td>$F_{sw}$</td>
<td>50</td>
<td>kHz</td>
</tr>
<tr>
<td>Proportional gain (voltage controller)</td>
<td>$k_p$</td>
<td>0.005</td>
<td>---</td>
</tr>
<tr>
<td>Integral gain (voltage controller)</td>
<td>$k_i$</td>
<td>0.5</td>
<td>---</td>
</tr>
<tr>
<td>Rated output voltage</td>
<td>$V_{rated}$</td>
<td>100</td>
<td>V</td>
</tr>
</tbody>
</table>

Table G-2 Buck Converter and LC Filter Component Values

<table>
<thead>
<tr>
<th>Component Description</th>
<th>Symbol</th>
<th>Quantity</th>
<th>Unit</th>
</tr>
</thead>
<tbody>
<tr>
<td>LC filter inductor</td>
<td>$I_{filter}$</td>
<td>300</td>
<td>µH</td>
</tr>
<tr>
<td>LC filter capacitor</td>
<td>$C_{filter}$</td>
<td>2.2</td>
<td>mF</td>
</tr>
<tr>
<td>Converter output inductor</td>
<td>$L$</td>
<td>2.65</td>
<td>mH</td>
</tr>
<tr>
<td>Converter output capacitor</td>
<td>$C$</td>
<td>2.2</td>
<td>mF</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Parasitic Element</th>
<th>Symbol</th>
<th>Quantity</th>
<th>Unit</th>
</tr>
</thead>
<tbody>
<tr>
<td>LC filter inductor ESR</td>
<td>$r_{L_{filter}}$</td>
<td>100</td>
<td>mΩ</td>
</tr>
<tr>
<td>LC filter capacitor ESR</td>
<td>$r_{C_{filter}}$</td>
<td>50</td>
<td>mΩ</td>
</tr>
<tr>
<td>Converter output inductor ESR</td>
<td>$r_L$</td>
<td>520</td>
<td>mΩ</td>
</tr>
<tr>
<td>Converter output capacitor ESR</td>
<td>$r_C$</td>
<td>50</td>
<td>mΩ</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Control Parameter</th>
<th>Symbol</th>
<th>Quantity</th>
<th>Unit</th>
</tr>
</thead>
<tbody>
<tr>
<td>Switching frequency</td>
<td>$F_{sw}$</td>
<td>50</td>
<td>kHz</td>
</tr>
<tr>
<td>Proportional gain</td>
<td>$k_p$</td>
<td>0.007</td>
<td>---</td>
</tr>
<tr>
<td>Integral gain</td>
<td>$k_i$</td>
<td>0.7</td>
<td>---</td>
</tr>
<tr>
<td>Output voltage set point</td>
<td>$V_{set}$</td>
<td>48</td>
<td>V</td>
</tr>
</tbody>
</table>
Appendix H

Microgrid Parameters for Studies in Chapter 6
A. Power System Parameter

Each of the underlying buck converters has $L = 2.64 \text{ mH}$ and $C = 2.2 \text{ mF}$ and works with the switching frequency of $F_s = 60 \text{ kHz}$. Transmission lines series impedances are $Z_{12} = Z_{34} = Z_b$ and $Z_{25} = Z_{35} = 2Z_b$, where the base impedance is $Z_b = 0.5 + (50 \mu \text{H})s$. Impedances of the local loads are $R_1 = 30 \Omega$ and $R_2 = R_3 = R_4 = 20 \Omega$. Generation cost function are formulated as:

$$C_1(i_1) = 0.2 + 0.1i_1 + 0.08i_1^2$$  \hspace{1cm} (H.1)

$$C_2(i_2) = 0.4 + 0.25i_2 + 0.19i_2^2$$  \hspace{1cm} (H.2)

$$C_3(i_3) = 0.2 + 0.12i_3 + 0.1i_3^2$$  \hspace{1cm} (H.3)

$$C_4(i_4) = 0.4 + 0.18i_4 + 0.14i_4^2$$  \hspace{1cm} (H.4)

B. Control Parameter

The adjacency matrix of the communication graph is:

$$A_g = \begin{bmatrix}
0.0 & 9.0 & 0.0 & 11 \\
9.0 & 0.0 & 10 & 0.0 \\
0.0 & 10 & 0.0 & 12 \\
11 & 0.0 & 12 & 0.0
\end{bmatrix}$$  \hspace{1cm} (H.5)

The coefficient that adjusts the convergence speed is $c = 0.02$. The controller matrix is:

$$K(s) = \begin{bmatrix}
0.1 + 7/s & 0.0 & 0.0 & 0.0 \\
0.0 & 0.09 + 7.4/s & 0.0 & 0.0 \\
0.0 & 0.0 & 0.08 + 6.6/s & 0.0 \\
0.0 & 0.0 & 0.0 & 0.11 + 7/s
\end{bmatrix}$$  \hspace{1cm} (H.6)
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