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Abstract 

A NUMERICAL STUDY OF MICROFLUIDIC DROPLET MOTIONS IN PARALLEL-

PLATE ELECTROWETTING-ON-DIELECTRIC (EWOD) DEVICES 

Yin Guan, PhD 

 

The University of Texas at Arlington, 2015 

 

Supervising Professor: Albert Y. Tong 

Microscale water droplet motions in parallel-plate electrowetting-on-dielectric 

(EWOD) devices including transport, splitting, merging and dispensing have been 

numerically studied. The transient governing equations for the microfluidic flow are solved 

by a finite volume scheme with a two-step projection method on a fixed computational 

domain. The interface between liquid and gas is tracked by a coupled level set and 

volume-of-fluid (CLSVOF) method. A continuum surface force (CSF) model is employed 

to model the surface tension at the interface. Contact angle hysteresis which is an 

essential component in EWOD modeling is implemented together with a simplified model 

for the viscous stresses exerted by the two plates at the solid-liquid interface.  

The accuracy of the numerical model has been validated with published 

experimental data and excellent agreement has been achieved between the numerical 

and experimental results for all four operations. The physics of droplet motions within the 

parallel-plate EWOD devices has been thoroughly examined. For the transport process, 

special attention has been focused on some localized areas near the ON/OFF electrode 

border where the transport process is primarily influenced. A dimensionless curvature 

has been introduced and a critical value has been identified beyond which the droplet 

would split during the transport. A parametric study has been performed in which the 

effects of several crucial parameters including initial droplet shape, static contact angles, 



v 

contact angle hysteresis, viscous stress, channel height and electrode size on the 

transport process have been revealed. For the splitting and merging processes, a 

parametric study has been performed in which the effects of channel height and droplet 

physical properties on the droplet motions have been investigated. The dispensing 

process of micro droplets in parallel-plate EWOD devices with various reservoir designs 

has been simulated. The dispensing mechanism has been carefully examined and 

droplet volume inconsistency for each design has been investigated. Several key 

elements which directly affect volume inconsistency have been identified. 
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Chapter 1  

Introduction 

 

1.1 Motivation 

The concept of digital microfluidics emerged in the 1990s and it has experienced 

rapid development due to the remarkable progress of various advanced 

microelectromechanical systems (MEMS) and Lab-on-a-chip (LOC) devices [1-3]. 

Numerous well-designed microfluidic devices have been developed to deliberately 

manipulate the liquid motion at the microscale. Over the past few decades, the 

investigation of microfluidic liquid behavior has become a popular scientific research field 

in which the study of discrete droplet motion in microfluidic devices has considerably 

developed as a significant component of digital microfluidic applications. 

For droplets in microscale, surface tension force becomes much more dominant 

than other physical forces such as inertial force, viscous stress, gravity force etc. The 

surface tension force can be used as the driving mechanism of droplet motion in which it 

plays the most significant role in the overall fluid behavior. During the past ten years, a 

number of physical mechanisms have been successfully employed to alter the surface 

tension force at the gas-liquid interface, which consequently creates a pressure 

difference across the droplet boundary and serves as the driving force for the droplet 

motion. These mechanisms include electrostatic force [4], thermocapillary effect [5, 6], 

electrochemical gradient [7], dielectrophoresis [8], magnetic field [9] and electrowetting 

effect [10, 11]. 

The use of electrowetting effect as the driving mechanism for microfluidic droplet 

motion arose in the early 2000s. Electrowetting refers to the phenomenon whereby the 

wetting property of a conductive liquid droplet is modified with an applied electrical field at 
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the triple contact line [12-16]. This innovative technique has been widely applied in 

various micro droplet operations such as transport, splitting, merging and dispensing [2, 

10, 11, 17-22], liquid lifting along a vertical column [23], droplet spreading on single-plate 

EWOD device [24, 25] etc. Advanced applications such as microinjection [26] and mass 

spectrometry [27] are other examples of its outstanding versatility. It has been discovered 

that the effectiveness of electrowetting devices can be improved by coating the bottom 

electrodes with a thin dielectric layer [28-30], which leaded to the increasing utilization of 

electrowetting-on-dielectric (EWOD) devices on microfluidic droplet motions in recent 

years. In fact, EWOD device has been proven to be an extremely versatile tool and one 

of the most flexible physical techniques to control the fluid in the microscale since it is 

capable of manipulating tiny droplet solely by applying appropriate amount of electrical 

charges at the droplet boundary. With the help of EWOD device, a great deal of effort in 

constructing complicated physical parts and other micromechanical structures can be 

saved by simply building single circuit boards and controlling the chips with 

programmable electric signals.  

However, even though the studies of EWOD-based microfluidic droplet motions 

have been conducted for years, the important physics involved in the droplet behavior is 

still not fully understood. Specifically, very few explanations have been offered for the 

commonly observed phenomena, such as the droplet splitting during the transport when 

the electrical voltage is sufficiently high; the droplet displaying different shapes during the 

transport as the channel height varies; a satellite droplet formed at the end of the splitting 

process when the channel height is too small; better droplet volume uniformity achieved 

in some dispensing devices than in others etc. Due to the fact that the droplet 

experiences rapid displacements and complicated geometrical changes which occur on 

scale of space and time that are difficult and may even be impossible to perform, it is 
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often challenging to perform experimental study to capture clear droplet motion images at 

crucial time instants. Other issues including arduous work of EWOD system fabrications 

and droplet volume measurement are also impediments to exploring the mechanism of 

droplet motions. Numerical methods, on the other hand, can provide vital information 

such as the pressure and velocity profiles within the liquid at crucial time instants, which 

may serve as an excellent alternative for systematically analyzing the droplet behavior. 

Moreover, clear droplet image and reliable volume data can be directly extracted from the 

numerical results, which are not readily available in experiments or other means. 

The objective of the present study is to numerically investigate four fundamental 

microfluidic motions in parallel-plate EWOD devices which include droplet transport, 

splitting, merging and dispensing from a large liquid reservoir. The results obtained from 

the numerical simulations are compared with the corresponding experimental data 

reported in the literature [20, 31]. The fluid dynamics and physics of droplet motions are 

thoroughly examined. A parametric study is performed for transport, splitting and merging 

processes in which the effects of several key parameters on droplet motions are 

investigated. The dispensing mechanism is carefully examined for three different 

reservoir designs. The volume inconsistency of generated droplets is studied for each 

design and several key elements which directly affect volume inconsistency are 

identified. 

 

1.2 Organization of Thesis 

This thesis is organized as followed. In Chapter 2, the development of 

fundamental electrowetting-induced microfluidic droplet motions over the last decade is 

briefly reviewed. The physics of microfluidic droplet motions in parallel-plate EWOD 

device is described in Chapter 3. A literature review of interface tracking methods and 
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surface tension modeling techniques is provided in Chapter 4. Mathematical formulations 

of the current numerical EWOD model are presented in Chapter 5 in which the governing 

equations, interface tracking schemes, surface tension modeling algorithms and the 

implementation of contact angle hysteresis effect are discussed. In Chapter 6, the 

numerical results of all four droplet operations are reported in conjunction with the 

comparison between the numerical results and the corresponding experimental data. The 

physics of droplet motions is fully examined and the effects of several key parameters on 

the droplet behavior are demonstrated. Finally, conclusions and some potential future 

research topics are given in Chapter 7.  
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Chapter 2  

Electrowetting-induced Microfluidic Droplet Operations 

 

2.1 Droplet Transport 

Experimental studies of droplet transport in parallel-plate electrowetting-based 

microfluidic systems have been carried out over the last decade [10, 11, 17, 31-34]. 

Pollack et al. [32] performed a preliminary experimental study on electrowetting-induced 

discrete micro droplet transport using KCl solution as the working liquid. It was found that 

a voltage larger than 30V was required to initiate the droplet movement and the voltage 

was mainly used to overcome the contact angle hysteresis effect. Pollack et al. [10] 

extended that study to four fundamental micro droplet operations including transport, 

splitting, merging and dispensing with the same liquid and LOC devices. The transport 

process was successfully conducted with an average velocity exceeding 100mm/s 

obtained at about 60V beyond which the droplet was found to split during the transport. 

Cho et al. [11] later conducted experiments on deionized (DI) water droplet transport in a 

parallel-plate EWOD device. Micro droplets were transported after being dispensed from 

a large liquid reservoir. It was discovered that the minimum voltage for initiating the 

droplet motion was only 18V and that the average transport speed could go up to 

250mm/s with a higher AC voltage. Recently, Yaddessalage [31] carried out EWOD-

based droplet transport experiments in a parallel-plate LOC device with DI water as the 

working liquid. The effect of several parameters including working surface smoothness, 

electrode size and electrode geometry on the transport speed were examined. It was 

found that the transport speed was dependent on the working surface material and that a 

larger transport speed could be obtained when the electrode had a larger size or when 

the electrode was separated into several strips with equal size.  
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Due to the great difficulty of conducting experiments at such small scales, micro 

droplet transport process in parallel-plate electrowetting device has also been simulated 

with a number of numerical models [22, 35-40]. Mohseni et al. [36] carried out numerical 

simulations of droplet transport in parallel-plate microchannels with the gas-liquid 

interface tracked by the Volume-of-Fluid (VOF) method. It was reported that the transport 

speed increased as the channel height became smaller and that the droplet would split 

during the transport if the actuation voltage was sufficiently high. An energy-based 

computational algorithm was formulated by Bahadur and Garimella [37] for studying the 

droplet motion in parallel-plate electrowetting-based fluid actuation systems. It was found 

that the transport speed was significantly affected by the actuation voltage but had 

negligible dependence on the channel height. A coupled-electro-hydrodynamic numerical 

scheme was developed by Arzpeyma et al. [38] for investigating the transport process 

induced by the electrowetting force. It was shown that the contact angle hysteresis was 

essential for the modeling accuracy and that the transport speed increased with the 

applied voltage. Keshavarz-Motamed et al. [40] recently performed a computational study 

on droplet transport process in parallel-plate microchannels with a molecular-kinetic 

energy model. The dynamic behavior of the triple contact line was investigated and the 

dynamic contact angles during the transport process were calculated. It was discovered 

that on average both the advancing and receding contact angles had a deflection of 8° 

compared to the static contact angle.  

Several analytical models were also proposed for examining electrowetting-

based fluid behavior in parallel-plate microfluidic devices [20, 37, 41]. Governing 

equations of the droplet motion were theoretically derived with the effects of electrical 

voltage, viscous stress, contact angle hysteresis, contact line friction force and other 

relevant terms included. 
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2.2 Droplet Splitting 

Unlike the droplet transport process in which only two electrodes are required, 

droplet splitting takes at least three electrodes to perform. In the initial condition, a droplet 

is often placed at the center of the middle electrode with part of the liquid occupying the 

side electrodes symmetrically. As soon as the side electrodes are activated 

simultaneously, the droplet interface keeps moving sideways until the droplet is split into 

two smaller ones with similar sizes staying on the activated electrodes. 

Droplet splitting is also one of the fundamental microfluidic operations which 

have been studied for years. Pollack et al. [10] were among the early researchers who 

conducted experiments on controlled droplet splitting process in a parallel-plate LOC 

device based on the electrowetting effect. The same experiments were later carried out 

by Cho et al. [11] with similar results reported. It was discovered that the splitting process 

became more difficult with smaller electrode size and that the droplet failed to split when 

the channel height was increased to 0.3mm. The physics of splitting process was 

theoretically analyzed by investigating the pressure difference across the droplet 

boundary and the explanation for the failure of splitting was subsequently provided. 

Inspired by Pollack et al. [10] and Cho et al. [11], Jang et al. [17] performed both 

numerical simulations and experiments for droplet splitting with good agreement 

achieved between the numerical and experimental results. Walker and Shapiro [19] 

numerically modeled the splitting process in a parallel-plate EWOD device with the level 

set method and demonstrated that contact angle saturation and hysteresis were essential 

for matching the shape and time scale of the simulation with the experiment. Walker et al. 

[20] extended that study with an improved numerical formulation which included a contact 

line force threshold model for the contact line hysteresis and pinning effects. The splitting 
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processes of both water and glycerin droplets were numerically performed which showed 

good agreement with the prior experimental data.  

 

2.3 Droplet Merging 

Another crucial branch of parallel-plate electrowetting-based microfluidic droplet 

operations is droplet merging. The investigation of the merging process is very essential 

for the broad microfluidic droplet applications, especially for the biomedical fields in which 

the mixing of micro biomedical essays is practically a daily task. Similar to the splitting 

process, droplet merging takes at least three electrodes to perform. Initially, two droplets 

are often placed symmetrically on the left and right electrodes with part of its volume 

occupying the electrode in the middle. As soon as the middle electrode is activated, the 

droplets move towards each other until they collide and merge into a large one. In 

general, the merging process consists of a droplet transport process in which the two 

droplets have no impact on each other and a subsequent merging process as soon as 

the two droplets collide. It is understood that the shape and speed of the two droplets at 

the moment of collision play a significant role in the merging process including the 

merging speed as well as the final shape of merged droplet. 

The investigations of droplet merging process are often conducted and reported 

together with the splitting operations due to the similarities of their experimental devices 

and microfluidic behavior. However, the studies of merging process are relatively scarce 

in the literature compared to the other three operations. In recent years, experiments of 

micro droplet merging process induced by the electrowetting effect have been 

successfully carried out with a variety of electrowetting-based LOC systems [10, 11, 17, 

20]. Walker et al. [20] conducted a numerical study on water droplet merging process in 

which the fluid dynamics of the droplet are modeled by the Hele-Shaw type of equations 
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[42] with the contact line hysteresis and pinning effects accounted for by a contact line 

force threshold model. The results obtained from the numerical simulations demonstrated 

excellent agreement with the experimental data.  

 

2.4 Droplet Dispensing 

Microfluidic droplet operations with high volume precision is of paramount 

importance for many scientific applications such as chemical synthesis, compound 

separation, drug discovery and quantitative analysis of biomedical assays [43, 44]. The 

volume precision of a series of micro droplets can be evaluated by droplet volume 

inconsistency, which is also referred to as droplet volume reproducibility in some 

literature [41, 43, 45] and defined as the ratio of the standard deviation of a series of 

droplets to their mean value. It was reported that the inconsistency is preferably between 

±5% and needs to be controlled to within ±2% or even less for some particular biomedical 

requirements [43].  

As one of the fundamental microfluidic droplet operations, the investigation of 

droplet dispensing, which refers to the process of aliquoting a larger volume of liquid into 

smaller unit droplets for further actions, has been carried out for years due to the 

increasing demand for droplet volume uniformity [2, 10, 11, 17, 18, 21, 41, 45-47]. 

Pollack et al. [10] were among the early researchers who conducted experiments 

on micro droplet dispensing in parallel-plate electrowetting-based LOC systems. It was 

shown that droplets of similar sizes were generated from a large sample drop in the 

reservoir. Similar dispensing experiment was later performed by Cho et al. [11] with 

deionized (DI) water as the working liquid. Droplets were successfully dispensed from a 

liquid reservoir in a parallel-plate EWOD device which consists of two small electrodes 

alongside the main dispensing path. It was found that without these two side electrodes 
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the pinch-off location would not be fixed and the droplet sizes would consequently not be 

consistent. An experimental method combining electrowetting actuation and built-in 

capacitance feedback was developed by Ren et al. [41] for droplet dispensing from a self-

contained LOC device using KCl solution as the working liquid. Smaller volume 

inconsistency was obtained compared to devices without capacitance feedback and the 

inconsistency was found to increase with droplet viscosity and production rate. Berthier et 

al. [45] numerically modeled droplet dispensing process based on the surface energy 

minimization approach. It was demonstrated that decent volume inconsistency could be 

achieved when the cutting and generating electrodes were of the same size. Fair [2] 

summarized the recent development of electrowetting-based digital microfluidics and 

LOC applications. The dispensing mechanism was also examined by investigating the 

pressure differences across the liquid boundary at critical dispensing stages. It was 

reported that fewer cutting electrodes were needed for successful dispensing when the 

device had a smaller channel height and a larger generating electrode size. A real-time 

feedback control EWOD system was developed by Gong and Kim [18] for on-chip droplet 

dispensing experiments, in which droplet uniformity was notably improved compared to 

devices with external pump or open loop control system. Wang et al. [21] studied water 

droplet dispensing from an EWOD-based microfluidic device. It was illustrated that the 

length of the neck in the cutting stage played a significant role in the volume of generated 

droplet. Thus, smaller volume inconsistency could be acquired when the cutting electrode 

was of a small size. Yaddessalage [31] recently carried out experimental studies on micro 

droplet dispensing from parallel-plate EWOD devices with three different reservoir 

designs. It was reported that better volume uniformity could be achieved by shortening 

the length of the neck in the cutting stage. 
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Chapter 3  

Microfluidic Droplet Motion in Parallel-plate EWOD Device 

 
3.1 Parallel-plate EWOD Device 

Electrowetting-on-dielectric (EWOD) device consists of a configuration in which 

the working liquid and actuation electrodes are separated by an insulating layer. A typical 

experimental parallel-plate EWOD device is given in Figure 3-1 and the schematics of the 

top and cross-sectional views of a parallel-plate EWOD device are shown in Figure 3-2. 

Note that the figure is not to scale with a much narrower channel height in the actual 

device. It consists of two parallel plates with the droplet sandwiched in between. The top 

electrode is one whole piece which remains grounded at all time while the two disjointed 

square-shaped electrodes at the bottom can be switched ON and OFF independently as 

needed. 

There are two thin layers one each on the top and bottom plates which are used 

as the hydrophobic coating between the working liquid and electrodes. These 

hydrophobic layers are often manufactured with low-energy solid surfaces such as 

Cytop® and Teflon® due to their property of displaying low contact angle hysteresis 

values for various kinds of liquid. In other words, liquid motion can be easily initiated with 

a low electrical actuation on these surfaces.  

The dielectric layer on the bottom plate is a thin insulating film which separates 

the hydrophobic layer from the bottom electrodes and sustains the high electric field at 

the surface. A thin dielectric layer with high dielectric constant is generally preferred in 

order to lower the initiating voltage for droplet motion. It has been discovered that the 

electrowetting device embedded with a dielectric layer allows a larger contact angle 

change upon the application of electrical voltage and has excellent reversibility and 
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compatibility compared to the traditional device in which the droplet is in direct contact 

with the conductive surface. More details about the parallel-plate EWOD device can be 

found in [11, 14, 30, 31, 48]. 

 

3.2 Contact Angle Actuation 

When a liquid droplet is placed on a plane surface, the relation between the 

equilibrium contact angle   and the surface tensions at the three-phase contact line is 

given by the Young's equation: 

 

                                                               (3-1) 

 

where subscripts SG, SL and LG denote solid-gas, solid-liquid and liquid-gas interfaces, 

respectively. This is basically a result of force balance at the triple contact line which was 

discovered by Lippmann over a century ago [12]. It was found that the capillary force at 

the solid-liquid interface can be modified by the application of electrostatic charges at the 

liquid boundary. This modified surface tension at the interface is given by the Lippmann 

equation as: 

 

   ( )     |   
 

 

 
                                                (3-2) 

 

where   is the specific capacitance of the dielectric layer and   the applied voltage. This 

electro-capillary phenomenon was not put into practice in electrowetting until Matsumoto 

and Colgate [49] who designed a microelectrical device and studied the microactuation 

for fluid systems driven by electrical control of surface tension. This electromechanical 

effect was later substantiated by various applications of EWOD systems over the last 
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decade. By incorporating Equations (3-1) and (3-2), it can be shown that the contact 

angle   at the three-phase contact line is reduced by the addition of an electrical potential 

which leads to the Young-Lippmann's equation given by [11, 14, 17, 37]: 

 

    ( )        
   

     
                                            (3-3) 

 

where   is the contact angle at the triple contact line with non-zero electrical potential,    

the equilibrium contact angle with zero potential,    the permittivity of vacuum,   the 

dielectric constant of the dielectric layer and   the thickness of the dielectric layer.  

 

3.3 Contact Angle Saturation 

The Young-Lippmann equation is reasonably accurate in predicting the contact 

angle at low voltage. However, it has been discovered that the equation fails after the 

voltage reaches a certain threshold beyond which the contact angle   demonstrates only 

little variation. This effect is referred to as contact angle saturation and has been 

discussed in a variety of electrowetting problems [11, 14, 24, 50-52]. An example of the 

contact angle saturation is shown in Figure 3-3, which displays a contact angle saturation 

of about 80° at around 22V.  

To date, no consensus has been reached about the mechanism of contact angle 

saturation. A number of explanations have been given for this interesting phenomenon in 

which the real contact angles deviate from the predicted values from the Young-

Lippmann equation when a voltage exceeding the critical value is applied [50, 53-56]. 

Vallet et al. [53] discovered that for the liquid with low conductivity the triple contact line 

was not stable at high voltage, which leaded to the formation of satellite droplets at the 

neighborhood of the triple contact line and consequently the saturation effect. The same 
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phenomenon was also observed by Mugele and Herminghaus [54] who reproduced the 

experiment with mixtures of water and glycerol. It was reported that the balance between 

the surface tension force and the electrostatic repulsion would be upset if the voltage was 

greater than the threshold value, which caused the formation of satellite droplets. 

Verheijen and Prins [55] presented that the surface of insulating layers were 

charged when the electrical voltage exceeded the threshold value. As a result, the 

immobilized charge carriers in the insulating layers would partially screen the activated 

field from the electrode, which finally resulted in a saturated contact angle formed at the 

triple contact line. Based on this concept, a modified contact angle actuation equation 

was derived where the effect of the potential of trapped charge layer outside the droplet 

was included. Another explanation was given by Pekov et al. [56] who claimed that 

Equation (3-3) would lose its accuracy when the effective surface tension at the solid-

liquid interface    
    approached zero since the droplet interface was supposed to have 

positive energy to remain stable under any circumstance. Shapiro et al. [50] conducted a 

numerical study on the equilibrium shape of a liquid droplet on a single-plate EWOD 

device under the effect of applied electrical fields. It was found that the observed 

saturation phenomenon came from the increase of potential drop within the droplet when 

the contact angle decreased at the triple contact line.  

Recently, Papathanasiou and his coworkers [57-59] carried out a series of 

investigations on diverging electric fields in the vicinity of triple contact line. It was 

demonstrated that the volume elements in dielectric layer would become conductive 

when the local electrical field was greater than the breakdown field strength of the 

material. When the voltage exceeded the critical value, a finger-like structure would be 

formed at the surface of insulating layer, which screened the electrical charges and 

consequently suppressed the electrical force at the triple contact line. It was claimed that 
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this explanation appeared to correctly capture the essence of contact angle saturation 

[51]. 

All the explanations given above were found to apply favorably on particular 

experimental data but exhibited some unresolved aspects or their own limitations. The 

mechanism of contact angle saturation has still not received broad acceptance and a 

more general explanation is needed to be discovered in the future. 

 

3.4 Electrowetting-induced Pressure Force 

Since the contact angle at the triple contact line can be modified by applying 

electrical potential at the droplet boundary, this will alter the droplet surface curvature and 

consequently the surface tension induced pressure at the gas-liquid interface according 

to the Young-Laplace equation [60]: 

 

      (      )                                                 (3-4) 

  

where    is the surface tension induced pressure at the gas-liquid interface,     and    

the mean curvatures on the x-y plane and along the z-direction, respectively. Since the 

channel height is very small compared to the device dimension, the gas-liquid interface in 

the z-direction can be approximated as circular which yields 

 

   
(            )

 
                                                    (3-5) 

 

where    and    are the contact angles at the top and bottom plates, respectively and   

the channel height between the two parallel plates. See Figure 3-2. Note that    is always 

constant since the top electrode is grounded, but    varies according to Equation (3-3). 



16 

Combination of Equations (3-4) and (3-5) gives the pressure difference at the droplet 

boundary across the ON and OFF regions as, 

 

            (
                  

 
               )                     (3-6) 

 

As shown in Figure 3-4, when electrical charges are applied on one side of 

droplet, the surface tension at the interface is reduced due to the decreased contact 

angle      . This reduced surface tension on the electro-wetted side of the droplet leads 

to an imbalanced pressure force which moves the droplet from the OFF to the ON side. 

In the present study, a dimensionless curvature  ̃ is introduced, which is defined 

as, 

 

 ̃  
   

   
                                                           (3-7) 

 

where     is given by 

 

                                                               (3-8) 

 

       and       are the z-curvatures of the gas-liquid interfaces on the OFF and ON 

electrodes, respectively (Figure 3-4). By incorporating the definition of     and Equation 

(3-5),  ̃ becomes 

 

 ̃  
 

 
(                  )                                          (3-9) 
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where   is the radius of the circular droplet in the x-y plane in the initial condition (Figure 

3-2). According to Equation (3-7),  ̃ represents the relative significance between     and 

    in a particular droplet operation, i.e., a larger value of  ̃ represents that     has a 

more dominant effect than     in the droplet motion. 

 

3.5 Contact Angle Hysteresis 

An essential element in EWOD modeling is contact angle hysteresis, which 

refers to the difference in contact angles between the advancing and receding ends when 

the droplet is in motion [14, 33, 48, 61-63]. As shown in Figure 3-5, a unique contact 

angle   , referred to as the static contact angle, is formed at the triple contact line when 

the drop is stationary on a flat plate. As the droplet moves, the contact angle on the 

advancing side increases while that on the receding side decreases from    and are 

referred to as advancing and receding contact angles,    and   , respectively. The 

difference between advancing and receding contact angles is referred to as contact angle 

hysteresis as, 

 

                                                             (3-10) 

 

This hysteresis phenomenon has been observed in many experiments of 

microfluidic liquid motions [10, 11, 25, 41, 64]. It has been reported in some literature that 

a threshold voltage was required to compensate the hysteresis effect below which the 

liquid movement would not be initiated [11, 32]. Also, it was claimed that contact angle 

hysteresis appears to provide a reasonable explanation of the commonly observed 

phenomenon that droplet stays stationary on a titled plane of a very small angle: the 

gravity of the droplet is balanced by the hysteresis effect, which prevents the droplet from 
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sliding downwards. Generally, contact angle hysteresis is an indispensible component in 

electrowetting-based microfluidic droplet motion, which has been included in many 

theoretical and numerical studies [19, 20, 38, 40, 62, 65, 66].  

It was discovered that contact angle hysteresis has a retarding effect on the fluid 

motion by reducing the difference between the dynamic contact angles on the advancing 

and receding sides. As shown in Figure 3-6, when the hysteresis is included, contact 

angles          and          on the advancing side become greater than      and     , the 

contact angles without hysteresis applied, respectively, which results in a larger curvature 

          compared to the original curvature       according to Equation (3-5). On the 

receding side, contact angles          and          are smaller than      and     , 

respectively, which creates a reduced z-curvature            on the receding end. This 

variation in z-curvatures reduces the pressure difference across the droplet boundary 

according to Equation (3-6), which consequently slows down the droplet moving speed 

and retards the overall droplet motion. Details of the implementation of contact angle 

hysteresis into the current EWOD model will be given in Chapter 5.  

 

3.6 Contact Line Friction 

Contact line friction, which is also referred to as contact line pinning in some 

literature, was first proposed by Blake et al. [67] in 1969. It was explained as energy 

dissipation when the liquid is in motion due to the discrete random molecular 

displacements at the immediate vicinity of the triple contact line. This dissipation can be 

viewed as an opposing friction force against the droplet motion between the solid surface 

and the liquid molecules. 

It has been reported in some electrowetting-based microfluidic droplet 

experiments that excess dissipation existed in the droplet motion which could not be 
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justified by the viscous effects between the droplet and the solid plane. Therefore, an 

additional resistant force referred to as contact line friction force was introduced to 

account for this extra dissipation, which has been widely discussed in various microfluidic 

problems [14, 24, 48, 51, 64, 68, 69] and implemented into a number of numerical EWOD 

models as a significant component [20, 23, 37, 65, 70].  

This newly emerged microfluidic concept appears to offer an alternative 

explanation for the phenomenon that the droplet stays stationary on a titled plane of a 

very small angle due to the pinning effect of the friction force at the triple contact line. It 

has been found that this friction force had a threshold value beyond which the sliding 

motion would take place when the plane was tilted over a critical angle and the gravity of 

the droplet eventually dominated the friction force. For the droplet interface at low speed, 

the magnitude of the friction force was proportional to the velocity and the length of the 

interface element with the direction being opposite to the interface moving direction [23, 

65, 70]. 

Even though the nature of contact line friction is not fully understood and its 

mechanism is still under debate, a widely accepted idea is that the friction effect has an 

inseparable relationship with contact angle hysteresis. Since these two physical 

components both possess the same retarding effect on droplet motion at the triple 

contact line, the implementation of both components into the EWOD model appears to be 

redundant. In the present study, only the hysteresis effect is applied for simulating 

microfluidic droplet motions in parallel-plate EWOD devices. 

 

3.7 Viscous Stress Exerted by the Parallel Plates 

The viscous force exerted by the two parallel plates is another crucial component 

in EWOD modeling without which the droplet motions cannot be accurately described. In 
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recent years, the viscous stress involved in electrowetting-based droplet motions has 

been closely examined in both experimental and numerical studies [19, 23, 37, 65, 70]. 

Since the channel heights of the EWOD devices used in the current study are 

much smaller than the droplet dimensions in the x-y domain (  ≤ 0.1mm), it is fairly 

reasonable to make an assumption that the flow can be modeled by a two-dimensional 

flow field. As a consequence, the electrowetting-induced pressure is expected to be 

uniform in the z-direction and the velocity component in the z-direction is negligible [42]. 

The microfluidic flow can be approximated as a plane flow in the x-y plane and the 

Couette flow model can be used for analyzing the variation of velocities   and   in the z-

direction if the flow were fully developed. However, since the droplet motions involve 

time-varying movement of the fluid and the flow is by no means steady in the present 

study, the viscous stress equations from the Couette flow model are modified with the 

incorporation of a multiplication factor    , which are given by: 

 

          
 

 
                                                          (3-11) 

 

          
 

 
                                                          (3-12) 

 

where   is the dynamic viscosity,   and   the average velocities in the x- and y-direction 

respectively. Equations (3-11) and (3-12) are used to approximated the viscous stress 

exerted by the parallel plates at the solid-liquid interface as the liquid is in motion. More 

details about     including the values for each droplet operation will be given in Chapter 

6. 
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Figure 3-1 A Typical Experimental Parallel-plate EWOD Device [11] 

 

 

 

Figure 3-2 The Schematics of Parallel-plate EWOD Device: Top (a) and Cross-sectional 

(b) Views (The Top Plate is Transparent in the Top View) 
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Figure 3-3 Contact Angle Saturation Effect [11] 

 

 

 

 

Figure 3-4 Pressure Difference across the Droplet Boundary Induced by the Electrical 

Actuation 
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Figure 3-5 Contact Angle Hysteresis Effect:   ,    and    are Static, Receding and 

Advancing Contact Angles Respectively 

 

 

 

 

 

 

Figure 3-6 Retarding Effect of Contact Angle Hysteresis: Without Hysteresis (a); With 

Hysteresis (b) (Dashed Lines Represent the z-curvatures When the Hysteresis is not 

Applied) 
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Chapter 4  

Interface and Surface Tension Modeling 

 
4.1 Interface Tracking Methods 

Several computational methods have been devised for interface modeling over 

the past few decades [71, 72]. These methods are divided into two distinctive categories, 

Lagrangian or Eulerian methods, based on the way the interface is followed as well as 

the type of numerical domains opted.  

For the Lagrangian methods, the interface is maintained as a discontinuity and is 

defined as a series of discrete points which are tracked explicitly. Lagrangian methods 

are preferred for fluid problems with small interfacial deformations due to the precise 

representation of interface locations. For the Eulerian methods, the interface is captured 

implicitly, which is represented by appropriate field functions on a fixed numerical 

domain. Specific advection techniques are usually required to preserve the sharpness of 

the interfacial front. Eulerian methods are generally more suitable for fluid flows with 

complex interfacial deformations and topological changes. A brief discussion is given in 

the following for the numerical methods widely utilized for tracking the interface under the 

categories of Lagrangian and Eulerian methods. 

4.1.1 Lagrangian Methods 

Since the interface is explicitly tracked in the Lagrangian methods, the exact 

location of the interface can be obtained by solving the following motion equation: 

 

  ⃗ 

  
  ⃗⃗                                                           (4-1) 
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where  ⃗  is the position vector of the interface and  ⃗⃗  the velocity vector. This category 

contains front tracking, moving grid, particle-based and boundary integral methods.  

4.1.1.1 Front Tracking Method 

The front tracking method originates from the marker-and-cell (MAC) method [73] 

and the subsequent extension proposed by Daly [74]. The interface is represented by 

Lagrangian markers connected to form a front which moves through a stationary Eulerian 

domain. Due to the high-order interpolation polynomials used to represent the interface, 

the front tracking method has excellent accuracy in explicitly tracking the interface 

locations. However, this method suffers from some shortcomings including the failure of 

mass conservation and the artificial handling of topological variations. The applications of 

front tracking method have been discussed in various interfacial flow problems [75-78]. 

4.1.1.2 Moving Grid Method 

In the moving grid methods, the interface is technically a boundary between two 

sub-domains in a Lagrangian grid where the interface is automatically tracked by the grid 

when it moves with the fluid. This method has been applied in a large number of finite-

element methods with decent robustness demonstrated and has been found especially 

effective for modeling weakly deformed bubbles and small amplitude waves [79-81]. In 

general, the moving grid method can produce very accurate results for interfacial flows 

with regular topologies and small deformation. However, for the flow problem with large 

interface deformations, the results may suffer from serious numerical errors when the 

element connectivity rules are violated, which could lead to the termination of numerical 

simulations. Applications of the moving grid method can be found in [82-84]. 

4.1.1.3 Particle-Based Method 

In the particle-based methods, the fluid is represented by a number of discrete 

particles which carry mass, momentum and energy and the interface is tracked by 
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identifying the position of each individual particle. Particle-based methods eliminate the 

grid either partially, such as in the particle-in-cell (PIC) method [85], or completely, such 

as in the smoothed particle hydrodynamics (SPH) method [86, 87]. 

Topological changes in fluid can be easily handled in the particle-based methods 

since individual particle can move freely in the domain. By using particle motion to 

approximate the advection terms, the numerical diffusion across the interfaces can be 

fully eliminated. Another merit of particle-based methods is that it is simple and 

straightforward to extend the implementation from 2-D to 3-D fluid flow. However, the 

particle-based methods are highly expensive in terms of CPU time and memory 

requirements, which are their major weaknesses to practical applications. 

4.1.1.4 Boundary Integral Method 

Boundary integral methods can be readily applied to some special flow problems 

such as creeping or inviscid flows. For creeping flows, one boundary integral method has 

been used by Stone and Leal [88, 89] to investigate the deformation, relaxation and 

breakup processes of a viscous droplet in which the inertia of the flow was neglected. For 

inviscid flows, the Navier-Stokes equation is reduced to the Euler equation in which the 

interface is treated as a vortex sheet as well as a free boundary between phases [90]. 

The development of the flow is deduced from the discrete points on the interface. 

The main benefits of the boundary integral methods are that the fluid problem 

can be reduced by one dimension and the results are still sufficiently accurate if the flow 

has a regular topology. However, it is very challenging to apply this method to 3-D flow 

problems. Besides, when the flow undergoes some severe topological changes, artificial 

manipulation is required for local interface transformation. 
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4.1.2 Eulerian Methods 

In the Eulerian methods, the interface is represented by a field function, which is 

advanced by solving the following advection equation: 

 

  

  
 

  

  
 ( ⃗⃗   )                                                  (4-2) 

 

where   is the field function and  ⃗⃗ the velocity vector. The interface is implicitly captured 

and can be reconstructed from the updated field functions. Continuum advection, volume 

tracking and level set schemes are included in this category. 

4.1.2.1 Continuum Advection Method 

The continuum advection methods refer to the traditional difference methods for 

solving Equation (4-2), which is a simple hyperbolic type that can be solved with a variety 

of approaches such as first-order upwind, high-order monotonic van Leer [91] and PPM 

[92] schemes. These schemes are developed upon the premise that the field function   

is varying smoothly. However, when   is discontinuous, such schemes encounter 

interface diffusion problems if the convection term is approximated by standard spatial 

differences of   directly across the interface. Even with higher-order approximations, the 

numerical diffusion still broadens the interface to an unacceptable width of as many as 

four to eight cells. One way to fix this problem is to transform the discontinuous   function 

into a smooth function  , then solve Equation (4-2) with   and eventually transform   

back to  , which provides the basic theory of the level set (LS) method [93]. 

4.1.2.2 Volume-of-Fluid (VOF) Method 

The Volume-of-Fluid (VOF) method emerged in the early 1970s and now has 

become the most widely used Eulerian interface tracking technique [94, 95]. In the VOF 

method, the interface is captured by the VOF function  ( ⃗  ) which represents the 
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volume fraction occupied by the liquid in each computational cell. The VOF function is 

usually advected by non-diffusive and geometric schemes in order to keep the interface 

sharp. Over the last few decades, several developments have been made to improve the 

VOF method [96], in which a very accurate interface reconstruction scheme, the 

piecewise linear interface construction (PLIC) method, has been employed [97, 98]. One 

of the most favorable merits of the VOF method is the excellent property of mass 

conservation. However, the calculations of curvature and interface normal are not very 

accurate due to the discontinuous spatial derivatives of the VOF function near the 

interface. 

4.1.2.3 Level Set (LS) Method 

The LS method was first introduced by Osher and Sethian [99], the application of 

which has expanded from interface tracking scheme to grid generation, image 

enhancement, computer recognition, etc. [100, 101]. In the LS method, the interface is 

described by the LS function  ( ⃗  ), which is defined as a signed distance function. Its 

magnitude is the distance from the cell center to the nearest interface with its sign being 

negative inside the interface and positive outside of the interface; the function has a zero 

value when the cell center is at the interface. 

 The LS function is advanced by the following advection equation: 

 

  

  
  ( ⃗⃗   )                                                     (4-3) 

 

The discretization of the advection equation is straightforward since the LS 

function is smooth and continuous. However, it has been found that the LS function will 

fail to be a distance function after being advanced by Equation (4-3) and thus a 

reinitialization process [102] is needed for its return to a distance function. Generally, the 
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reinitialization process is not mass conserved, which is the main disadvantage of the LS 

method.  

 

4.2 Surface Tension Modeling Methods 

It is well known that the cohesive forces for the molecules within the liquid are 

balanced in all directions. However, for the molecules at or near the gas-liquid interface, 

the intermolecular forces are unbalanced due to the greater attraction of liquid molecules 

to each other than to the molecules in the air. As shown in Figure 4-1, the unbalanced 

forces for the liquid molecules near the interface lead to the surface tension effect, which 

causes liquid to behave as if its surface were covered with a stretched elastic membrane. 

The surface tension force is essential for some important interfacial flow problems such 

as droplet and bubble deformation, liquid ligament breakup, microfluidic droplet 

operations, etc.  

The robustness of the surface tension modeling algorithm is found to play an 

extremely significant role in the accuracy of the numerical study of interfacial flows, which 

is also strongly dependent on the computational scheme used for tracking the interface. 

A brief discussion on surface tension modeling methods associated with various interface 

tracking approaches is given in the following, which include surface tensile force, 

boundary and jump condition and continuum surface force methods. 

4.2.1 Surface Tensile Force Method 

For the fluid problems using the front tracking methods, the surface tension force 

is calculated directly on the Lagrangian domain [103-105] and then distributed to the fixed 

Eulerian grid. If the exact location of the interface is known, it is the most convenient way 

to treat the surface tension as a surface tensile force which is pulling along the interface. 
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As shown in Figure 4-2, the surface tension on an element of the interface in the two-

dimensional case can be written as: 

 

  ⃗⃗⃗ ⃗( ⃗ )  ∫    ⃗   ( ⃗   ⃗ 
 

 
)                                          (4-4) 

 

where  ⃗  is the position vector at the interface,   the surface tension coefficient and  ⃗  

and  ⃗  the unit tangent vectors at the ends of an interface element. In this method, the 

sum of the surface tension forces around a closed surface is identically equal to zero so 

that the conservation property is exactly preserved. 

The surface tensile force method is commonly used with the front tracking 

method [103] via which the interface can be explicitly represented with discrete points 

and elements. This model may not be applicable for the Eulerian-based interface tracking 

methods since the exact locations of the interface are unavailable. 

4.2.2 Boundary and Jump Condition Method 

The surface stress condition in the normal direction at the interface between two 

immiscible fluids is given by 

 

            
  

  
                                              (4-5) 

 

where    is the gas pressure,   the surface tension coefficient,   the local free surface 

curvature,   the dynamic viscosity,   the free surface normal and   the velocity. For 

interfacial flows, the surface tension effect serves as an internal jump condition for the 

pressure at the interface. However, direct application of this jump condition is found to be 

very challenging which requires the solution of a complicated elliptic problem [106]. For 



31 

free surface flows, it is much easier since the viscous effects at the free surface can be 

neglected and Equation (4-5) is reduced to the following Laplace‘s formula:  

 

                                                              (4-6) 

 

If    is taken as constant in the above equation, the surface tension effect 

becomes a Dirichlet pressure boundary condition which can be simply applied at the free 

surface. This method is quite suitable for a variety of moving and adaptive grid methods 

[71] and the applications for free surface flows can be found in [107, 108].  

4.2.3 Continuum Surface Force Method 

The continuum surface force (CSF) method has been substantially used with the 

VOF and LS methods to model the surface tension force since it was first introduced by 

Brackbill et al. [109]. In the CSF method, the surface tension effect is treated as a body 

force distributed within a transition region of finite thickness in the neighborhood of the 

interface. The fluid properties are assumed to change continuously from one fluid to 

another across the transition region. This body force located at the grid points acts on 

every fluid element in the transition region. Since the surface tension force is not exerted 

exactly at the interface, the exact interface location is no longer needed for the 

computation. The continuum treatment of the discontinuous change of the surface 

tension force at the interface eases the implementation of the surface tension effect 

where only the VOF function or the LS function is needed.  

The CSF method has demonstrated outstanding robustness and versatility in 

fluid problems with complex topological variation and interface deformation over the 

traditional surface tension modeling approaches. However, this method has been found 

to generate ―spurious currents‖ in the neighborhood of the interface [98, 110, 111]. These 
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vortex-like currents may lead to disastrous instabilities at the interface in surface tension 

dominant problems as shown in Figure 4-3, which may also result in failure of 

convergence upon grid refinement. 

It should be noted that this review of interface tracking and surface tension 

modeling approaches is only at an introductory level. Detailed and comprehensive 

discussions on each method can be found in the relevant references provided above.  
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Figure 4-1 Molecular Forces and Surface Tension 

 

 

 

 

Figure 4-2 Surface Tensile Force Exerted at a Point  ⃗  on an Interface Element    
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Figure 4-3 Spurious Currents in the Neighborhood of the Interface in the CSF Method: 

Spurious Currents Arising Around a Droplet (a); a Typical Deformed Shape of a Droplet 

at the End of the Simulation (b) [111] 
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Chapter 5  

Numerical Formulation 

 
5.1 Governing Equations 

For incompressible, immiscible fluids which are separated by a moving interface, 

the motion of both fluids can be described by the continuity and the Navier-Stokes 

equations, which are given by 

 

   ⃗⃗                                                            (5-1) 

 

  ⃗⃗⃗

  
  ⃗⃗    ⃗⃗   

 

 
   

 

 
     ⃗  

 ⃗ 

 
                                   (5-2) 

 

where  ⃗⃗ is the velocity,   the density,   the pressure,   the viscous stress tensor,  ⃗ the 

gravitational acceleration and  ⃗  the body force. It should be noted that a free surface 

flow model is adopted in this study in which the dynamic effect of the air is neglected. For 

Newtonian fluids, the viscous stress tensor   can be written as: 

 

                                                               (5-3) 

 

where   is the dynamic viscosity and   the strain rate tensor given by 

 

  
 

 
[(  ⃗⃗)  (  ⃗⃗) ]                                                 (5-4) 

 

Equation (5-2) is approximated in the finite-difference form as, 
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                    (5-5) 

 

where the superscripts   and     represent the value of the variable at consecutive 

time steps. Gravity, advection, surface tension and viscosity are approximated with old 

time    values and pressure is the only implicit term in the above equation. 

A two-step projection algorithm is used where Equation (5-5) is decomposed into 

the following two equations: 
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                               (5-6) 

 

and 

 

 ⃗⃗⃗     ⃗⃗⃗ 

  
  

 

                                                      (5-7) 

 

where  ⃗⃗  represents an intermediate velocity. In the first step,  ⃗⃗  is computed from 

Equation (5-6) which accounts for incremental changes resulting from viscosity, 

advection, gravity and body forces. The second step involves taking the divergence of 

Equation (5-7) while projecting the velocity field,  ⃗⃗   , to a zero-divergence vector field 

for mass conservation. This results in a single Poisson equation for the pressure field 

given by: 

 

  *
 

       +  
   ⃗⃗⃗ 

  
                                                (5-8) 
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which can be solved by using an incomplete Cholesky conjugate gradient (ICCG) solution 

technique [112] and the results are used to obtain  ⃗⃗    from Equation (5-7). 

 

5.2 Interface Tracking Methods 

The main complexity of the numerical simulation is the dynamics of a rapidly 

moving free surface, the location of which is unknown and is needed as part of the 

solution. The selection of the interface tracking scheme is based on the physical problem 

under consideration. As mentioned in Chapter 1, the problems of interest in the current 

study are capillarity-dominant free surface flows with large topological changes and flow 

distortions, for which the Eulerian-based methods are more suitable. 

The volume-of-fluid (VOF) method [95-98, 113] and the level set (LS) method 

[102] have been substantially utilized as two Eulerian-based interface tracking methods 

over the decades. The interface is tracked implicitly by the phase functions in these two 

methods: volume fraction for the VOF method and distance function for the LS method. 

One of the most favorable advantages offered by these methods is the convenience of 

handling flow problems with large interface deformations and topological variations, 

which include droplet elongation and breakup, liquid ligament relaxation, bubble merging 

and bursting, and microfluidic droplet motions.  

As discussed in Chapter 4, both the VOF and LS methods have their own merits 

and limitations. The VOF method has the desirable property of mass conservation. 

However, due to the discontinuous spatial derivatives of the VOF function near the 

interface, it lacks accuracy on the normal and curvature calculations. This may lead to 

convergence problems [71, 110, 111, 114] especially in the surface tension dominant 

problems. As for the LS method, the normal and curvature can be calculated accurately 
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from the continuous and smooth distance functions. However, one major shortcoming of 

the LS method is the frequent violation of mass conservation.  

In order to overcome such weaknesses of the LS and VOF methods, a coupled 

level set and volume-of-fluid (CLSVOF) method has been explored [115-120]. This 

innovative interface tracking approach combines the strengths of the VOF and LS 

methods and offers much improved accuracy on the surface curvature and normal 

calculations while maintaining mass conservation. In the CLSVOF method, the interface 

is reconstructed via a piecewise linear interface construction (PLIC) scheme from the 

VOF function and the interface normal vector is computed from the LS function. Based on 

the reconstructed interface, the LS functions are re-distanced via a geometric procedure 

for achieving mass conservation. By taking advantage of both the VOF and LS methods, 

the CLSVOF method is capable of achieving mass conservation while obtaining accurate 

results of the surface curvature and normal computations. A flow chart for the CLSVOF 

algorithm is shown in Figure 5-1. The coupling of the VOF and LS methods occurs at the 

interface reconstruction and the re-distancing of the LS function.  

It should be noted that the implementation of the PLIC scheme is not unique and 

a number of implementation schemes have been presented. Also, various 

implementation algorithms have been reported for re-distancing the LS functions in the 

CLSVOF method. In the present study, the PLIC scheme devised by Rudman [97, 98] is 

followed for the VOF method and the re-distance algorithm presented by Son and Hur 

[117] is adopted for the LS functions. A brief discussion of the VOF and LS methods is 

given next, followed by the CLSVOF algorithm.  

5.2.1 Volume-of-Fluid (VOF) Method 

In the VOF method, the interface is tracked by the VOF function which is defined 

as the liquid volume fraction in a numerical cell. The magnitude of VOF function is zero 
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and one in air and liquid respectively and between zero and one in a cell with an 

interface, i.e., 

 

 ( ⃗  )  {
                                               
                              
                                          

                                   (5-9) 

 

The VOF function data corresponding to a circle are shown in Figure 5-2. The number in 

each cell represents the volume fraction occupied by the liquid. The VOF functions are 

advanced by the following advection equation: 

 

  

  
 ( ⃗⃗   )                                                    (5-10)  

 

Equation (5-10) is rewritten in the conservative form in order to preserve mass: 
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It is discretized temporally and decomposed into two fractional steps for the two-

dimensional case, given by: 
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where    is the intermediate VOF function. As shown in Figure 5-3, the VOF function,  , 

is located at the cell center on the staggered grid along with the LS functions   and the 

pressure   while the velocities,   and  , are stored at the cell edges. Discretizing 

Equations (5-12) and (5-13) spatially and integrating them over the computational cell (i, 

j) yields: 
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where     
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, which denote VOF fluxes across 

the edges of the computational cell. However, the VOF functions  
  

 

 
  
 and  

    
 

 

 at the 

cell edges are not explicitly defined. Direct arithmetic interpolation from the neighboring 

cell-centered values may lead to serious numerical errors since the VOF function   is not 

smoothly distributed across the interface. Therefore, a geometric calculation procedure, 

referred to as interface reconstruction, is necessarily implemented to evaluate the VOF 

flux across the surface cell. 

5.2.2 Level Set (LS) Method 

The LS function,  , is defined as a signed distance function whose value equals 

the shortest distance from the cell center to the interface. Its sign is determined as:  
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i.e., negative in the liquid, positive in the air, and zero at the interface. The zero level set 

contours are used to represent the interface. The LS function is initialized as a distance 

function because of its important property, |  |   , which can be used to make a 

number of simplifications. An example for the LS functions representing a circle is shown 

in Figure 5-4 in which all the LS values located at the cell center are assigned as the 

shortest distance to the interface.  

After initialization, the LS function is advanced by following propagating equation: 

 

  

  
  ⃗⃗                                                       (5-17) 

 

The discretization of Equation (5-17) is straightforward since the LS function is smooth 

and continuous and some simple advection schemes can be used. However, the LS 

function will fail to be a distance function (i.e., |  |   ) after being advanced by 

Equation (5-17), which leads to the irregular fluid interface after some period of time as 

shown in Figure 5-5. The local gradient is increased in some regions due to the level sets 

pining up on each other, while in other regions, the gradient are flattened out since the 

level sets separate from each other. In order to reduce the numerical errors and restore it 

to a distance function, the LS function must be reinitialized by obtaining a steady-state 

solution of the following reinitialization equation [102]: 
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where    is the LS function at the previous time step,   the artificial time, and   the grid 

spacing. Equation (5-18) can be re-written as: 
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                                           (5-19) 

 

where  ⃗⃗⃗ is the propagating velocity normal to the interface with unity magnitude, given 

by: 
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)                                                (5-20) 

 

The zero level set is propagated both inwards and outwards in the normal direction.  

The level set function will return to a distance function after the reinitialization 

process. However, it is generally acknowledged that the advection and reinitialization 

processes do not guarantee mass conservation. The LS functions must be re-distanced 

prior to being used, which can be accomplished by geometrically computing the distance 

from the cell center to the reconstructed interface after the interface reconstruction 

process.  

5.2.3 Interface Reconstruction 

In the CLSVOF method, the interface is located from the discrete VOF and LS 

functions via a specific reconstruction procedure, which serves two purposes: one is to 

compute the VOF fluxes across each numerical cell with an interface, and the other is to 

re-distance the LS function for achieving mass conservation. As mentioned earlier, a 

piecewise linear interface construction (PLIC) algorithm presented by Rudman [97, 98] is 

adopted for the interface reconstruction scheme in the current study. The interface within 
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each cell is approximated by a straight line segment and the orientation of the line is 

given by the normal vector. The properly oriented interface is then located in the cell with 

the area (volume) determined from the VOF function. A brief discussion of the PLIC 

scheme is given here. 

The normal vector to the interface is estimated from the smooth LS function as: 

 

 ⃗⃗  
  

|  |
                                                      (5-21) 

 

which is different from the VOF method where discontinuous VOF functions in the 

neighboring cells are used to obtain the normal vector [121]. The interface curvature, also 

computed from the LS function, is given by 
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The orientation angle of the interface is defined as: 

 

       (
  

  
) (      )                                        (5-23) 

 

where   is the angle that the outward-pointing unit normal makes with the positive x-axis. 

As shown in Figure 5-6, the multitude of possible interface configurations are reduced to 

only four cases by rotating each interfacial cell such that   lies in the range of     

   . Once the angle of the normal is determined, the line segment is moved along the 

normal direction to fit the shadow area (volume) with the VOF value in the cell. The 
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shadow area (volume) can be calculated by the following n-sided area (volume) formula 

for the two-dimensional case: 

 

    
 

 
∑ (        

         )                                        (5-24) 

 

Once the calculated area (volume) matches the VOF value at the cell, the coordinates of 

endpoints of the line segment are determined, which marks the completion of the 

interface reconstruction process. Then, the fluxes for the VOF advection can be 

evaluated based on the reconstructed interface. Details of this procedure can be found in 

[97] and are not discussed here. 

5.2.4 Re-distancing of the LS Function 

After the interface reconstruction, the LS functions need to be re-distanced in 

order to achieve mass conservation. The re-distancing process includes initial 

determination of the sign of the LS function and the subsequent computation of the 

distance from the cell centers to the nearest reconstructed interface through a geometric 

procedure.  

First, the sign of the LS function,   , is given by:  

 

       (     )                                               (5-25) 

 

where      denotes a function that returns the sign of the numeric argument and   the 

VOF function for the two-dimensional case. It is understood that the LS function has the 

negative sign when       and the cell center will be located inside of the liquid, and 

vice versa.  
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Next, the most significant step of the re-distancing process is to determine the 

magnitude of the LS function. The basic idea is to find the closest point on an interfacial 

cell to the neighboring cell centers. Even though various configurations of the 

reconstructed interface exist, in general, all the interfacial cells can be simply divided into 

two categories: single-phase cells (i.e.,         ) and interfacial cells (i.e.,      ). 

For two adjoining cells (i, j) and (i‘, j‘), the closest point on cell (i‘, j‘) to the center of cell (i, 

j) will always either be at the cell corner or the centroid of the cell edges. Therefore, these 

points have the first priority when calculating the nearest distance between two adjoining 

cells. When cell (i‘, j‘) contains a line segment, the closest point on the segment will be 

either the endpoint or the projection point of the center of cell (i, j). As a result, the 

possible closest points on cell (i‘, j‘) to cell (i, j) can be the corners and edge centers on 

the cell faces, or the endpoints and projection points on the line segment.  

An example for the three possible configurations of the interface for the re-

distancing process is shown in Figure 5-7. As shown in Figure 5-7a, when the cell (i‘, j‘) is 

a liquid cell, the shortest distances are calculated by simply connecting the centers of the 

neighboring cells to the corners or face centroids of cell (i‘, j‘). In Figure 5-7b, when the 

cell (i‘, j‘) contains an interface, the nearest point on the shadowed area to point A is its 

projection point onto the line segment within cell (i‘, j‘). For a more general case, as 

shown in Figure 5-7c, the nearest point from the interface to cell A or B is from the cell 

center to the projection point; the shortest distance from the interface to cell C or D is the 

endpoint of the segment; and for all other cells, the closest points on cell (i‘, j‘) are either 

at corners or at face centroids.  

Specifically, the LS function is re-distanced based on the algorithm presented by 

Son and Hur [117]. The logic procedure is given as: 
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1. Set the magnitude of the LS function, | |, to a large value and discard all the 

old values.  

2. For each computational cell (i‘, j‘), the following procedures are applied: 

(a) If the cell (i‘, j‘) is a single-phase cell (i.e.,              ) and has an adjoining 

cell (i‘‘, j‘‘) where |      |    and |      |   , satisfying  
       
 

  
     
 

 (Figure 5-7a): 

For each neighbor cell (i, j), where |    |    and |    |   , satisfying     
 

 

 
     
 

, |    | is assigned to be the shortest distance between cell center  ⃗    and the points 

 ⃗   
 

 
    

 

 
 on the faces and vertices of cell (i‘, j‘), where      [      (      )]  and 

     [      (      )], as shown in Figure 5-7a. 

(b) If            (Figures 5-7 b, c): 

(1) Determine the distance from any neighboring cell center to the line segment 

which is evaluated as  ( ⃗)   ⃗⃗  ( ⃗   ⃗  ) or  ( ⃗)   ⃗⃗  ( ⃗   ⃗  ), where  ⃗   and  ⃗   are 

the end points of the interface obtained in the interface reconstruction process. 

(2) For each neighboring cell (i, j), |    | is assigned to be the shortest distance 

between the cell center  ⃗    and the line segment or the points  ⃗   
 

 
    

 

 
 on the faces of 

cell (i‘, j‘): 

If     
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)], (point E of Figure 5-7c), 

|    |      (|    | | ⃗   ⃗   
 

 
    

 

 
|)  

Else if the point  ⃗     ⃗⃗ ( ⃗   ), which is projected from  ⃗    onto the interface, is 

inside the cell ((i‘, j‘) (point A and B in Figure 5-7c), 

|    |      (|    | | ( ⃗   )|)  

Otherwise (point C and D of Figure 5-7c), 

|    |      (|    | | ⃗     ⃗  | | ⃗     ⃗  |)  
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It should be noted that the above re-distance process is not performed on the 

cells several layers away from the interface since only the LS values at the vicinity of the 

interfacial cells are needed for the computations of the surface curvature and normal 

vector. 

The superiority of the CLSVOF methods over the VOF and LS methods has been 

clearly demonstrated by the advection tests in which the weakness of LS method has 

also been presented. The results are given in [122] and will not be discussed here. 

 

5.3 Surface Tension Modeling Scheme 

The accuracy of the surface tension modeling is extremely crucial to the current 

study since the microfluid flow is driven by the electrowetting-induced surface tension 

force. The surface tension at the gas-liquid interface is modeled with the continuum 

surface force (CSF) method. The basic idea of the CSF method is that the volume 

integral of the body force equals to the surface integral of the surface tensile force in the 

limit of infinitesimally small transition region with thickness h: 
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                                    (5-26) 

 

where  ⃗  is the position vector at the interface and  ⃗   the surface force per unit interfacial 

area given by: 
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where   is the coefficient of surface tension,   the mean curvature and  ⃗⃗ the normal to 

the surface. The body force is given by: 

 

 ⃗    ( ⃗) ⃗⃗( ⃗) ( ⃗)                                               (5-28) 

 

where  ( ⃗) is a delta function concentrated at the interface defined by: 
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where   is the level set function and   the grid spacing. The body force  ⃗  is included in 

Equation (5-2) as a source term. The derivation which demonstrates that the identity in 

Equation (5-26) is satisfied by Equations (5-27) and (5-28) is given in [109]. A sketch of a 

sample CSF distribution is shown in Figure 5-8a. Non-zero body forces are only located 

in the transition regions outside of which no body force exists. The magnitude of the body 

force exhibits a bell-shaped profile along the interface normal as shown in Figure 5-8b. 

As discussed in Chapter 3, there are two types of curvature,     and   , involved 

in the current microfluidic problems, both of which are indispensable components in the 

current EWOD model and required in the surface tension force equation. By incorporating 

Equations (3-4) and (3-5), Equation (5-28) becomes: 

 

 ⃗   (    
            

 
)  ⃗⃗( ⃗) ( ⃗)                                  (5-30) 

 

Therefore, Equation (5-30) is the updated surface tension equation for modeling the 

microfluidic flow in the present study. 



49 

 

5.4 Contact Angle Hysteresis Modeling 

As mentioned earlier, contact angle hysteresis has an overall effect of retarding 

droplet motions and its physics is still not completely understood. The fact that dynamic 

contact angles are influenced not only by the manufacturing material of hydrophobic layer 

[64], but also by other factors such as temperature, ambient pressure, droplet properties, 

plate surface smoothness makes prediction of dynamic contact angles very challenging. 

In order to properly implement the hysteresis effect into the current EWOD model without 

losing its essential mechanism, the following scheme is adopted in which the dynamic 

contact angles are assumed to be constant at all time.  

First, the following equation is used to determine whether the interface is 

advancing or receding at each time step before the dynamic contact angles are applied, 
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Once the direction is determined, the dynamic contact angles are computed by the 

following equations, 
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where    and    are the deflections of the receding and advancing contact angles from 

the static contact angle. By replacing    and    in Equation (5-30) with the obtained 

dynamic contact angles from Equations (5-32) to (5-35), the hysteresis effect is properly 

implemented.  

As discussed previously, Keshavarz-Motamed et al. [40] recently performed a 

numerical study on the effects of dynamic contact angles on electrowetting-based micro 

droplet transport in parallel-plate microchannels. It was reported that on average the 

advancing contact angle had an increase of 8° while the receding contact angle had a 

decrease of 8° as well compared to the static contact angle. Since the numerical setup 

used in that study has a similar design to the parallel-plate EWOD devices used here, 8° 

was first used as the value for both    and    in all four droplet operations. However, the 

comparison between the preliminary numerical results and corresponding experimental 

data showed that agreement was only achieved in the splitting and merging processes 

when 8° was applied, which was not suitable for the dispensing or transport process. Due 

to lack of information on dynamic contact angles for the experiments,    and    are 

assumed to have the same value for the dispensing and transport simulations. Optimum 

values of    and    are subsequently determined by matching the droplet shape of the 

numerical results with the corresponding experiments. More details about the dynamic 

contact angles in each droplet operation will be given in Chapter 6. 
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Figure 5-1 Flow Chart for the CLSVOF Scheme: Coupling Process in the Dashed Box 

 

Figure 5-2 VOF Function Values Corresponding to a Circle over a Square Grid 
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Figure 5-3 The Locations of Variables on a Numerical Cell 

 

 

 

Figure 5-4 LS Function Values Corresponding to a Circle over a Square Grid 
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Figure 5-5 Level Sets of a Falling Droplet and a Rising Bubble: Without Reinitialization 

(top); With Reinitialization (bottom); Contours Shown from -0.5 to 0.5 by 0.25, Dashed 

Line is the Zero Contour [102] 
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Figure 5-6 Possible Configurations for the Interface Reconstruction 
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Figure 5-7 Possible Configurations of the Interface for the Re-distancing of the LS 

Function 
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Figure 5-8 Distribution of Surface Tension Forces in the CSF Model (a); Variation of the 

Magnitude of the Body Force across the Transition Region (b) 
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Chapter 6  

Results and Discussion 

 

6.1 Introduction 

In this chapter, the numerical results of four fundamental microfluidic droplet 

operations in parallel-plate EWOD devices including transport, splitting, merging and 

dispensing are presented. The dispensing processes are simulated with three different 

reservoir designs, namely 'conventional reservoir', 'stripped reservoir' and 'TCC reservoir' 

designs. The accuracy of the numerical EWOD model is verified by comparing the 

numerical results with the corresponding experimental data. The robustness and 

versatility of the computational code are confirmed. Deionized (DI) water is used as the 

working liquid for all operations without including any other liquid as the medium filler. All 

relevant data are given in Table 6-1 in which the numerical configurations for each 

operation are also included.  

The computational domains used for the present study are shown in Figure 6-1. 

For droplet transport, splitting and merging processes, the entire droplet is modeled since 

the numerical domains have small dimensions. Uniform square mesh with 0.05mm grid 

spacing is used for the three operations based on the results of their own grid 

convergence studies. As shown in Figure 6-2 (a)-(c), computations are performed with 

three different mesh sizes for the grid convergence tests. The results obtained from the 

three different grid sizes are very close, which indicates that grid convergence has been 

achieved. No-slip boundary conditions are implemented at all sides of the domain for all 

three operations. It should be noted that since the droplets are, by design, not expected 

to reach the boundary of the computational domains, the nature of the boundary 

condition is of no consequence.  
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For the dispensing process, larger numerical domains are used due to the large 

size of initial drop in the reservoir. The computational domain used for the dispensing 

process in the ‗conventional reservoir‘ design is shown in Figure 6-1 (d). In order to 

conserve computational resources, symmetry is assumed and only half of the drop is 

modeled with computations performed on a domain of dimensions 30mm × 12mm. As 

shown in Figure 6-2 (d), calculations have also been conducted with three different grid 

sizes for the grid refinement study for the ‗conventional reservoir‘ design. The results 

obtained from the three different grid sizes are very similar, which indicates that grid 

convergence has been achieved. Based on the results of the grid refinement study, 

uniform square mesh with 0.2mm grid spacing is adopted for the dispensing studies for 

all three designs. Similar computational domains are used for the ‗stripped reservoir‘ and 

‗TCC reservoir‘ designs as well. Free-slip boundary conditions are implemented at all 

sides of the domain except for the left side where a continuative outflow boundary 

condition is used for droplet discharge. It should be noted that since the droplet is, by 

design, not expected to reach the top and right boundaries of the computational domain, 

the nature of the boundary condition is of no consequence. The bottom side is a 

symmetric axis where the free-slip boundary condition is applied.  

The time step for the numerical computations is automatically adjusted during the 

course of calculations, which is taken as the minimum of the time step constraints for 

numerical stability of capillarity, viscosity and the Courant condition [109, 121, 123].  

Droplet splitting and merging processes in the present study are mainly 

motivated by Walker and Shapiro [19] and Walker et al. [20], in which a Hele-Shaw type 

of flow model was used to solve the problem numerically. Due to the reason that the 

Reynolds number is small and the gap distance between the plates are much smaller 

than the droplet dimension, the convective terms were neglected from the Navier-Stokes 
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equation, which, along with the continuity equation, were reduced to a Hele-Shaw type of 

equations as the governing equations for their numerical EWOD model [19]. The next 

study by Walker et al. [20], used identical Hele-Shaw governing equations to investigate 

droplet splitting, merging and transport processes in parallel-plate EWOD devices. The 

obtained numerical results demonstrated excellent match with the experimental data. 

However, since the original Navier-Stokes equations are used as the governing 

equations without neglecting the convective terms for the current study, it is fairly 

reasonable to believe that the current model could obtain even more accurate results 

than the studies in [19] and [20]. 

 

6.2 Dimensional Analysis 

A dimensional analysis has been performed to assist the investigation of the fluid 

dynamics of microfluidic droplet motions in parallel-plate EWOD devices. Certain key 

non-dimensional groups have been evaluated with the values listed in Table 6-1. It is 

understood that certain aspects of microfluidic droplet motions can be characterized by 

these non-dimensional numbers.  

The variables closely associated with the current microfluidic problems include 

droplet density  , dynamic viscosity   and surface tension coefficient at the gas-liquid 

interface  ,    the reference velocity which makes the maximum non-dimensional 

velocity close to unity,   the channel height between the parallel plates and   the gravity 

acceleration. The microfluidic flow is laminar since the Reynolds numbers (         ) 

are small (between 1.12 and 11.2) for all droplet operations. The Capillary number 

(        ), the Weber number (      
    ) and the Ohnesorge number (   

  √   ) are all much smaller than unity, which indicates that the surface tension force is 

much more dominant than the viscous and inertia forces. It is also found that the Bond 
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numbers (         ) are much smaller than unity. Consequently, the gravity force is 

neglected and the surface tension force is the sole constituent of body force term in the 

Navier–Stokes equations.  

 

6.3 Droplet Transport 

Numerical simulations of micro droplet transport in a parallel-plate EWOD device 

have been performed. The numerical setup and droplet physical properties given in Table 

6-1 are same as the experiment [31]. The channel height between the two parallel plates 

is 0.1mm unless specified otherwise. The computational domain used for the transport 

process is shown in Figure 6-1 (a) with dimensions 4.8mm × 2.8mm. Due to lack of static 

contact angle values in the experimental results, 117° is used for        following a 

previous electrowetting-based droplet splitting study [20]. The optimum value of       is 

subsequently set to 54° by matching the droplet shape in the numerical simulation with 

the experiment. 

The transport process with snapshots at various time instants is shown in Figure 

6-3. Two square electrodes of 2×2mm
2
 are set as ON and OFF from left to right for the 

entire transport process except for the initial condition in which the electrodes are set 

reversely instead to prevent the droplet from returning to circular shape (Figure 6-3 (a)). 

With the electrowetting force pinning the interface at the four corners, the droplet was 

stretched into square shape except the small curves at the corners as shown in the 

experiment. Since this quasi-square shape is difficult to prescribe as the initial condition 

in the numerical simulation, a square droplet with 2mm length is used with the gas-liquid 

interface aligning with the electrode boundary and the size comparable to the experiment. 

As soon as the left electrode is activated together with the right electrode 

deactivated simultaneously, the gas-liquid interface starts to deform due to the pressure 
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difference across the droplet boundary as indicated by Equation (3-6). The interfaces at 

the corners first develop into smooth curves instantaneously due to the extremely large 

surface tension force in the x-y plane. After the droplet deforms into circular shape, the 

interface on the left side starts moving towards the activated electrode due to the surface 

tension force induced by the electrowetting effect. Meanwhile, the interface close to the 

border of the two electrodes gradually changes from convex to concave shape, which 

leads to the formation of a neck (Figure 6-3 (b)). It is of great importance to note that the 

difference between curvatures        and       not only creates the internal pressure 

gradient which drives the droplet from the OFF to the ON region, but also results in a 

pressure jump where the droplet interface cuts the ON/OFF electrode border. This 

pressure jump may lead to the formation of two localized areas, one on each side, 

adjacent to the border with a larger pressure gradient induced (Figure 6-3 (b) and Figure 

6-4). These localized areas directly determine the direction and speed of the fluid flow 

moving towards the activated electrode and consequently play a dominant role in the 

droplet deformation throughout the transport process. As the transport process continues, 

the liquid is gradually filling up the ON electrode with the droplet leading edge becoming 

wider than the trailing edge (Figure 6-3 (c) and (d)). With more liquid flowing to the 

activated electrode, a rapid increase of curvature     takes place at the tip of the trailing 

edge, which creates a larger pressure gradient and consequently a higher flow speed 

there (Figure 6-3 (e)). The fluid motion finally ceases when the liquid has completely 

settled on the ON electrode, which marks the end of the transport process (Figure 6-3 

(f)). As shown in Figure 6-3, the numerical results are in excellent agreement with the 

experiment. 

There are three adjustable parameters in the numerical model:   ,    and    . 

Due to lack of information on contact angle hysteresis for the experiments,    and    are 
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assumed to have the same value. The optimum hysteresis angles which best match the 

experiments are reported in Table 6-1. Optimum     is subsequently determined by 

matching the time scale of the numerical simulation with the experimental results. 

It is discovered that the droplet shape has little variation if the initial condition is 

set as circular with identical droplet volume instead (Figure 6-5). Unlike the square-shape 

case in which the curvature     has an extremely large magnitude at the corners,     is 

uniform with a much smaller magnitude for the circular-shape case. However, it is found 

that the difference in     in the initial conditions only affects the opening stage of 

transport due to a much more dominant effect of    on the transport process. Since     is 

completely independent of initial droplet shape and has identical magnitude in these two 

cases, the pressure fields within the droplets have almost the same distributions (Figure 

6-6), which consequently leads to the very similar droplet shapes throughout the 

transport process. 

A parametric study has been conducted in which the effects of static contact 

angles, contact angle hysteresis, viscous stress, channel height, electrode size and 

droplet physical properties on the transport process have been investigated. Droplets of 

circular shape are used as the initial conditions of all cases for the purpose of eliminating 

the non-uniformity of     when square or other non-circular shapes are applied. As a 

consequence, the droplet motion is primarily controlled by     at the opening stage of 

transport process. 

According to Equation (3-5), the magnitude of    can be modified by varying the 

static contact angles at the bottom plate, which will alter droplet shape and moving speed 

during the transport process (Figure 6-7). When the static contact angles at the bottom 

plate are set as 44° and 127° for the ON and OFF electrodes, respectively, both     and 

the pressure jump at the ON/OFF electrode border become larger than the reference 
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case with 54° and 117° for       and       , respectively. This change in static contact 

angles creates greater internal pressure gradient and more curved pressure contours in 

the localized areas as soon as the transport takes place (Figure 6-8 (a)). On the other 

hand, the pressure gradient away from the localized areas is much smaller, which results 

in a much slower flow speed at the trailing edge. As a consequence, the liquid flowing 

towards the activated electrode mostly comes from the area adjacent to the ON/OFF 

electrode border where a much higher flow speed is also induced. At the opening stage 

of transport, the interface near the ON/OFF electrode border keeps shrinking towards the 

center and swiftly deforms from convex to concave shape while the interface at the 

trailing edge experiences only a slight deformation (Figure 6-7 (a) and Figure 6-8 (b)). As 

the transport process continues, the liquid near the ON/OFF electrode border maintains a 

much larger moving speed than the trailing edge. A neck is gradually formed at the 

ON/OFF electrode border with plenty of liquid trailing within the OFF electrode (Figure 

6-7 (b) and (c)) which ultimately breaks off and splits the droplet into two small ones 

staying separately on the ON and OFF electrodes (Figure 6-7 (d)). The pressure and 

velocity profiles at key time instants are shown in Figure 6-8, which provides some vital 

information for this transport process. 

When       and        are set as 74° and 97° respectively, the magnitude of     

is significantly reduced and     becomes more dominant. This switch of dominance from 

    to     considerably alters the pressure distributions within the droplet as well as the 

direction and speed of the fluid flow. As shown in Figure 6-9 (a), the pressure contours 

near the ON/OFF electrode border are much less curved than the 44°/127° case at the 

opening stage of transport. As a result, the localized areas are absent here and the liquid 

flowing towards the ON electrode primarily comes from the center of the droplet rather 

than the area adjacent to the ON/OFF electrode border. This change in flow direction 
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offers adequate explanations for the phenomenon that the droplet has an elliptical shape 

during the transport without the formation of a neck (Figure 6-7 (i)). As the transport 

process continues, the leading edge gradually becomes wider than the trailing edge 

where     has a larger magnitude than that at the droplet front (Figure 6-7 (j)). Since the 

transport process is primarily controlled by     in this case, the fluid flow at the trailing 

edge now has a larger speed (Figure 6-9 (c)), which rapidly pulls the interface remaining 

on the OFF electrode towards the activated area (Figure 6-7 (k)). With more fluid flowing 

onto the ON electrode, the droplet finally fills the activated area without splitting (Figure 

6-7 (l)). Note that the transport process takes as long as 160ms due to a much reduced 

pressure gradient within the droplet when the difference between        and       is as 

small as 23°. The pressure and velocity profiles at key time instants are shown in Figure 

6-9. 

The transport process has also been carried out with different combinations of 

      and        while keeping all other parameters unchanged. The results are given in 

Table 6-2 and the transport time versus dimensionless curvature  ̃ is shown in Figure 

6-10 in which  ̃ is computed from Equation (3-9). It has been found that the droplet 

experiences a larger deformation as  ̃ increases and that a critical value of  ̃ exists 

somewhere between 12.612 and 13.240 beyond which splitting occurs during the 

transport. When  ̃ is smaller than this critical value, the transport time decreases as  ̃ 

increases from 4.485 to 10.934; then slightly increases with  ̃ when  ̃ varies from 10.934 

to 12.612. The reduction in the transport time when  ̃ is between 4.485 and 10.934 

mainly results from the increasing pressure difference across the droplet boundary as the 

difference between        and       becomes larger, which accelerates the transport 

speed. When  ̃ increases from 10.934 to 12.612, the slight increase in the transport time 
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is primarily due to the narrower neck formed in the middle of the transport process 

(Figure 6-11), which creates a smaller bottleneck for the flow trailing from the OFF 

electrode and consequently lengthens the transport time. When  ̃ further increases to 

beyond the critical value,     becomes much more dominant than     and splitting 

occurs as a result of a much larger pressure gradient and more curved pressure contours 

in the localized areas as explained previously. 

The results of transport time versus static contact angle in the current study are 

in general agreement with the findings reported in the literature in which the droplet 

transport velocity was found to increase with the applied electrical voltage [10, 22, 37, 38, 

41]. Since a higher voltage applied at the droplet boundary generally produces a smaller 

value of       and therefore a greater difference between       and       , the same 

conclusion can be drawn from these findings that the transport speed increases with the 

difference between       and       . Furthermore, the present results agree especially 

with the phenomena observed by Lu [22] that the average transport velocity would 

increase with the applied voltage and then slightly decreased after the voltage was 

beyond a threshold value. It was also found in Lu‘s simulations that the droplet shape 

experienced a larger deformation as the voltage increased. Additionally, it was 

discovered by Pollack et al. [10] that the droplet would split apart when the voltage is 

beyond 60V, which is also consistent with the results obtained in the present study. 

The effect of contact angle hysteresis on the transport process has been studied 

by altering the hysteresis angles in Equations (5-32)-(5-35) while keeping the assumption 

that    and    have the same value. In general, the difference between the receding and 

advancing contact angles will be decreased (or increased) if a larger (or smaller) 

hysteresis angle is applied, which will affect the pressure gradient within the droplet and 

eventually the overall transport process. However, as shown in Figure 6-12, it has been 
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found that the hysteresis has only slight effects on both the droplet shape and time scale 

of the transport process since the hysteresis angle is much smaller than the static contact 

angles and therefore only plays a minor role in the transport process. 

The viscous stress exerted by the two parallel plates can be varied by adjusting 

the multiplication factor     in Equations (3-11) and (3-12). The transport processes for 

   =9, 18 (reference case) and 72 are shown in Figure 6-13, which shows that the 

transport time increases with viscous stress but the droplets display the same pattern 

during the entire process. Since both     and     are independent of the viscous force, 

the pressure distributions within the droplet are not affected by the variation of viscous 

stress (Figure 6-14) even though the transport times differ by a factor of 6. The transport 

process has also been carried out with various viscous stress coefficients between 9 and 

72 and it has been found that the transport time increases almost linearly with     as 

shown in Figure 6-15. 

The channel height is expected to affect the pressure gradient within the droplet 

as well as the viscous force exerted by the plates according to Equations (3-6), (3-11) 

and (3-12). The transport processes for  =0.06mm, 0.1mm (reference case) and 0.2mm 

are shown in Figure 6-16. When the channel height is reduced to 0.06mm, both     and 

the pressure jump at the ON/OFF electrode border increase according to Equation (3-6). 

The pressure contours in the localized areas become more curved than the reference 

case, which further alters the speed and direction of the fluid flow adjacent to the 

ON/OFF electrode border (Figure 6-17 (a)). Even though the viscous force also becomes 

larger when channel height is reduced, the droplet shape is independent of the wall shear 

stress which only has the retarding effect on transport time as demonstrated previously. 

Therefore, similar to the case with 44°/127° static contact angles, the droplet interface 

experiences a large deformation at the localized areas during the transport (Figure 6-16 
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(a)-(c)), which eventually leads to the splitting at 37ms (Figure 6-16 (d)). The entire 

transport process takes 40ms, twice as long as the 44°/127° case due to the increased 

viscous force. The pressure and velocity profiles at key time instants are shown in Figure 

6-17. 

On the other hand, the droplet transports with an elliptical shape when the 

channel height is 0.2mm instead (Figure 6-16 (i)), resulting from the less curved pressure 

contours within the droplet (Figure 6-18 (a)). The pressure gradient is also smaller near 

the ON/OFF electrode border due to a reduced pressure jump across the border when 

the channel height increases. The transport process is similar to the case with 74°/97° 

static contact angles except that the entire transport process only takes 20ms since the 

viscous stress is significantly reduced (Figure 6-16 (l)). The pressure and velocity profiles 

at key time instants are shown in Figure 6-18. 

Additional channel heights have been studied for the 2×2mm
2
 electrode size and 

the results of transport time versus channel height are given in Figure 6-19. It has been 

found that the splitting does not occur when the channel height is greater than a certain 

critical value between 0.08mm and 0.09mm. Beyond this critical value, the pressure jump 

is insufficient to bend the pressure contours near the ON/OFF electrode border to create 

the localized areas. When splitting is absent, the transport speed increases with the 

channel height due to the reduced viscous stress. Even though the pressure difference 

across the droplet boundary is also reduced as channel height increases, the decrease in 

wall shear stress is apparently more significant than the reduction in pressure difference. 

The transport time is found to reduce from 59ms to 18ms as the channel height increases 

from 0.09mm to 0.25mm. However, the decrease in transport time becomes very minimal 

when   is larger than 0.2mm, which agrees with the findings of Bahadur and Garimella 

[37] that the transport speed was of negligible dependence on the channel height when   
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varied between 0.3mm and 0.7mm. Moreover, it is discovered that the droplet shape 

experiences a larger deformation when the channel height is reduced, which is consistent 

with the results obtained by Pollack et al. [34]. 

When the electrode size is altered with the droplet diameter maintained at the 

same ratio with the electrode length, the magnitude of     will vary reversely with the 

droplet size. The magnitude of   , however, remains the same since neither the contact 

angles nor the channel height are modified. As a result, the effect of    on the transport 

process becomes more (or less) dominant when the electrode size increases (or 

decreases), which changes the pressure distributions within the droplet and consequently 

affects the droplet shape. The transport processes for 1×1mm
2
, 2×2mm

2
 (reference 

case), 3×3mm
2
 and 4×4mm

2
 electrode sizes are shown in Figure 6-20. When the 

electrode size increases from 1×1mm
2
 to 4×4mm

2
,     becomes increasingly dominant 

which results in more curved pressure contours in the localized areas and eventually the 

splitting for the same reason given for the 44°/127° and  =0.06mm cases. The localized 

areas which exist for the 3×3mm
2
 and 4×4mm

2
 electrode sizes are absent for the 

1×1mm
2
 case due to a more dominant effect of     as shown in Figures 6-21-6-23 

respectively, which eventually leads to the elliptical shape during the transport. 

The transport processes are also conducted with various channel heights for 

1×1mm
2
, 3×3mm

2
 and 4×4mm

2
 cases. The results of transport time versus channel 

height are shown in Figures 6-24-6-26 and the details are given in Table 6-3 along with 

the results for 2×2mm
2
 electrode size. It has been found that the splitting does not occur 

when the channel height is larger than 0.045mm, 0.14mm and 0.19mm for 1×1mm
2
, 

3×3mm
2
 and 4×4mm

2
 electrode sizes, respectively. The results of transport time versus 

dimensionless curvature based on the above numerical data are shown in Figure 6-27. It 

has been found that the critical  ̃ value is around 13 for all electrode sizes, which is 
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consistent with the value previously found in the parametric study of static contact angles. 

Below the critical  ̃ value, the transport time increases with  ̃ for all electrode sizes due to 

the increasing viscous stress as the channel height decreases. 

The results of the parametric study on droplet physical properties are shown in 

Figure 6-28. It has been found that increase in density or viscosity reduces droplet speed 

and consequently delays the transport process since it is more difficult to move a droplet 

with the same pressure force if the fluid is heavier or more viscous. On the other hand, 

the capillary induced pressure difference across the droplet boundary increases with the 

surface tension coefficient which accelerates the droplet motion and reduces the 

transport time. The droplet shape does not appear to vary much with density, viscosity or 

surface tension. 

 

6.4 Droplet Splitting 

Numerical simulations of droplet splitting in a parallel-plate EWOD device have 

been performed and the numerical configurations given in Table 6-1 are same as the 

experiment [20]. The droplet splitting process with snapshots at various time instants is 

shown in Figure 6-29. Three electrodes, 1.4 mm in length, are set at 25V, 0V and 25V 

from left to right for the entire splitting process with a channel height of 0.07mm. Initially, 

the droplet with a radius of 0.990mm is placed at the middle electrode with all three 

electrodes set at 0V (a). As soon as the electrodes on the left and right are activated to 

25V simultaneously, a pressure difference is created within the droplet between the OFF 

and ON regions as indicated by Equation (3-6) and the gas-liquid interface starts to 

deform. The interfaces on the left and right of the droplet move sideways filling the 25V 

electrodes due to the reduced surface tension force there while the interfaces at the top 

and bottom shrink towards the center with the curvatures decreasing from a positive to a 
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negative value as the interfaces turn from convex to concave. Meanwhile, the curvatures 

on the left and right sides experience only a small increase as they move towards the 

activated regions (b). As more fluid fills the 25V electrodes, a neck starts to develop at 

the center of the 0V electrode and the interfaces at the top and bottom continue shrinking 

(c-d). With more liquid going sideways, the neck eventually breaks off resulting in the 

formation of two smaller droplets of similar size (e). During pinch-off, there is a rapid 

change of curvature at the tips which creates a large pressure gradient and consequently 

a higher flow speed there. The fluid motion continues until the liquid has completely left 

the 0V region and settles on the 25V electrodes, which marks the end of the splitting 

process (f). As shown in the figure, the results are in excellent agreement with the 

experiment. The flow and pressure fields at selected instants are shown in Figures 6-30 

and 6-31 respectively. 

A parametric study has been performed in which the effects of channel height 

and several other parameters on the splitting process have been studied. The channel 

height   is expected to affect the surface tension induced pressure as well as the viscous 

force exerted by the plates according to Equations (3-6), (3-11) and (3-12). The droplet 

motion could be either accelerated or retarded depending on which effect being more 

dominant. For   in the range of 0.045mm and 0.1mm, the splitting process displays the 

pattern shown in Figure 6-29 except that the splitting time increases with  . The splitting 

time versus channel height is plotted in Figure 6-32 which shows a dramatic increase in 

splitting time when   goes beyond 0.09mm and splitting ultimately ceases at 0.105mm. 

The increase in channel height leads to a reduction of pressure difference at the droplet 

boundary, which has a more dominant effect than the reduction in wall shear stress. 

Consequently, the interface moves at a lower speed and the splitting time becomes 

longer. 
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When the channel height varies between 0.03 and 0.04mm, a satellite droplet 

would be formed at the end of the splitting process as shown in Figure 6-33 for   = 

0.035mm. Similar to the droplet transport case, the localized areas with larger pressure 

gradient are created near the ON/OFF electrode border when   is of a small value 

(Figure 6-34), which determine the direction of fluid flow moving towards the activated 

electrodes and play a dominant role in the droplet deformation throughout the splitting 

process. When   is reduced from 0.07mm to 0.035mm, greater internal pressure 

gradients and more curved pressure contours are created at the localized areas due to 

the increased pressure jump at the ON/OFF electrode border, which consequently alters 

the direction of the fluid flow in the localized areas and gives the liquid a larger moving 

speed (Figure 6-35). As shown in Figure 6-33, the interface near the ON/OFF electrode 

border swiftly deforms from a convex into a concave shape at the opening stage of 

splitting while the interface at the top and bottom of droplet experiences only a slight 

deformation (Figure 6-33 (b)). As the splitting process continues, a long neck of nearly 

uniform width is formed on the OFF electrode, which is completely different from the neck 

when   = 0.07mm. With more liquid flowing onto the ON electrodes, the fluid close to the 

ON/OFF electrode border is finally depleted, which results in two pinch-off locations and 

the subsequent formation of a satellite droplet at the center of the OFF electrode. It is 

important to note that the mechanism for the satellite droplet formation is identical to that 

for the splitting in the transport cases, both of which is due to the more curved pressure 

gradient in the localized areas when the channel height is reduced. 

When   is increased to 0.15mm, the pressure difference across the droplet 

boundary will be reduced according to Equation (3-6) and the spitting will not occur as 

shown in Figure 6-36. During the splitting process,         keeps decreasing as the 

interfaces at the top and bottom of the droplet turn from convex into concave shape while 
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       remains almost constant as the liquid fills the activated electrodes. As a result, the 

pressure difference across the droplet keeps decreasing. When the channel height 

increases to a certain value, the pressure difference will eventually reach zero during the 

splitting process according to Equation (3-6) and the interface movement will stop. This is 

in general agreement with the findings of [11] in which a critical channel height value 

between 0.07mm and 0.15mm has been reported. 

The results of the parametric study on the physical properties are shown in 

Figure 6-37. It has been found that increase in density or viscosity will reduce droplet 

speed and consequently delay the splitting process since it is more difficult to move a 

droplet with the same pressure force if the fluid is heavier or more viscous. On the other 

hand, the capillary induced pressure gradient across the droplet boundary increases with 

the surface tension coefficient which accelerates the droplet movement and reduces the 

splitting time. The droplet shape does not appear to vary much with density, viscosity or 

surface tension. 

 

6.5 Droplet Merging 

Numerical simulations of droplet merging in a parallel-plate EWOD device have 

been conducted and the numerical configurations given in Table 6-1 are same as the 

experiment [20]. The droplet merging process with snapshots at various time instants is 

shown in Figure 6-38. Three electrodes, 1.5 mm in length, are set at 0V, 65V and 0V 

from left to right during the entire process with a channel height of 0.1mm. It should be 

mentioned that the initial droplets in the experiment are non-circular with slightly uneven 

size which is difficult to prescribe as initial conditions in the numerical simulation. Instead, 

the end result of a splitting process is used which consists of two droplets aligned 

symmetrically with the sizes comparable to the experiment (a). As soon as the middle 
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electrode is activated, a pressure imbalance is created at the droplet boundary and the 

two droplets start to move towards each other (b-c). The merging of the two droplets 

occurs as soon as they collide and continues due to the existing pressure difference 

across the droplet boundary (d-e). The movement eventually ceases when the 65V 

electrode is filled up with liquid (f). Again, as shown in the figure, the results are in good 

agreement with the experiment. The flow and pressure fields at selected instants are 

shown in Figures 6-39 and 6-40 respectively. 

A parametric study has also been conducted to investigate the effects of channel 

height and droplet physical properties on the merging process. It has been found that 

droplet merging always occurs regardless of the channel height although at a faster pace 

when   is increased. Apparently, the decrease in wall shear stress is more significant 

than that of the reduction in pressure difference across the droplet boundary as the 

channel height increases. Thus the droplet has a higher transport speed which expedites 

the merging process as shown in Figure 6-41. Furthermore, the droplet experiences a 

smaller deformation as it moves towards the middle electrode as   increases, which 

results from the less curved pressure contours in the localized areas near the ON/OFF 

electrode border as explained previously in the study of droplet transport process. As 

shown in Figure 6-42, the droplet has a more rounded contour before the merging takes 

place when  = 0.6mm. The results of the parametric study on the physical properties are 

shown in Figure 6-43, which are similar to the findings for the splitting process that 

altering the density, viscosity or surface tension only changes the time scale of merging 

process with negligible effect on droplet shape. 
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6.6 Droplet Dispensing 

Numerical simulations of micro droplet dispensing in parallel-plate EWOD 

devices with three different reservoir designs, namely 'conventional reservoir' (Figure 

6-44), 'stripped reservoir' (Figure 6-45) and 'TCC reservoir' (Figure 6-46), have been 

performed alongside an experimental study [31]. For each design, fifty droplets are 

consecutively dispensed from the reservoir. The channel height between the two parallel 

plates is 0.1mm and the size of the generating electrode is 2×2mm
2
 for all three designs. 

The ‗conventional reservoir‘ design has been used in many microfluidic droplet 

dispensing experiments in which the reservoir site consists of one single electrode of 

rectangular or square shape [17, 18, 21, 45]. The electrical voltage is applied throughout 

the reservoir whenever the reservoir electrode is activated. Two electrodes with squared 

shape and much smaller sizes are located on one side of the reservoir, which serve as 

the droplet generating and cutting sites. Each of these three electrodes can be switched 

ON and OFF independently. The 'Stripped reservoir' design is similar to the ‗conventional 

reservoir‘ design except that the reservoir electrode is divided into ten strips of equal size. 

Each of these ten strips can be switched ON and OFF independently as needed. The 

'TCC reservoir' design consists of a T-shape electrode as the cutting site and several C-

shape electrodes as the reservoir. Each electrode can also be switched ON and OFF 

independently to move the droplet towards the cutting and generating sites step by step 

and complete the dispensing process. In the special design of the 'TCC reservoir', a 

much shorter cutting length can be achieved with a much narrower range of pinch-off 

locations. It was hoped that with the pinch-off position under control, droplet volume is 

hardly affected by the shape and volume of the liquid in the reservoir, which would lead to 

a smaller droplet volume inconsistency. Furthermore, the droplet generated from the 

‗TCC reservoir‘ design has a similar size to the generating electrode since the liquid 



75 

added to the generated droplet after the pinch-off is much reduced. More details of these 

three designs can be obtained from Yaddessalage [31].  

A typical dispensing process has three essential stages: (1) Filling stage: liquid in 

the reservoir flows into the generating and cutting electrodes until the two electrodes are 

filled up; (2) Cutting stage: the gas-liquid interface shrinks towards the center of the 

cutting electrode until the neck pinches off with a small droplet created on the generating 

electrode. (3) Discharging stage: the droplet generated on the cutting electrode is 

discharged from the EWOD device. Since it is rather difficult to ascertain that the filling 

stage has reached the steady state by simply observing the motion of liquid interface, the 

duration for the filling stage is set to a relatively large value in both experiments and 

numerical simulations in order to minimize the interference due to insufficient filling time 

on the dispensing process.  

For the dispensing process in the ‗conventional reservoir‘ design, a large drop of 

irregular shape is initially placed in the reservoir with the liquid boundary marginally 

touching the cutting electrode in the experiment (Figure 6-44 (a)). Droplets are then 

dispensed consecutively from the reservoir by running the cycles of filling, cutting and 

discharging stages repeatedly (Figure 6-44 (b)-(e)) until all fifty droplets have been 

generated. It should be mentioned that this irregular shape is difficult to prescribe as the 

initial condition in the numerical simulation. Instead, a droplet of circular shape is used 

with the size comparable to the experiment. It is believed that the effect of the initial 

condition on the dispensing process is negligible. 

The numerical and experimental results of a typical dispensing process for the 

‗conventional reservoir‘ design are shown in Figure 6-47. As given by Equation (3-6), a 

pressure difference is created across the liquid boundary when the cutting and 

generating electrodes are switched ON with the reservoir electrode switched OFF 
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simultaneously. Liquid in the reservoir then moves into the two activated electrodes until 

they are filled up (a)-(b). When the cutting electrode is switched OFF as the reservoir 

electrode is turned back ON simultaneously, the menisci at the exterior corners of the 

cutting electrode shrink towards the center with a small neck developed due to the 

pressure gradient within the liquid (c). As more liquid in the neck flows back to the 

reservoir, the neck finally pinches off with a small droplet produced on the generating 

electrode (d).  

As shown in Figure 6-47, liquid interface on the generating and cutting electrodes 

appears to have excellent agreement between the numerical and experimental results. 

However, there are two noticeable distinctions in the dispensing process. First, the liquid 

in the reservoir has a rounded shape in the experiment while the shape is non-circular in 

the numerical simulation. It is found that this non-circular shape is inherent in the 

numerical device and is already formed at the end of the filling stage of the 1
st
 droplet 

(Figure 6-48 (b)). Since the generating and cutting electrodes have much smaller sizes 

compared to the reservoir where a large drop of a circular shape is situated as the initial 

condition, as soon as the filling stage takes place, the pressure contours within the 

droplet rapidly develop into a radial distribution as shown in Figure 6-49. It is of great 

significance to mention that the difference between curvatures        and       not only 

creates the internal pressure gradient which drives the liquid from the OFF to the ON 

regions, but also results in a pressure jump at the points where the droplet interface cuts 

the border of the ON and OFF electrodes. This pressure jump leads to the formation of 

some localized areas where a much larger pressure gradient is induced than the rest 

areas, which directly determines the direction and speed of the fluid flow as well as the 

deformation of the liquid in the reservoir. As indicated by the pressure gradient, the liquid 

close to the cutting electrode has a larger moving speed towards the activated areas 
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while the speed is much smaller elsewhere within the liquid. As a consequence, the 

interface in the localized areas shrinks towards the reservoir center in the filling stage, 

which rapidly shapes the interface into a flat line. Simultaneously, the liquid at the droplet 

trailing edge flows towards the top area as demonstrated by the pressure and flow fields, 

which results in the flat interface at the northeast corner of the droplet. It is observed that 

the radial distribution of the pressure contours sustains the entire filling stage which 

eventually results in the non-circular shape of the liquid in the reservoir. 

The second distinction is the additional liquid accumulated at the exterior corners 

of the cutting electrode at the end of filling stage in the numerical simulation (Figure 6-47 

(b)), which is absent in the experiment. This distinction appears to be a result of surface 

smoothness and contact angle hysteresis effect. It is known that the surface smoothness 

and the hysteresis angle are non-uniform which depend on the time and location in the 

experiment. When the generating and cutting electrodes are activated, the smoothness 

and the hysteresis effect of these two activated electrodes could be even more distinct 

than the non-activated areas, which might prevent the liquid from spreading outside the 

cutting electrode in the filling stage. The non-uniformity of the smoothness and hysteresis 

effect can be illustrated by the unsmooth contour of the generated droplet in the 

experimental results (Figure 6-47). In the numerical simulation, on the other hand, the 

surface smoothness is uniform and the hysteresis angle is constant and equal for    and 

  . After the generating and cutting electrodes are filled up, the effect of     is greatly 

reduced while     takes over the filling stage instead (Figure 6-50 (a)). Due to the 

concave shape of the liquid interface at the exterior corners of the cutting electrode 

where the magnitude of     is smaller than the rest areas, the liquid in the reservoir 

accumulates there to flatten the concave interface and compensate the imbalanced 

pressure force at the liquid contour (Figure 6-50 (b)). 
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The five stages of droplet dispensing for the ‗stripped reservoir‘ design are given 

in Figure 6-45 (b)-(f) and the numerical and experimental results are shown in Figure 

6-51. Similar to the ‗conventional reservoir‘ design, a large droplet of irregular shape is 

placed in the reservoir initially. Prior to the start of filling stage for the 1
st
 droplet, the few 

stripped electrodes on the cutting electrode side are activated, which enables the filling of 

the left side of the reservoir with liquid (Figure 6-45 (a)). This special arrangement is a 

crucial step for the ‗stripped reservoir‘ design which needs to be performed before every 

filling stage (Figure 6-45 (b)). After the liquid fills the first few stripped electrodes (Figure 

6-51 (a)), the filling stage is initiated by activating the generating, cutting and first stripped 

electrode while keeping the rest deactivated. As a result, a long liquid-gas interface is 

created at the left reservoir boundary which sustains throughout the entire filling stage 

(Figure 6-51 (b)). After the generating and cutting electrodes are filled with liquid, the 

cutting electrode is then turned OFF and the entire ten stripped electrodes are turned 

ON. The liquid on the cutting electrode then flows back to the reservoir with a neck 

formed of the same shape as in the ‗conventional reservoir‘ design (Figure 6-51 (c)). The 

neck finally pinches off with a small droplet produced on the generating electrode (Figure 

6-51 (d)). Good agreement is achieved between the numerical and experimental results 

except for the accumulated liquid at the exterior corners of the cutting electrode for the 

same reason explained previously. 

The five stages of droplet dispensing for the ‗TCC reservoir‘ design are given in 

Figure 6-46 (b)-(f) and the numerical and experimental results are shown in Figure 6-52. 

Excellent agreement is achieved between the numerical and experimental results except 

for the liquid shape in the reservoir, which results from the same reason explained for the 

‗conventional reservoir‘ design. 
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Volume inconsistency of generated droplets has been examined both numerically 

and experimentally for all three designs. The details of the experimental results will be 

presented in a forthcoming paper. As shown in Figure 6-53, the ‗conventional reservoir‘ 

design offers decent volume uniformity with volume reproducibilities of 0.744% and 

0.740% for experimental and numerical results, respectively. However, all volumes are in 

the range of 0.52-0.55mm
3
, which are at least 30% larger than the volume of the 

generating electrode (0.4mm
3
). As discussed earlier, this additional volume primarily 

comes from the long neck formed in the cutting stage. 

Different from the findings in some literature that the pinch-off location was 

responsible for the volume variation of the generated droplet [11, 21, 31], it has been 

found in the current numerical results that the pinch-off locations are fairly stable among 

droplets for the ‗conventional reservoir‘ design (Figure 6-54 (a)). Instead, the section of 

liquid interface which cuts the left reservoir boundary at the end of filling stage varies and 

appears to play a significant role in the volume variation (Figure 6-54 (b)). As the droplet 

being dispensed, the liquid in the reservoir is accumulated at the left side since the 

pressure gradient close to the cutting electrode is much larger than the rest areas in the 

cutting stage (Figure 6-55). As a result, the intercept of the liquid interface at left reservoir 

boundary at the end of filling stage is found to move up for the first thirty five droplets as 

the slope of the interface increases progressively. The intercept then moves down for the 

last fifteen droplets due to the liquid in the reservoir getting depleted (Figure 6-56). The 

variation of intercept locations alters the pressure fields on the cutting electrode at the 

beginning of the cutting stage among droplets. Given the pressure fields within the 

generating electrode is relatively stable, the pressure gradient on the cutting electrode is 

actually in charge of the deformation of the neck in the cutting stage and eventually 

determines the amount of liquid adding to the generated droplet after the pinch-off. 
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Therefore, the pressure fields on the cutting electrode at the beginning of the cutting 

stage are extremely crucial for the volume of generated droplet. 

To substantiate this point, the numerical results of a larger (11
th
) and a smaller 

droplet volume (31
st
) are shown in Figure 6-57. It is found that the intercepts are located 

at different places at the end of the filling stage due to the different slopes of interface 

section as discussed earlier. As soon as the cutting stage takes place, a larger pressure 

gradient is created on the cutting electrode for the 11
th
 droplet since the intercept is 

closer to the cutting electrode and squeezes the pressure contours ((b) and (c)). The 

larger pressure gradient for the 11
th
 droplet results in a slightly different neck right before 

the pinch-off (g) and eventually a droplet with a slightly larger volume than the 31
st
 droplet 

(h). This correlation between the pressure gradient on the cutting electrode and the 

volume of generated droplet is also illustrated by the pressure fields at the beginning of 

the cutting stage for the 1
st
, 11

th
, 21

st
, 31

st
, 41

st
 and 50

th
 droplet (Figure 6-58). It is 

demonstrated that the pressure gradients on the cutting electrode are larger for the 1
st
, 

11
th
, 21

st
 and 50

th
 droplet, which results in slightly larger volumes compared to the 31

st
 

and 41
st
 droplet. In summary, when the intercept location at the end of the filing stage is 

closer to the cutting electrode, a larger pressure gradient will be formed on the cutting 

electrode at the beginning of the cutting stage, which leads to the generation of a droplet 

with slightly larger volume and vice versa. Note that the intercept location is not the sole 

factor controlling the droplet volume which can also be affected by some other elements 

such as the pinch-off location and the liquid volume remaining in the reservoir. Therefore, 

the variation of droplet volume does not necessarily have an exactly inverse relationship 

with the intercept location as shown in Figure 6-54 (b). 

As for the ‗stripped reservoir‘ design, the volume inconsistency is 0.437% for the 

experiment versus 0.426% for the numerical results (Figure 6-59). The improvement of 
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volume inconsistency is mainly contributed from the long liquid-gas interface at the left 

reservoir boundary during the entire filling and cutting stages. This liquid-gas interface 

eliminates the intercept in the ‗conventional reservoir‘ design and stabilizes the 

curvatures at the exterior corners of the cutting electrode at the end of the filling stage 

(Figure 6-60). Consequently, the pressure fields on the cutting electrode at the beginning 

of the cutting stage become steady among droplets which greatly reduce the volume 

variation. The numerical results of the 11
th
 and 31

st
 droplet are shown in Figure 6-61. It is 

found that the pressure fields on the cutting electrode at the beginning the cutting stage 

are very similar for these two droplets ((c) and (f)), which results in the overlapping 

curvatures before the pinch-off (g) and eventually the similar droplet volumes (h). 

An interesting phenomenon in both the experimental and numerical results is that 

the volumes demonstrate a noticeable increase in the last few droplets (Figure 6-59). A 

comparison of the pressure fields between the 1
st
, 11

th
, 21

st
, 31

st
, 41

st
 and 50

th
 droplet 

shows that the pressure gradients on the cutting electrode are of similar patterns for the 

1
st
, 11

th
, 21

st
 and 31

st
 droplet (Figure 6-62 (a)-(d)). However, as the liquid in the reservoir 

is almost depleted for the last few droplets, the gas-liquid interface becomes very close to 

the left boundary of the reservoir, which squeezes the pressure contours on the cutting 

electrode (Figure 6-62 (e)-(f)). Consequently, the pressure gradient becomes greater for 

the last few droplets and eventually leads to the increase of droplet volumes for the same 

mechanism given for the ‗conventional reservoir‘ design. 

To substantiate this point, another dispensing case has been performed for the 

‗stripped reservoir‘ design in which the initial liquid volume is increased by 12%. As 

shown in Figure 6-59, the new case has a smaller inconsistency of 0.326% without the 

noticeable increase in the last few droplets. It is shown in Figure 6-63 that that the 

pressure gradients on the cutting electrode display very similar patterns for the 31
st
, 41

st
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and 50
th
 droplet, which suggests that the liquid volume in the reservoir has negligible 

effect on the droplet as long as the reservoir is sufficiently filled. 

As shown in Figure 6-64, the volume reproducibilities for the 'TCC reservoir' 

design are 0.333% and 0.331% for the experimental and numerical results, respectively. 

The pressure fields on the cutting electrode, shown in Figure 6-65, are very similar for the 

11
th
 and 31

st
 droplet ((c) and (f)), which results in their similar volumes. A comparison of 

the pressure fields between the 1
st
, 11

th
, 21

st
, 31

st
, 41

st
 and 50

th
 droplet shows that the 

pressure fields on the cutting electrode display very similar patterns (Figure 6-66). Note 

that the reservoir is also almost depleted for the last few droplets but the pressure fields 

for the 41
st
 and 50

th
 droplet still display almost the same patterns, which suggests that the 

‗TCC reservoir‘ design is hardly affected by the liquid volume in the reservoir and has the 

best volume uniformity among the three designs. Another notable difference between the 

‗TCC reservoir‘ and the other two designs is that all volumes are within the range of 0.40-

0.42mm
3
, less than 5% over the generating electrode size (0.4mm

3
). The numerical 

results appear to demonstrate the advantages of ‗TCC reservoir‘ over the other two 

designs, which are especially favorable for the biomedical applications in which both the 

volume uniformity and controllability are of paramount importance. 
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Figure 6-1 Computational Domains for Droplet Transport (a); Splitting (b); Merging (c) 

and Dispensing (d)  
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Figure 6-2 Grid Convergence Studies for Droplet Transport (a); Splitting (b); Merging (c) 

and Dispensing (d) with Different Grid Sizes: Red: 0.05×0.05; Blue: 0.025×0.025; Black: 

0.0125×0.0125 
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Figure 6-3 Droplet Transport: Numerical (Top) at t=0ms (a); t=11ms (b); t=21ms (c); 

t=25ms (d); t=33ms (e); t=40ms (f); Experimental (Bottom) [31]
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Figure 6-4 Pressure (top) and Velocity Fields (Bottom) at t=11ms (Only Top Half of the 

Droplet is Shown) 

 

 

 

 

Figure 6-5 Droplet Transport with Different Initial Conditions: Circular Shape (a)-(d); 

Square Shape (e)-(h) 
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Figure 6-6 Pressure Fields for Different Initial Conditions: Circular Shape at t=5ms (a); 

t=10ms (b); t=20ms (c); Square Shape at t=5ms (d); t=10ms (e); t=20ms (f) 

 

Figure 6-7 Droplet Transport with Different Static Contact Angles:      =44° and 

      =127° (a)-(d);      =54° and       =117° (e)-(h);      =74° and       =97° (i)-(l) 
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Figure 6-8 Pressure (Top) and Velocity Fields (Bottom) for      =44° and       =127° at 

t=0.1ms (a); t=5.0ms (b); t=10.0ms (c); t=15.0ms (d) 
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Figure 6-9 Pressure (Top) and Velocity Fields (Bottom) for      =74° and       =97° at 

t=0.1ms (a); t=40.0ms (b); t=80.0ms (c); t=120.0ms (d) 
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Figure 6-10 Droplet Transport Time versus Dimensionless Curvature for the Parametric 

Study of Static Contact Angles 

 

 

 

 

Figure 6-11 Comparison of the Necks for Different Static Contact Angles 
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Figure 6-12 Droplet Transport with Different Hysteresis Values:   =  =0° (a)-(d); 

  =  =4° (e)-(h);   =  =8° (i)-(l) 

 

 

 

Figure 6-13 Droplet Transport with Different Viscous Stress Coefficients:    =9 (a)-(d); 

   =18 (e)-(h);    =72 (i)-(l) 
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Figure 6-14 Pressure Fields for Different Viscous Stress Coefficients:    =9 at t=7ms (a); 

t=14ms (b); t=21ms (c);    =72 at t=39ms (d); t=78ms (e); t=117ms (f) 
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Figure 6-15 Droplet Transport Time versus Viscous Stress Coefficient     

 

 

 

Figure 6-16 Droplet Transport with Different Channel Heights: H=0.06mm (a)-(d); 

H=0.10mm (e)-(h); H=0.20mm (i)-(l) 
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Figure 6-17 Pressure (Top) and Velocity Fields (Bottom) for H=0.06mm at t=0.1ms (a); 

t=10.0ms (b); t=20.0ms (c); t=30.0ms (d) 
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Figure 6-18 Pressure (Top) and Velocity Fields (Bottom) for H=0.20mm at t=0.1ms (a); 

t=5.0ms (b); t=10.0ms (c); t=15.0ms (d) 
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Figure 6-19 Droplet Transport Time versus Channel Height for 2×2mm
2
 Electrode Size 

 

 

Figure 6-20 Droplet Transport with Different Electrode Sizes: 1×1mm
2
 (a)-(d); 2×2mm

2
 

(e)-(h); 3×3mm
2
 (i)-(l); 4×4mm

2
 (m)-(p) 
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Figure 6-21 Pressure (Top) and Velocity Fields (bottom) for 1×1mm
2
 Electrode Size at 

t=0.1ms (a); t=2.0ms (b); t=5.0ms (c); t=7.0ms (d) 
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Figure 6-22 Pressure (Top) and Velocity Fields (Bottom) for 3×3mm
2
 Electrode Size at 

t=0.1ms (a); t=14.0ms (b); t=28.0ms (c); t=42.0ms (d) 
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Figure 6-23 Pressure (Top) and Velocity Fields (Bottom) for 4×4mm
2
 Electrode Size at 

t=0.1ms (a); t=16.0ms (b); t=32.0ms (c); t=48.0ms (d) 
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Figure 6-24 Droplet Transport Time versus Channel Height for 1×1mm
2
 Electrode Size 

 

 

 

 

Figure 6-25 Droplet Transport Time versus Channel Height for 3×3mm
2
 Electrode Size 
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Figure 6-26 Droplet Transport Time versus Channel Height for 4×4mm
2
 Electrode Size 

 

 

 

 

Figure 6-27 Droplet Transport Time versus Dimensionless Curvature for the Parametric 

Study of Channel Height and Electrode Size 
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Figure 6-28 Droplet Transport Time versus Droplet Physical Properties 

 

 

Figure 6-29 Droplet Splitting: Numerical (Top: Present Study); Experimental (Bottom): 

[20] 
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Figure 6-30 Flow Fields of Droplet Splitting at Selected Instants: 66.7ms (a); 128.7ms (b); 

133.3ms (c) 
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Figure 6-31 Pressure Fields of Droplet Splitting at Selected Instants: 66.7ms (a); 128.7ms 

(b); 133.3ms (c) 
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Figure 6-32 Droplet Splitting Time versus Channel Height 

 

 

 

 

Figure 6-33 Droplet Splitting with Formation of a Satellite Droplet at H=0.035mm 
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Figure 6-34 Pressure Fields of Droplet Splitting at t=1ms: H=0.035ms (a); H=0.07ms (b) 

 

 

Figure 6-35 Velocity Fields of Droplet Splitting at t=1ms: H=0.035ms (a); H=0.07ms (b) 
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Figure 6-36 Droplet Splitting with H=0.15mm 

 

 

 

 

 

Figure 6-37 Parametric Study of Droplet Splitting Process 
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Figure 6-38 Droplet Merging: Numerical (Top: Present Study); Experimental (Bottom): 

[20] 
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Figure 6-39 Flow Fields of Droplet Merging at Selected Instants: 90.0ms (a); 101.0ms (b); 

127.0ms (c) 
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Figure 6-40 Pressure Fields of Droplet Merging at Selected Instants: 90.0ms (a); 

101.0ms (b); 127.0ms (c) 
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Figure 6-41 Droplet Transport Time before Merging versus Channel Height 

 

 

 

 

 

Figure 6-42 Droplet Merging with 0.60mm Channel Height 
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Figure 6-43 Parametric Study of Droplet Merging Process 
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Figure 6-44 ‗Conventional Reservoir‘ Design: the Schematic (a); Four Stages of the 

Dispensing Process: Filling Stage (b); Cutting Stage (c); Discharging Stage (d)-(e) 

 

 

 

 

Figure 6-45 ‗Stripped Reservoir‘ Design: the Schematic (a); Five Stages of the 

Dispensing process: Filling Stage (b)-(c); Cutting Stage (d); Discharging Stage (e)-(f) 
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Figure 6-46 ‗TCC reservoir‘ design: the Schematic (a); Five Stages of the Dispensing 

Process: Filling Stage (b)-(d); Cutting Stage (e); Discharging Stage (f) 

 

 

Figure 6-47 Dispensing Process for the 'Conventional Reservoir' Design: Numerical (Top: 

Present Study): Filling Stage (a)-(b); Cutting Stage (c)-(d); Experimental (Bottom) 
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Figure 6-48 The Dispensing Process of the 1
st
 Droplet: Initial Condition (a); End of the 

Filling Stage (b); End of the Cutting Stage (c); End of the Discharging Stage (d) 
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Figure 6-49 Pressure and Velocity Fields at the Beginning of the Filling Stage of the 1
st
 

Droplet in the ‗Conventional Reservoir‘ Design 

 

 

 

Figure 6-50 Liquid Contours of the 1
st
 Droplet in the ‗Conventional Reservoir‘ Design: 

t=525ms (a); t=1350ms (b) 
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Figure 6-51 Dispensing Process for the 'Stripped Reservoir' Design: Numerical (Top: 

Present Study): Filling Stage (a)-(b); Cutting Stage (c)-(d); Experimental (Bottom) 

 

 

Figure 6-52 Dispensing Process for the 'TCC Reservoir' Design: Numerical (Top: Present 

Study): Filling Stage (a); Cutting Stage (b)-(d); Experimental (Bottom) 
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Figure 6-53 Volume of Droplets Generated from the 'Conventional Reservoir' Design 
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Figure 6-54 Pinch-off Locations (a) and Intercepts (b) versus Droplet Volumes for the 

‗Conventional Reservoir‘ Design 
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Figure 6-55 Pressure Field at the Beginning of Cutting Stage of the First Droplet in the 

‗Conventional Reservoir‘ Design 

 

 

 

Figure 6-56 Intercepts of the 1
st
, 11

th
, 21

st
, 31

st
, 41

st
 and 50

th
 Droplet at the End of the 

Filling Stage for the ‗Conventional Reservoir‘ Design 
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Figure 6-57 Numerical Results of the 11
th
 and 31

st
 Droplet for the ‗Conventional 

Reservoir‘ Design: Liquid Shape at the End of the Filling Stage: 11
th
 Droplet (a); 31

st
 

Droplet (d); Liquid Shape at the Beginning of the Cutting Stage: 11
th
 Droplet (b); 31

st
 

Droplet (e); Pressure Fields at the Beginning of the Cutting Stage: 11
th
 Droplet (c); 31

st
 

Droplet (f); Liquid Contour Right before the Pinch-off (g); Droplet Contour Right after the 

Pinch-off (h) 
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Figure 6-58 Pressure Fields on the Cutting Electrode at the Beginning of the Cutting 

Stage of the 1
st
, 11

th
, 21

st
, 31

st
, 41

st
 and 50

th
 Droplet (a-f) for the ‗Conventional Reservoir‘ 

Design 
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Figure 6-59 Volume of Droplets Generated from the 'Stripped Reservoir' Design 

 

 

 

 

Figure 6-60 Free Surfaces of the 1
st
, 11

th
, 21

st
, 31

st
, 41

st
 and 50

th
 Droplet at the End of the 

Filling Stage for the ‗Stripped Reservoir‘ Design 
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Figure 6-61 Numerical Results of the 11
th
 and 31

st
 Droplet for the ‗Stripped Reservoir‘ 

Design: Liquid Shape at the End of the Filling Stage: 11
th
 Droplet (a); 31

st
 Droplet (d); 

Liquid Shape at the Beginning of the Cutting Stage: 11
th
 Droplet (b); 31

st
 Droplet (e); 

Pressure Fields at the Beginning of the Cutting Stage: 11
th
 Droplet (c); 31

st
 Droplet (f); 

Liquid Contour Right before the Pinch-off (g); Droplet Contour Right after the Pinch-off (h) 
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Figure 6-62 Pressure Fields on the Cutting Electrode of the 1
st
, 11

th
, 21

st
, 31

st
, 41

st
 and 

50
th
 Droplet (a-f) at the Beginning of the Cutting Stage for the ‗Stripped Reservoir‘ Design 
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Figure 6-63 Pressure Fields on the Cutting Electrode of the 1
st
, 11

th
, 21

st
, 31

st
, 41

st
 and 

50
th
 Droplet (a-f) at the Beginning of the Cutting Stage for the ‗Stripped Reservoir‘ Design 

with Larger Initial Volume in the Reservoir 
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Figure 6-64 Volume of Droplets Generated from the 'TCC Reservoir' Design 
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Figure 6-65 Numerical Results of the 11
th
 and 31

st
 Droplet for the ‗TCC Reservoir‘ 

Design: Liquid Shape at the End of the Filling Stage: 11
th
 Droplet (a); 31

st
 Droplet (d); 

Liquid Shape at the Beginning of the Cutting Stage: 11
th
 Droplet (b); 31

st
 Droplet (e); 

Pressure Fields at the Beginning of the Cutting Stage: 11
th
 Droplet (c); 31

st
 Droplet (f); 

Liquid Contour Right before the Pinch-off (g); Droplet Contour Right after the Pinch-off (h) 
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Figure 6-66 Pressure Fields on the Cutting Electrode of the 1
st
, 11

th
, 21

st
, 31

st
, 41

st
 and 

50
th
 Droplet (a-f) at the Beginning of the Cutting Stage for the ‗TCC reservoir‘ Design 



 

Table 6-1 Parameters Used in the Current Study 

Parameter Transport Splitting Merging 
Dispensing 

Unit 
Conventional Stripped TCC 

ρ 996.93 kg/m
3
 

μ 0.89 g/m*s 

σ 0.07199 N/m 

LE 2 1.4 1.5 N/A N/A N/A mm 

H 0.1 0.07 0.1 0.1 0.1 0.1 mm 

V N/A 25 65 N/A N/A N/A volt 

UR 100 30 20 10 10 10 mm/s 

ΔA 4 8 8 3.1 4 3.8 degree 

ΔR 4 8 8 3.1 4 3.8 degree 

θs, OFF 117 117 111.62 117 117 117 degree 

θs, ON 54 90 70.01 90 90 90 degree 

Ca 1.236×10
-3

 3.709×10
-4

 2.473×10
-4

 1.236×10
-4

 1.236×10
-4

 1.236×10
-4

 dimensionless 

Re 11.201 2.352 2.240 1.120 1.120 1.120 dimensionless 

We 1.385×10
-2

 8.724×10
-4

 5.539×10
-4

 1.385×10
-4

 1.385×10
-4

 1.385×10
-4

 dimensionless 

Oh 1.051×10
-2

 1.256×10
-2

 1.051×10
-2

 1.051×10
-2

 1.051×10
-2

 1.051×10
-2

 dimensionless 

Bo 1.357×10
-3

 6.650×10
-4

 1.357×10
-3

 1.357×10
-3

 1.357×10
-3

 1.357×10
-3

 dimensionless 

1
3
0
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Table 6-2 Droplet Transport Time versus Static Contact Angles 

θs,ON θs,OFF θs,OFF-θs,ON      ̃ Transport time (ms) 

74 97 23 3.975 4.485 160 

74 102 28 4.835 5.456 100 

74 107 33 5.680 6.409 74 

74 112 38 6.502 7.337 64 

74 117 43 7.296 8.233 53 

64 107 43 7.307 8.246 53 

59 107 48 8.074 9.111 48 

64 112 48 8.130 9.173 48 

54 107 53 8.802 9.932 47 

59 112 53 8.896 10.039 45 

64 117 53 8.924 10.069 46 

49 107 58 9.484 10.702 44 

54 112 58 9.624 10.859 44 

64 122 58 9.683 10.926 43 

59 117 58 9.690 10.934 42 

44 107 63 10.117 11.416 45 

49 112 63 10.307 11.630 45 

64 127 63 10.402 11.737 44 

54 117 63 10.418 11.755 44 

59 122 63 10.450 11.791 45 

44 112 68 10.939 12.344 48 

49 117 68 11.100 12.526 48 

59 127 68 11.169 12.602 49 

54 122 68 11.177 12.612 48 

44 117 73 11.733 13.240 pinch-off @ 25 

49 122 73 11.860 13.382 pinch-off @ 24 

54 127 73 11.896 13.423 pinch-off @ 25 

44 122 78 12.493 14.096 pinch-off @ 20 

49 127 78 12.579 14.194 pinch-off @ 19 

44 127 83 13.212 14.908 pinch-off @ 18 
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Table 6-3 Droplet Transport Time versus Electrode Size, Channel Height and 

Dimensionless Curvature 

1×1 mm
2
 

 

2×2 mm
2
 

H (mm)  ̃ Transport time (ms) 

 

H (mm)  ̃ Transport time (ms) 

0.03 19.592 pinchoff @ 21 

 

0.04 29.388 pinchoff @ 30 

0.035 16.793 pinchoff @ 19 

 

0.05 23.510 pinchoff @ 32 

0.04 14.694 pinchoff @ 18 

 

0.06 19.592 pinchoff @ 37 

0.045 13.061 28 

 

0.07 16.793 pinchoff @ 35 

0.05 11.755 22 

 

0.08 14.694 pinchoff @ 35 

0.06 9.796 18 

 

0.09 13.061 59 

0.07 8.397 16 

 

0.1 11.755 44 

0.08 7.347 14 

 

0.11 10.687 36 

0.09 6.531 13 

 

0.12 9.796 33 

0.1 5.878 12 

 

0.13 9.042 29 

0.11 5.343 11 

 

0.14 8.397 26 

0.12 4.898 10 

 

0.15 7.837 24 

0.2 2.939 8 

 

0.16 7.347 23 

    

0.17 6.915 22 

    

0.18 6.531 21 

    

0.19 6.187 20 

    0.2 5.878 19 

    0.21 5.598 19 

    0.22 5.343 19 

    

0.23 5.111 18 

    

0.24 4.898 18 

    

0.25 4.702 18 
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3×3 mm
2
 

 

4×4 mm
2
 

H (mm)  ̃ Transport time (ms) 

 

H (mm)  ̃ Transport time (ms) 

0.06 29.388 pinchoff @ 46 

 

0.06 39.184 pinchoff @ 52 

0.07 25.190 pinchoff @ 48 

 

0.07 33.586 pinchoff @ 52 

0.08 22.041 pinchoff @ 50 

 

0.08 29.388 pinchoff @ 56 

0.09 19.592 pinchoff @ 50 

 

0.09 26.123 pinchoff @ 60 

0.1 17.633 pinchoff @ 52 

 

0.1 23.510 pinchoff @ 64 

0.11 16.030 pinchoff @ 50 

 

0.11 21.373 pinchoff @ 72 

0.12 14.694 pinchoff @ 52 

 

0.12 19.592 pinchoff @ 68 

0.13 13.564 pinchoff @ 54 

 

0.13 18.085 pinchoff @ 72 

0.14 12.595 92 

 

0.14 16.793 pinchoff @ 68 

0.15 11.755 78 

 

0.15 15.674 pinchoff @ 68 

0.16 11.020 64 

 

0.16 14.694 pinchoff @ 68 

0.17 10.372 56 

 

0.17 13.830 pinchoff @ 68 

0.18 9.796 52 

 

0.18 13.061 pinchoff @ 76 

0.19 9.280 50 

 

0.19 12.374 132 

0.2 9.376 48 

 

0.2 11.755 108 

0.25 7.053 42 

 

0.25 9.404 68 

0.3 6.251 38 

 

0.3 7.837 60 

    

0.35 6.717 56 

    

0.4 5.878 52 

 

Table 6.3—Continued 
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Chapter 7  

Conclusions and Future Work 

The fluid dynamics of microfluidic droplet motions in parallel-plate EWOD devices 

including transport, splitting, merging and dispensing have been investigated via a 

numerical scheme. The Navier-Stokes equations are solved using a finite volume 

formulation with a two-step projection method on a fixed computational grid. A CLSVOF 

method is used for tracking the gas-liquid interface in conjunction with the CSF scheme 

for the surface tension calculation. Contact angle hysteresis which is a crucial element in 

EWOD modeling has been implemented. A simplified model has been adopted for the 

viscous stresses exerted by the parallel plates on the solid-liquid interface. The numerical 

results obtained from the current study are in good agreement with the corresponding 

experiments for all droplet operations.  

For the droplet transport process, it has been discovered that the pressure jump 

at the ON/OFF electrode border may lead to the formation of two localized areas which 

directly determine the direction and speed of the fluid flow and consequently play a 

dominant role in the transport process. It has been found that the droplet experiences a 

larger deformation and even a splitting when the difference between        and       is 

increased, when the channel height is reduced or when the electrode size is increased 

with the droplet diameter maintained at the same ratio with the electrode length. 

However, varying density, viscosity, surface tension or the viscous stresses exerted by 

the parallel plates appears to only alter the transport speed with the shape unchanged. A 

dimensionless curvature  ̃ has been introduced which represents the relative significance 

between     and     in a particular droplet transport case. The critical value of  ̃ beyond 

which the droplet splits into two small ones during the transport has been found which 

appears to be universal for all the transport cases studied. 
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Similar to the transport process, the results of droplet splitting and merging 

processes show that altering the channel height has a profound effect on droplet motions 

for both splitting and merging cases since it affects the surface tension induced pressure 

as well as the viscous force exerted by the plates. However, changing the values of 

density, viscosity and surface tension seems to only vary the liquid moving speed with 

the shape unaltered. For the splitting process, it has been discovered that a small 

satellite droplet is formed when the channel height is between 0.03mm and 0.04mm 

resulting from the more curved pressure contours in the localized areas near the ON/OFF 

electrode border. When the channel height is beyond 0.105mm, the splitting never occurs 

due to the insufficient pressure force across the droplet boundary in the middle of the 

splitting process. For the merging process, the merging always occurs regardless of the 

channel height but at a faster pace when the channel height is increased, which results 

from the less curved pressure contours in the localized areas. 

The physics involved in the droplet dispensing process has been studied for 

three different reservoir designs and the volume inconsistency of generated droplets has 

been examined. It has been discovered that the pressure distribution on the cutting 

electrode at the beginning of the cutting stage is of considerable significance for the 

inconsistency of droplet volumes, which can be improved by stabilizing the intercept of 

the liquid interface at left reservoir boundary at the end of the filling stage. Smaller 

volume inconsistency can also be achieved by shortening the liquid cutting length, which 

reduces the size of the neck as well as the volume adding to the generated droplet after 

the pinch-off. It has been found that the ‗stripped reservoir‘ design has smaller volume 

inconsistency than the ‗conventional reservoir‘ design due to the elimination of the 

intercept at left reservoir boundary. However, the ‗stripped reservoir‘ design becomes 

unreliable when the liquid in the reservoir is near depletion. The ‗TCC reservoir‘ design is 



136 

the best among the three designs since it is capable of generating droplet with excellent 

volume uniformity as well as a volume close to the size of the generating electrode due to 

a much shorter neck formed in the cutting stage. 

The applications in the present study demonstrate the versatility and robustness 

of the numerical EWOD schemes which are capable of accurately modeling a variety of 

microfluidic droplet motions. However, it should be noted that the current methods are 

limited to the two dimensional case and the extension to three-dimensional problems is 

desirable but excepted to be more difficult and challenged (i.e., a more complex interface 

reconstruction scheme is needed). Besides, the current code is unable to solve low 

Reynolds number flow problems due to the explicit treatment of the viscous term in the 

Navier-Stokes equation. An implicit treatment of the viscous term will allow the code to 

model more viscous fluids and to eliminate the time step constraints due to the viscosity. 

Also, only the continuity and the momentum equations are solved in the current codes; 

adding an energy equation model with phase-change will allow the code to simulate two-

phase interfacial flows with heat transfer and evaporation. With these further 

enhancements, the range and variety of current numerical EWOD model can be 

improved and extended to some interdisciplinary studies.  
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Appendix A 

Computer Program Execution 
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All numerical computations were performed on the High Performance Computing 

(HPC) environment of The University of Texas at Arlington. The system operates with 

Compaq ES40 Alpha servers with quad 833MHz 64-bit EV68 and Compaq DS20E Alpha 

servers with dual 667MHz 64-bit EV67 processors. The servers operate on Intel Core i7 

processor (Nahalem) architectures and use Red Hat Enterprise Linux for their operating 

environment.  

The computational program used for the present study was developed based on 

a single-phase flow solver [121], which was written in the computer language FORTRAN 

under the UNIX/LINUX operating system. Major modifications were made to two 

subroutines of the original CLSVOF code, tension.f and vtilde.f. Subroutine tension.f was 

modified to account for electrode locations, interface moving directions, static contact 

angles at both plates and the hysteresis effect in the CSF method. The viscous stress 

exerted by the parallel plates was applied in the subroutine vtilde.f where the viscous 

terms in the Navier-Stokes equations are computed. Some minor changes have been 

made to comdk1.h and rinput.f for the new namelists added to the input file. 

In setting up a problem for computation, three files are required to be placed in a 

same directory: (1) the input file in which the problem geometry, initial conditions, fluid 

properties, numerical parameters, the I/O (input/output), the surface reconstruction 

method and the free surface tracking scheme, either the VOF or the CLSVOF, are 

specified; (2) the file_nam.dat file which contains the number and names of output data; 

(3) the bjob file which contains the load sharing facility (LSF) instructions and the path of 

the compiled executable file ripple. The information from the input file is fed to file ripple, 

in which the variables are grouped into format-free namelists.  

When the computation is in process, a data file is periodically generated by the 

program at the time instant following the outputting frequency specified in the input file. 
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The number of files to be generated is listed in the file_nam.dat file. If the program 

generates more than the numbers specified in the file_nam.dat file, the last file is 

overwritten until the program finishes the computation. Each output data file contains the 

solutions in a specified format as follows: 

1. The first and last real cells in the x- and y-direction 

2. Location of the left side of each computational cell in the x-direction and the 

lower side of each computational cell in the y-direction 

3. Data: the velocity in the x-direction, the velocity in the y-direction, the volume 

fractions (VOF function value), the level set (LS) function value, the enthalpy and the 

pressure. 

In the present study, the post processing of the data obtained from the simulation 

was done in MATLAB®, in which the output data files ripp*.dat, ripp*.da and ripp*.d are 

read and converted into the plots and graphs of the numerical simulations. Sample input 

and output files are given in Appendix B. Further information on setting up the problem 

can be found in [121] and [122]. 
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Appendix B 

Sample Input and Output 
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B.1 Sample INPUT 

Two namelists $ewodrf and $gapspacing have been added to the original input 

file for the present study and the corresponding modifications have been made to the 

subroutines comdk1.h and rinput.f in the original CLSVOF code. In the namelist $ewodrf, 

the values of several EWOD parameters including the viscous stress coefficient    , the 

hysteresis deflections    and    and the static contact angles       and        are 

provided. The magnitude of the channel height   is given in the namelist $gapspacing. 

All the other parameters are taken from a previous version of the code and the details are 

available in [121] and [122]. A sample input file is shown below. 

 

Droplet transport process in EWOD devices by Yin Guan 

$numparam 

   alpha=1.0, 

   conserve=.false., 

   autot=1.0, 

   delt=0.25e-2, 

   dtmax=0.25e-1, 

   twfin=10000.0, 

   con=0.3, 

   fcvlim=0.5, 

   idiv=1, 

   dmpdt=3000000.0, 

   prtdt=1000000.0, 

   pltdt=1.0, 

   sym=.true., 
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   kt=2, 

   kb=2, 

   kl=2, 

   kr=2, 

 $end 

 $fldparam 

   gy=0.0, 

   icyl=0, 

   isurf10=1, 

   psat = 0.0, 

   xnu=8.927407e-4, 

   rhof=0.99693, 

   sigma=0.07199, 

 $end 

 $mesh 

   nkx=1, 

   xl=0.0,4.8, 

   xc=2.4, 

   nxl=48, 

   nxr=48, 

   dxmn=0.05, 

   nky=1, 

   yl=0.0,2.8, 

   yc=1.4, 

   nyl=28, 
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   nyr=28, 

   dymn=0.05, 

 $end 

 $obstcl 

   nobs=0, 

 $end 

 $freesurf 

   nfrsrf=2,iequib=0, 

   fc1(1)=-1.0, ifh(1)=1, 

   fa2(2)=1.0, fa1(2)=-6.8, fb2(2)=1.0, fb1(2)=-2.8,  

   fc1(2)=12.08, ifh(2)=0, 

 $end 

 $graphics 

   plots=.true., dump=.false., 

   iout = 0, 1, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 

          0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 

          0, 0, 0, 0, 0, 0, 0, 1, 0, 0, 0, 0, 1, 

   iysymplt=0, 

 $end 

 $heateq 

   heat= .false., 

   ischeme=3, 

 $end 

 $coupled 

   lsvof=.true., 
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   ls=.false., 

 $end 

 $ewodrf 

   covs=18.0, <------ viscous stress coefficient     

   cahaa=4.0, <------ hysteresis deflection on the advancing side    

   cahra=4.0, <------ hysteresis deflection on the receding side    

   caon=54.0, <------ static contact angle on the activated area       

   caoff=117.0, <------ static contact angle on the non-activated area        

 $end 

 $gapspacing 

   gapsp=0.10, <------ channel height   

 $end 

 

B.2 Sample OUTPUT 

The data files contains the solutions of the governing equations are named 

according to the file_nam.dat file. A sample output file and its explanations are given 

below. 

 

0.00000E+000 <----- time 

2, 96 <----- 1
st
 real cell, last real cell in x-direction 

2, 56 <----- 1
st
 real cell, last real cell in y-direction 

0.00000E+000 <----- location of the left side of each computational cell in the x-

direction 

1.00000E-001 

2.00000E-001 
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3.00000E-001 

4.00000E-001 

5.00000E-001 

6.00000E-001 

. 

. 

. 

. 

0.00000E+000 <----- location of the left side of each computational cell in the y-

direction 

1.00000E-001 

2.00000E-001 

3.00000E-001 

4.00000E-001 

5.00000E-001 

6.00000E-001 

7.00000E-001 

8.00000E-001 

9.00000E-001 

1.00000E+000 

. 

. 

. 

0.00000E+0, -4.50000E-1, 0.00000E+0, 1.00000E+6, 0.00000E+0, 0.00000E+0 

0.00000E+0, -4.50000E-1, 0.00000E+0, 1.00000E+6, 0.00000E+0, 0.00000E+0 
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0.00000E+0, -4.50000E-1, 0.00000E+0, 1.00000E+6, 0.00000E+0, 0.00000E+0 

0.00000E+0, -4.50000E-1, 0.00000E+0, 1.00000E+6, 0.00000E+0, 0.00000E+0 

0.00000E+0, -4.50000E-1, 0.00000E+0, 1.00000E+6, 0.00000E+0, 0.00000E+0 

. 

. 

. 

(comp. 1),     (comp.2),       (comp. 3),     (comp. 4),     (comp.5),      (comp.6) 

 

In the above six-column matrix, components from comp.1 to comp.6 show the 

following 

solutions: 

comp.1: velocity component in x-direction 

comp.2: velocity component in y-direction 

comp.3: VOF function value 

comp.4: LS function value 

comp.5: enthalpy 

comp.6: pressure 
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