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Abstract

AN EXAMINATION OF THE RELATIONSHIPS BETWEEN RESPONSE SCALE LENGTH, LABEL FORMAT, RELIABILITY AND VALIDITY

Tyler Hamby, PhD

The University of Texas at Arlington, 2015

Supervising Professor: Daniel S. Levine

This research examined the impact that two qualities of scales—the number of response options and the response scale label format—have on reliability and validity. Based on a meta-analytic pilot study, I expected that these two scale qualities would interact to predict reliability, such that the association between response scale length and reliability would be stronger for fully labeled than for endpoint labeled scales. This study also examined three quantitative variables that have previously been hypothesized to moderate the association between response scale length and reliability: score variability, item homogeneity, and skewness. I randomly assigned 893 participants to one of six scale format conditions to fill out six questionnaires; the reliabilities of these measures were examined. Then, the subjects took two more questionnaires, and the scores of these measures were correlated with the scores from the first six questionnaires for construct validity coefficients. Response scale length and label format did interact to predict reliability but not as expected. However, this outcome may have been due to the characteristics of the chosen sample. I found that college educated respondents had higher reliabilities at seven-point scales, as compared to five-point scales, but this pattern was not seen in the less educated group. The three quantitative variables also
moderated the response scale length and reliability relationship, though not all in the manner anticipated. Finally, the number of response options did influence validity, but the only generalizable conclusion was that fully labeled scales outperformed endpoint labeled scales at seven response options.
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Chapter 1
INTRODUCTION

Self-report surveys are among the most important tools in the psychological sciences; yet, to date, we have little understanding of the extent to which various scale modifications might have an impact on the efficacy of these measures. There is, for example, a dearth of research on whether it is beneficial to label all of the categories of a response scale or just the endpoints. Both types of scales are commonly used, and a particular researcher’s preference for one over the other is likely not scientifically based. Although much research has explored the relationship between the number of response categories and reliability, the findings tend to be contradictory. Thus, it is likely that researchers still tend to select scale formats based on intuition, familiarity, or preference, instead of the findings from empirical research.

The present research provides an extensive analysis of how these scale modifications affect the psychometric properties of scales. In particular, this study explores an interaction between the number of response categories and the labeling format of those categories in predicting internal consistency reliability and construct validity. I also compare the predictions of various theories about how attributes of scales (score variability, item homogeneity, and skewness) should affect the relationships between the number of response categories and internal consistency reliability. Before reviewing the relevant research, it is necessary to clearly define reliability and validity.

1.1 Reliability and Validity

For a scale to have practical utility, it must demonstrate adequate psychometric properties, including reliability and validity. A succinct and insightful definition of these two constructs was given by Campbell and Fiske (1959, p. 83): “Reliability is the agreement between two efforts to measure the same trait through maximally similar methods. Validity is represented in the agreement between two attempts to measure the same trait through maximally different methods.” These two constructs are interrelated
but not interchangeable: It is said that reliability is necessary, but not sufficient, for validity (Nunnally & Bernstein, 1994). Reliability is ultimately a precondition for whether or not scores on a scale can correlate with other meaningful criteria.

1.1.1 Reliability

Aside from the very theoretical definition given above, reliability has some more practical and statistical definitions. In contemporary research, it can refer to temporal stability, alternate forms reliability, or internal consistency (Nunnally & Bernstein, 1994). Temporal stability, or test-retest reliability, refers to the degree that a person will have similar scores when taking the same test at two different points in time. Similarly, alternate forms reliability measures the correspondence between respondents’ scores on two tests or questionnaires which purport to measure the same thing. Test-retest and alternate forms reliability are most often measured with a correlation coefficient. Lastly, internal consistency measures how well the test items interrelate. It is the type of reliability that is most important for the present study because it measures the amount of error that is associated with a scale.

Internal consistency is most often measured using coefficient alpha (Cronbach’s alpha; Cronbach, 1951). Alpha is essentially the ratio of true variance of a scale, estimated by the average of all the covariances between the items, to the true variance plus error variance, estimated by the average of all the covariances between the items and the item variances. Internal consistency is a bit of a misnomer because it reflects both inter-item correlation and the number of items (Nunnally & Bernstein, 1994). It therefore follows that increasing the number of items in a scale should increase alpha, and as the number of items increases, lower levels of inter-item correlations are required to achieve a given level of reliability (Cortina, 1993). In this study, I am only interested in the inter-item correlation factor, so I experimentally control for the influence of the number of items.
1.1.2 Validity

A questionnaire is useless unless it has been shown to have validity. Traditionally, there are three types of validity: content, predictive, and construct (Nunnally & Bernstein, 1994). Content validity depends primarily on how the scale was developed, so this type of validity is not relevant to my purposes. Predictive validity and construct validity are typically assessed with correlation coefficients. Predictive validity involves demonstrating that the instrument relates to some external behavioral criterion. Construct validity is the extent to which an instrument measures what it purports to measure. A self-report scale should correlate with other measures of the same construct and, to a lesser degree, with other related constructs; correlations between unrelated measures should be much smaller than either of these two correlations (Campbell & Fiske, 1959). As I will discuss later, this issue is of particular importance in the proposed study because it is possible that certain scale modifications may artificially inflate reliabilities and correlations by exaggerating response styles. I will examine construct validity in the proposed study, and I will control for any effect of inflated reliabilities by examining the disattenuated correlations.

1.2 Number of Response Categories

When subjects are answering items on a Likert-type scale, they must choose a number from some predefined range of values. In modern research, it is most common for the response alternatives to range from one to five, but other ranges are frequently seen. For scales with more response options, the subject can better qualify the extent of his or her agreement or disagreement with an item, but the directionality of the response should be independent of scale length (Weijters, Caborter, & Schillewaert, 2010). Ideally, the scale should have enough response categories for the respondent to accurately express him or herself, but it should not have so many response categories that random error is introduced, due to respondents not using all of the response levels (Alwin, 1992; Cox, III, 1980). The actual number of response categories needed to
achieve this ideal probably depends on how refined people’s conception of the measured construct is (Krosnick & Presser, 2010). So, perhaps if the items are too vague or abstract, subjects might have difficulty choosing between the response categories for a lengthier scale.

A number of cognitive factors have been proposed to be related to response scale length. Miller (1956) theorized that people are cognitively limited to seven plus or minus two distinctions in terms of memory and judgment. This theory has been used to support using five to nine response categories (Cox III, 1980). If cognitive limitations do influence the optimal response scale length, then the appropriate number of response categories could depend on the cognitive ability of the target population.

Another relevant issue is the distinction between optimizing and satisficing. These terms have been used to describe how people respond to survey items (e.g., Schwarz & Strack 1985; Tourangeau & Rasinski, 1988). To answer questions optimally, or to optimize, people presumably go through these steps: They interpret the question, deduce its intent, search their memories for relevant information, integrate the information into a single judgment, and then select the most appropriate category for that judgment. Ideally, subjects optimize and thoroughly complete each step. In reality, respondents often satisfice, or settle for a “good enough” answer, by skipping or expending minimal effort on these cognitively demanding steps. The likelihood of satisficing is thought to increase with (1) increased task difficulty, (2) decreased respondents’ abilities, and (3) decreased respondents’ motivation (Krosnick, 1991). Krosnick and Presser (2010) suggest that subjects might generally have more difficulty responding to lengthier response scales, which could encourage satisficing and result in lower reliability or validity.

A large number of studies have examined the association between the number of response categories and reliability. Studies employing Monte Carlo simulations have shown that using more response categories improves internal consistency reliability
(Bandalos & Enders, 1996; Jenkins & Taber, 1977; Lissitz & Green, 1975; Lozano, García-Cueto, & Muñiz, 2008) and test-retest reliability (Jenkins & Taber, 1977; Lissitz & Green, 1975). One important finding from these studies is that the response scale length apparently has the largest effect on reliability at lower average inter-item correlations or covariances (Lissitz & Green, 1975; Lozano, García-Cueto, & Muñiz, 2008). This makes sense mathematically: It can be shown that any given increase in the average inter-item correlation or covariance will increase alpha to a greater extent at lower, compared to higher, starting levels of average inter-item correlation or covariance. The mathematical details are given in Appendix A, and Figure 1.1 demonstrates the point graphically.

These simulation studies are useful, but they do not account for the psychological factors discussed above.

![Figure 1.1. The relationships between the average inter-item correlation, the number of items, and standardized alpha.](image)

Although experimental studies have produced more mixed findings, these too seem to favor scales with more response alternatives more often than not. The results of these studies have shown that increasing the number of response alternatives increases
internal consistency (Alwin, 1997; Oaster, 1989; Preston & Colman, 2000; Weng, 2004), test-retest reliability (Preston & Colman, 2000; Weng, 2004), and alternate forms reliability (Oaster, 1989). Meta-analytic studies on coefficient alpha have also shown a positive relationship between the number of response alternatives and internal consistency reliability (Churchill & Peters, 1984; Peterson, 1994).

In spite of the growing body of research suggesting that using more response alternatives improves reliability, some experimental studies have found no relationship (e.g., Bendig, 1953, 1954; Mattell & Jacoby, 1971). Moreover, those studies which have found a significant relationship have provided different recommendations for the optimal number of response alternatives. Authors have recommended two or three (Mattell & Jacoby, 1971), five (Jenkins & Taber, 1977; Lissitz & Green, 1975), seven (Finn, 1972; Oaster, 1989) or even more categories (Alwin, 1997; Preston & Colman, 2000). The variability in these recommendations raises the question: What variables influence the relationship between the number of response options and reliability?

Researchers have proposed a number of theories to answer this question. Masters (1974) posited that, for questionnaires with relatively low total score variability at fewer numbers of response categories, reliability benefits from using more categories. This prediction was tested and confirmed with only two scales. Komorita and Graham (1965) suggested that the homogeneity of the item distributions determines whether increasing the response scale length increases reliability: increasing scale length improves reliability for heterogeneous but not homogeneous questionnaires. In this study and in another study (Weng, 2004), item homogeneity was defined as the size of the factor loadings of the items on the first factor. Both studies empirically confirmed the theory; but in both studies the researchers administered only one relatively heterogeneous scale and one relatively homogeneous measure. These studies are obviously limited by the number of constructs measured.
Previous Monte Carlo simulation studies have demonstrated that increasing the number of response alternatives attenuates the deleterious effects of skewness on reliability (Bandolos & Enders, 1996; Bernstein & Teng, 1989). No experimental studies have tested whether skewness moderates the impact of scale length on reliability. Lastly, the present author has obtained meta-analytic results which suggest that the number of alternatives interacts with the labeling format for those alternatives to predict reliability. This study will be described in detail below. Each of these ideas could plausibly account for the mixed findings in the literature, but none of them have been sufficiently tested. Although they are not mutually exclusive, it is uncertain whether any or all of these propositions are actually valid, primarily because of methodological limitations of the supporting studies. Moreover, to date the various theories have not been systematically tested against each other in a single study.

To the extent that scale length affects reliability, increasing the number of response alternatives should improve validity correlations by increasing reliability because imperfect internal consistency reliability attenuates the strength of validity correlations (Nunnally & Bernstein, 1994). Note, however, that Cronbach (1950) argued that any gains in reliability obtained by adding response options are spurious consequences of the idiosyncratic response patterns of subjects. For example, with more response options, respondents with tendencies to give extreme responses will improve reliability more than they would with shorter response scales, but the resulting data will not necessarily be more meaningful. By this reasoning, lengthening the response scale may improve reliability at the expense of validity. Chang (1994) tested these two contrasting predictions by performing confirmatory factor analysis on a multitrait-multimethod matrix for four and six category scales for three different measures. He found that the average validity correlation between scales was higher for six-point scales, but that criterion validity was not improved. Thus, the methodological variance associated with using a longer scale was assumed to inflate the correlations between
scales. He suggested that test-retest reliability and validity correlations between two scales should ideally be tested when the two scales have differing numbers of response categories.

Unfortunately, relatively little research has examined the association between scale length and validity. Matell and Jacoby (1971), using experimental data, concluded that two response options (e.g., true or false) were sufficient to achieve acceptable validity. Regardless, most research has demonstrated that increasing the number of response categories improves validity. Alwin (1997) found that 11-point scales had higher validity coefficients than did seven-point scales in 14 out of 17 different surveys. Similarly, another study (Loken, Pirie, Virnig, Hinkle, & Salmon, 1987) found that 11-point scales had higher criterion validity than either three or four-point scales. Preston and Colman (2000) compared scales with two to 11 response categories, and they found that scales with five or more response alternatives had the highest criterion validities.

1.3 Response Alternative Label Format (All or Endpoint Only)

Some Likert-type rating scales give verbal descriptions for each number on a rating scale. For example, a five-point scale may be labeled 1-Strongly Disagree, 2-Disagree, 3-Neither Agree Nor Disagree, 4-Agree, and 5-Strongly Agree. On the other hand, other Likert-type scales provide descriptions for the two endpoints only. In the previous example, it would be 1-Strongly Disagree, 2, 3, 4, and 5-Strongly Agree. This difference raises the question of which scale format results in superior psychometric properties.

There are theoretical reasons why one scale format might result in higher reliabilities than the other. It has been said that response alternatives without labels are more ambiguous in meaning (Alwin & Krosnick, 1991); labeling each category gives the respondent some indication as to when it is appropriate to choose that particular response option, but it is unclear whether this labeling actually achieves the intended effect. Krosnick and Presser (2010) argue that response scales with only verbally
labeled endpoints are more difficult to respond to than completely verbally labeled scales because respondents must generate an appropriate label for each numbered category before selecting the appropriate category. If this is true, then the increased task difficulty could encourage satisficing behavior for people responding to scales with only the endpoints labeled.

Conversely, it has been argued that respondents tend to view numerical response alternatives as being equally spaced (Schaeffer & Presser, 2003). Because there are only numbers between the two poles, the subject should view the scale as being interval in nature, and the various statistical benefits of having a normal, interval scale may in turn come with it. On the other hand, it is debatable whether a Likert-type scale with all points labeled is, in fact, ordinal or interval (Goddard & Villanova, 2006). Some evidence indicates that people do not always perceive the commonly used response category labels as being spaced in the manner that an interval scale would require (Bass, Cascio, & O’Conner, 1974; Dobson & Mothersill, 1979; Spector, 1976), and the labels and positions of those labels can affect how people interpret the response choices (Klockars & Yamagishi, 1988). If fully labeled scales are ordinal and endpoint only scales are interval, then endpoint only scales would have some advantage in terms of reliability and validity. Given the conflicting arguments that have been put forth, empirical data are necessary to determine which scale format results in better psychometric properties.

Little research has directly addressed the impact that this choice of labeling may have on reliability or validity, and the research that has been done so far has produced mixed results. Although at least one study found that labeling only endpoints produced higher reliabilities for several surveys (Andrews, 1984), most research has either found that labeling each alternative is preferable or that there is no difference. Three meta-analyses collected studies with great variability in the number of response alternatives, and they found no relationship between labeling format and reliability (Churchill & Peters,
1984; Peterson, 1994; Peterson & Kim, 2013). On the other hand, Alwin and Krosnick (1991) used an archival method, with 13 seven-point scales, and they found that the scales which labeled each response option had higher reliabilities. Also, Peters and McCormick (1966) compared reliabilities for the two label formats on seven-point rating scales, and they found that labeling each category produced higher reliabilities.

Another study (Bendig, 1953) examined the relationship between the number of response alternatives, the labeling format, and reliability. In this study, there was modest evidence in favor of labeling more categories, but there was no significant interaction between scale length and scale format. More recently, Weng (2004) examined both predictor variables. There was no overall difference in reliability between scales that labeled only endpoints and scales that labeled each option. However, Weng concluded that for lengthier scales it was better to label each category in terms of test-retest reliability but not internal consistency reliability, though there was slight evidence of an effect for internal consistency as well. Note that most of the reviewed studies that found an overall effect for label format used scales with seven response categories, and these studies indicated that scales with each category labeled had higher reliabilities. This finding aligns with my prediction that scale length and label format interact to predict reliability. I now present evidence for this interaction effect.

1.4 Pilot Study

For this project, I used a meta-analytic approach to investigate the associations between two qualities of self-report questionnaires—the number of response alternatives and the labeling format of those alternatives—and reliability as measured by coefficient alpha. Importantly, three prior meta-analyses (Churchill & Peters, 1984; Peterson, 1994; Peterson & Kim, 2013) have already explored the impact that these scale modifications have on reliability. These studies generally found that the number of response options positively predicted reliability, but they found no relationship between label format and reliability.
For this study, I had several goals.

- I wanted to replicate the general finding that the reliability of a scale is positively related to the number of response categories.
- I also wanted to determine whether there was a substantial improvement in reliability when adding response categories beyond five.
- I wanted to test whether scales with each category labeled (ALL) differed from scales with only the endpoints labeled (END) in terms of reliability.
- Lastly, I sought to find a satisfactory explanation as to why the prior meta-analyses had found no difference in reliability between ALL and END scales.

To meet these goals, I selected studies for my meta-analysis by drawing from three meta-analyses that have already been done (Chiaburu, Oh, Berry, Li, & Gardner, 2011; Judge & Bono, 2001; Trapman, Hell, Hirn, & Schular, 2007). These three meta-analyses together used studies that measured the Big Five variables, job satisfaction, and self-esteem. For the pilot study data analyses, I generally followed the method described by Rodriguez and Maeda (2006). This method transforms the original alphas (to \( T \)) to make them more normally distributed, weights them by their inverse variances to compute a weighted mean value, and then transforms that value back to alpha for the mean effect size. I estimated the random variance component using the restricted maximum likelihood estimator (REML) method.

For the moderator analyses, I first applied the Spearman-Brown prophecy formula to each alpha coefficient to control for the number of items in the scale. Specifically, I estimated each alpha at the sample-size-weighted mean number of items:

\[
\alpha_{SBjk} = \left( \frac{\#Items_{\bar{k}}/\#Items_{j} \cdot \alpha_{jk}}{1 + (\#Items_{\bar{k}}/\#Items_{j} - 1) \alpha_{jk}} \right),
\]

where \( \alpha_{jk} \) is the initial alpha for study \( k \) within variable \( j \); \( \alpha_{SBjk} \) is the transformed alpha; \( \#Items_{jk} \) is the number of items used to compute the particular alpha; and \( \#Items_{\bar{k}} \) is the
sample-size-weighted mean number of items for variable $j$. After I estimated the alpha coefficient in this way, I generally followed the procedure described by Rodriguez and Maeda (2006). This method lead me to first transform the alphas (to $T_{jk}$). Next, I performed weighted least square (WLS) analyses, using the mixed-effects method with REML, separately for each of the seven variables ($j = 1, \ldots, 7$). The $T$-transformation maps relatively large values of alpha to relatively small $T_{jk}$ values, so positive relationships between moderators and alpha will produce negative regression coefficients. I also combined the data for the seven variables and ran moderator analyses, using multilevel linear modeling (MLM) with the variable as an added level (Hox, 2010). The equation below shows the model that was used for these analyses.

$$T_{jk} = b_0 + b_1 X_{1jk} + b_2 X_{2jk} + \cdots + b_p X_{pjk} + V_j + S_{jk} + e_{jk}.$$  

The dependent variable, $T_{jk}$, for study $k$ and variable $j$, is predicted by the mean $T_{jk}$ value of all study by variable combinations ($b_0$), $p$ predictor variables (e.g., $X_{pjk}$) and the associated regression coefficients (e.g., $b_p$), and three error terms, $V_j$, $S_{jk}$, and $e_{jk}$.

The error term $V_j$ refers to the random deviation of the variable $j$ from the overall effect; $S_{jk}$ refers to the random deviation of study $k$ within variable $j$ from the mean effect in variable $j$; $e_{jk}$ is the sampling error of the observed $T_{jk}$ from the population effect size for study $k$ within variable $j$. 


Table 1.1. Coefficients from Regression Tests of Moderation of Number of Response Categories on Reliability

<table>
<thead>
<tr>
<th>Variable</th>
<th>Full Range</th>
<th>At Least Five Categories</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>K</td>
<td>N</td>
</tr>
<tr>
<td>Extraversion</td>
<td>37</td>
<td>8,409</td>
</tr>
<tr>
<td>Agreeableness</td>
<td>46</td>
<td>9,663</td>
</tr>
<tr>
<td>Conscientiousness</td>
<td>75</td>
<td>15,882</td>
</tr>
<tr>
<td>Neuroticism</td>
<td>53</td>
<td>17,747</td>
</tr>
<tr>
<td>Openness</td>
<td>46</td>
<td>9,557</td>
</tr>
<tr>
<td>Job Satisfaction</td>
<td>62</td>
<td>22,362</td>
</tr>
<tr>
<td>Self-Esteem</td>
<td>25</td>
<td>8,110</td>
</tr>
<tr>
<td>Combined</td>
<td>344</td>
<td>48,056</td>
</tr>
</tbody>
</table>

Note. K = number of studies; N = sample size; #RC = number of response categories.
†p < .10. *p < .05. **p < .01. ***p < .001.

Table 1.1 reports the WLS regression moderator analyses with the number of response alternatives as the predictor. Remembering that the $T$-transformation reverses the order of the reliabilities, we see that the results for both the full range of scale length and for scales with at least five response alternatives indicated that questionnaires with more response alternatives tended to have higher reliabilities. But this relationship was stronger and more consistent for the full range of response scale lengths than it was for the restricted range. Also, the results were quite consistent across the seven variables, and the results of the multilevel linear models support this generalizability. Thus, I have strong and generalizable evidence that scales with more response alternatives have higher reliabilities.
I next compared the reliabilities of ALL and END scales. I first performed WLS ANOVAs, but found the results to be rather inconsistent. To better understand these relationships, I then conducted WLS regressions with reliability predicted by the (centered) number of response categories, category label format, and the interaction of these two predictors (see Table 1.2). Although the results tended to somewhat favor END scales, the main effect must be interpreted in light of the significant interaction effect. For ALL scales, using more response alternatives greatly improved reliability. However, interestingly, the relationship between the number of response alternatives and reliability was substantially weaker (and in some cases reversed) for END scales. The significant interaction for the multilevel model analyses across all seven variables provides evidence for generalizability. Figure 1.2 plots the results of the multilevel model with the $T_{jk}$ statistics transformed back into alpha values. The plot shows that the two

Table 1.2. Coefficients from Regression Tests of Moderation of Number of Response Categories and Label Format on Reliability

<table>
<thead>
<tr>
<th>Variable</th>
<th>$K$</th>
<th>$N$</th>
<th>#RC</th>
<th>LF</th>
<th>#RC*LF</th>
</tr>
</thead>
<tbody>
<tr>
<td>Extraversion</td>
<td>36</td>
<td>8,189</td>
<td>-0.03</td>
<td>-0.13*</td>
<td>0.03</td>
</tr>
<tr>
<td>Agreeableness</td>
<td>44</td>
<td>9,132</td>
<td>-0.03*</td>
<td>-0.06</td>
<td>0.03</td>
</tr>
<tr>
<td>Conscientiousness</td>
<td>72</td>
<td>14,984</td>
<td>-0.04***</td>
<td>0.01</td>
<td>-0.01</td>
</tr>
<tr>
<td>Neuroticism</td>
<td>45</td>
<td>12,255</td>
<td>-0.02</td>
<td>0.01</td>
<td>0.03</td>
</tr>
<tr>
<td>Openness</td>
<td>46</td>
<td>9,557</td>
<td>-0.03***</td>
<td>-0.07†</td>
<td>0.05*</td>
</tr>
<tr>
<td>Job Satisfaction$^a$</td>
<td>36</td>
<td>10,363</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Self-Esteem</td>
<td>23</td>
<td>7,365</td>
<td>-0.09**</td>
<td>0.01</td>
<td>0.10**</td>
</tr>
<tr>
<td>Combined</td>
<td>302</td>
<td>31,908</td>
<td>-0.03***</td>
<td>-0.01</td>
<td>0.02*</td>
</tr>
</tbody>
</table>

*Note. $K$ = number of studies; $N$ = sample size; #RC = number of response categories; LF = response category label format with ALL = 0 and END = 1; #RC*LF = interaction between number of response categories and response category label format.

$^a$Job satisfaction only had one END scale, so I could not run these analyses.

†$p < .10$. *$p < .05$. **$p < .01$. ***$p < .001$. 
response scale formats were roughly equivalent at around five or six response options, but they differed with either fewer or greater numbers of response categories.

Figure 1.2. Multilevel linear model analysis of the combined dataset with number of response categories, the label format, and the interaction between these variables predicting reliability. END = only endpoints labeled; ALL = all response categories labeled.

This pilot study I conducted served four major purposes. First, I sought to replicate the common finding that the number of response categories positively predicts reliability. Second, I sought to explore whether this relationship would continue beyond five response alternatives. Third, I wanted to determine whether using ALL or END scales affected reliability. Fourth, I hoped to discover why the prior meta-analyses have reported no relationship between scale label format and reliability. The meta-analysis succeeded in meeting each of these goals. I found that the number of response alternatives did positively predict reliability, even for scales with five or more alternatives. The results did not overwhelmingly favor END or ALL scales; instead, the category label
format interacted with the number of categories to predict reliability. For questionnaires with close to an average number of response categories (around five) or fewer, it was better to only label endpoints, but for scales with a large number of response categories, it was better to label each category. I now consider a few factors that might explain this interaction effect.

As stated before, it has been argued that people perceive END scales, but not ALL scales, as being interval. Ordinal, or otherwise nonnormal, data are known to reduce the size of alpha (Greer et al., 2006). On the other hand, Monte Carlo simulations have demonstrated that categorizing continuous data into ordinal levels is most problematic for scales using two to four response options (Johnson & Creech, 1983). So, ALL scales with at least five options may be relatively resistant to the problems of nonnormality, assumed to be caused by the scale being ordinal. Furthermore, it has been shown that people do not perceive the psychological distance between categories as being equally spaced for scales with seven, as opposed to four or five, categories (Wakita, Ueshima, & Noguchi, 2012). Therefore, for longer response scales, even END scales may fail to be perceived as being truly interval. For scales with many response categories, the theorized benefits of labeling each category may then predominate.

This pilot study makes a few important contributions to our knowledge of the relationship between scale reliability and the number of response alternatives. It provides further evidence that, even for scales with at least five options, it is beneficial to add more response alternatives. More importantly, this research is the first to find an interaction between the response scale length and scale label format in predicting internal consistency reliability. This finding suggests a plausible explanation for why the prior meta-analyses have found a null effect for label format on reliability; its influence takes the form of an interaction with response scale length and not the form of a significant main effect.
This pilot study had the advantage of examining numerous questionnaires for seven different psychological constructs. However, I was unable to test the different theoretical ideas about which factors—total score variability, item homogeneity, and skewness—moderate the relationship between scale length and reliability, and I could not explore the effect that these scale modifications might have on validity. Most of all, the pilot study was not an experimental study, so inferring causality is not possible. The present study addresses each of these concerns.

1.5 Present Study

The present study expands upon the findings of the pilot study by experimentally examining the impact that two qualities of scales—the number of response alternatives and the label format for those categories—have on internal consistency reliability and construct validity. The experimental method enables more control over various confounds, and it allows me to directly test different theoretical ideas about which scale qualities moderate the relationship between the scale length and reliability. Lastly, the experimental method allows for proper tests of the construct validities of the various response scale formats. Based on the results of the pilot study and the literature review above, I developed several initial hypotheses and research questions.

H1: The number of response alternatives will positively predict reliability (see pilot study).

H2: There will be an interaction between the number of response alternatives and the response alternative label format in predicting reliability. In particular, END scales will have higher reliabilities for scales with four and five categories, and ALL scales will have higher reliabilities for scales with seven categories (see pilot study).

H3: Relatively low total score variability for shorter scales (Masters, 1974), item heterogeneity (Komorita & Graham, 1965), and greater skewness (Bandolos & Enders, 1996; Bernstein & Teng, 1989) will increase the extent to which scale length predicts reliability.
RQ1: Will total score variability, item homogeneity, or skewness best predict the association between scale length and reliability?

H4: The number of response categories will positively predict validity (e.g., Alwin, 1997; Preston & Colman, 2000).

RQ2: Will there be an interaction between the number of response levels and the response category label format in predicting validity?

RQ3: Will total score variability, item homogeneity, and skewness influence the extent to which scale length predicts validity?
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METHOD

2.1 Participants

The participants in this study were 893 (490 females, 400 males, 3 no response) U.S. workers on Amazon Mechanical Turk who took our surveys in exchange for financial compensation. This data collection method has been found to be acceptable. In a recent study (Paolacci, Chandler, & Ipeirotis, 2010), a large sample from Mechanical Turk was shown to compare favorably to samples collected via other internet sources and typical undergraduate samples in terms of attention, effect sizes for results, and demographics. Indeed, the sample in this study was older ($M = 35.35, SD = 12.44$) and more ethnically diverse than a typical undergraduate sample, including 75 Black (8%), 60 Asian (7%), 674 White (76%), 48 Hispanic (5%), and 34 multicultural or other (4%) respondents. They also differed in education: 11 (1%) had not completed high school, 93 (10%) were high school graduates, 348 (39%) had completed some college, 327 (37%) had bachelor’s degrees, 99 (11%) had master’s degrees, and 14 (2%) had doctoral degrees. So, 440 participants (50%) held college degrees.

2.2 Procedure and Materials

Participants were randomly assigned to one of six survey conditions. The Likert-type rating scales for each item in the survey either had each point verbally labeled (ALL), or it only had the endpoints verbally labeled with numerical values between the two poles (END). For these two formats, the scales had four, five, or seven response categories. I decided on these particular response scale lengths because, as discussed in the introduction, it is generally agreed that reliability improves beyond two or three categories, but there is less agreement on whether it improves beyond four or five categories. Also, few authors use more than seven categories. For example, a recent meta-analysis encompassing research from 24 psychology, marketing, management, and education journals, found that only 31 (1%) of 2,524 alpha coefficients arose from scales
with eight or more response categories, and most (91%) used either five or seven levels (Peterson & Kim, 2013). Thus, the present study used a 2 (label format: ALL or END) x 3 (number of response categories: four, five, or seven) between-subjects design.

Each participant was asked to fill out two sets of questionnaires. The first set of questionnaires contained six scales—extraversion and neuroticism from the Big Five Inventory (BFI; John, Donahue, & Kentle, 1991), the Revised Self-Monitoring Scale (RSMS; Lennox & Wolfe, 1984), Rosenberg’s Self-Esteem Scale (RSE; Rosenberg, 1965), and the social anxiety and dysphoria scales from the Inventory of Depression and Anxiety Symptoms (IDAS; Watson et al., 2007). These six scales were chosen because they differ in total score variability, item homogeneity, and skewness. The participants were randomly assigned to fill out these six questionnaires using one of the six survey formats described above. The second set of questionnaires measured extraversion and neuroticism with questions from the International Personality Item Pool (IPIP, 2001). Every participant was given five items with four response alternatives, five items with five response alternatives, and five items with seven response alternatives for both of these constructs, but the format for the response alternative labels matched the format that was assigned for the first set of questionnaires. So, for the second set of questionnaires, there were only two conditions: ALL or END. After completing the online informed consent, the participants reported their education level, and at the end of the survey, they were asked to report on age, gender, and ethnicity (see Appendix B for the wording of the survey).
Table 2.1. Response Category Labels for ALL Scales

<table>
<thead>
<tr>
<th>Level</th>
<th>Agreement</th>
<th></th>
<th></th>
<th></th>
<th>Quantity</th>
<th></th>
<th></th>
<th></th>
<th>Accuracy</th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Five</td>
<td>Seven</td>
<td>Five</td>
<td>Seven</td>
<td>Five</td>
<td>Seven</td>
<td>Five</td>
<td>Seven</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>Strongly Disagree</td>
<td>Strongly Disagree</td>
<td>Not At All</td>
<td>Not At All</td>
<td>Very Inaccurate</td>
<td>Very Inaccurate</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>Disagree</td>
<td>Disagree</td>
<td>A Little Bit</td>
<td>A Little Bit</td>
<td>Moderately Inaccurate</td>
<td>Inaccurate</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>Neither Disagree Nor Agree</td>
<td>Slightly Disagree</td>
<td>Moderately Somewhat</td>
<td>Neither Inaccurate Nor Accurate</td>
<td>Inaccurate</td>
<td>Moderately Inaccurate</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>Agree</td>
<td>Neither Disagree Nor Agree</td>
<td>Quite A Bit Moderately Accurate</td>
<td>Moderately Accurate</td>
<td>Inaccurate Nor Accurate</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>Strongly Agree</td>
<td>Slightly Agree</td>
<td>Extremely Quite A Bit Accurate</td>
<td>Very Accurate</td>
<td>Moderately Accurate</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>6</td>
<td>Agree</td>
<td></td>
<td>Very</td>
<td></td>
<td>Accurate</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>7</td>
<td>Strongly Agree</td>
<td>Extremely</td>
<td></td>
<td></td>
<td>Very</td>
<td>Accurate</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Note. The four-point ALL scales use the same categories as the five-point ALL scales without the middle category. The END scales have the same endpoints as the ALL scales, but they only have numerical values between the endpoints.

The particular labels given for the different response categories for ALL scales with five and seven levels are presented in Table 2.1. ALL scales with four levels are identical to those with five levels except that they lack the middle category, and END scales have the same labels as ALL scales at the endpoints but have only numerical values between the endpoints. The BFI, RSMS, and the RSE use agreement labels, the IDAS scales use quantity labels, and the IPIP scales use accuracy labels. The actual labels were chosen based on empirical work showing that people perceive these category labels as being equally spaced (Bass et al., 1974; Dobson & Mothersill, 1979). See Figure 2.1 for an example item in each of the six formats. The questionnaires that were used in this study are described below.
2.2.1 The Big Five Inventory (John et al., 1991)

I included the eight-item extraversion and neuroticism scales from the BFI. The BFI scales have been shown to have relatively high reliabilities, usually above $\alpha = .80$, and the BFI has been shown to perform well on several types of validity tests (John, Naumann, & Soto, 2008). The scales are unidimensional, and they correlate well with other measures of the same two dimensions of the Big Five traits.
2.2.2 The Revised Self-Monitoring Scale (Lennox & Wolfe, 1984)

This scale measures the extent to which people adjust their self-presentation in accordance with the demands of various social situations. This particular measure of self-monitoring has 13 items which form two factors: ability to modify one's self-presentation and sensitivity to the expressive behavior of others. The reliabilities have been adequate but somewhat low for the two factors, $\alpha = .77$ and $\alpha = .70$, and for the full scale, $\alpha = .75$ (Lennox & Wolfe, 1984). The items for the RSMS were selected, in part, to minimize skewness, so the scale should not be notably skewed. The construct of self-monitoring is conceptually related to both extraversion and neuroticism, and it is statistically correlated with measures of these constructs as well (Lennox & Wolfe, 1984).

2.2.3 Rosenberg’s Self-Esteem Scale (Rosenberg, 1965)

This instrument is a ten-item measure of global self-esteem. It has demonstrated good reliability and validity (Crandall, 1973). However, recent work has demonstrated that it may form two factors (Huang & Dong, 2012): one for the five positively worded items and one for the five negatively worded items. The RSE is also skewed because most people report having high self-esteem. Self-esteem is correlated with both extraversion and neuroticism (Bosson & Swann, 2009).

2.2.4 Inventory of Depression and Anxiety Symptoms (Watson et al., 2007)

Subjects were asked to fill out the five-item social anxiety and the ten-item dysphoria subscales of the IDAS. Both of these subscales have been shown to be valid and reliable; the internal consistencies were generally well above $\alpha = .80$ in several scale validation samples (Watson et al., 2007). When all items from all subscales were entered into a factor analysis, one factor emerged for each subscale, so it can be assumed that each subscale is unidimensional. Although no skewness statistics have been reported, I expected the scales to be skewed because they measure the normatively unusual symptoms of psychopathology. Based on the results of a large meta-analysis (Kotov,
Gamez, Schmidt, & Watson, 2010), dysphoria should be related to neuroticism, and social anxiety should be related to extraversion and neuroticism.

2.2.5 The International Personality Item Pool Big Five scales (IPIP, 2001)

Lastly, I administered 30 items from the IPIP to assess extraversion and neuroticism. For both constructs, five questions were answered with each of four, five, and seven response levels. These scales come in several formats, but the ten-item versions have been shown to have reliabilities around $\alpha = .86$ for both constructs (IPIP, 2001). The scales are unidimensional and have been shown to relate well with other measures of the Big Five traits.

2.3 Statistical Analysis

For the hypotheses and research questions concerning scale reliabilities, I first calculated and tabulated the coefficient alphas for each of the six formats of the six scales used in the first set of questionnaires—extraversion and neuroticism from the BFI, RSMS, RSE, and dysphoria and social anxiety from the IDAS. Because alphas are not normally distributed, I used the following transformation for all statistical analyses involving alpha (Hakstian & Whalen, 1976):

$$ T = (1 - \alpha)^{1/3}. $$

After transforming these 36 alphas (six questionnaires and six response formats), I obtained the average $T$ statistic for each of the 2 (label: ALL, END) X 3 (number of categories: four, five, seven) response scale formats across the six questionnaires. These mean $T$ values were then transformed back to alpha for reference purposes:

$$ \alpha = 1 - T^3. $$

To test the first hypothesis that the number of response categories positively predicts reliability, I ran two $k$-sample chi-square significance tests for independent alphas (Hakstian & Whalen, 1976) to compare the average reliabilities for the three scale lengths for both END and ALL scales. This chi-square test compares $k$ alphas from $k$ samples to determine if any alpha(s) is significantly different from any other alpha(s). To
test the second hypothesis that there will be an interaction between the number of response levels and the response category label format, I ran three more chi-square tests to compare the average reliabilities of END and ALL scales at each of the three response scale lengths. Based on my hypotheses, I had predicted that all three tests should yield a significant finding: END scales should have higher average reliabilities for four and five levels, but ALL scales should have the higher average reliability at seven levels.

As an additional test of hypotheses one and two, I computed the item-total correlations for each item within each questionnaire. The item-total correlations, for each questionnaire, represent (though imperfectly) how much each item contributes to the reliability. I separated these correlations by the three response categories and two label format conditions and ran an itemmetric ANOVA. This means that the \((N = 54)\) items from the first set of questionnaires comprised the sample, rather than the respondents. The item-total correlations were the dependent variables and the number of response categories and label format were the within-item independent variables. The effect for the number of response categories and the interaction between response scale length and label format represent item-level tests for hypotheses one and two, respectively. This particular analysis was run because it is a very powerful test of the first two hypotheses. It makes comparisons at the item level, rather than the questionnaire level, and having two sets of within-item variables allows for generalizable tests of the hypotheses that are not as influenced by differences in item-total correlations (reliabilities) between items (questionnaires). The results of this test should be interpreted similarly to the results of the chi-square tests described above. However, this technique examines item-total correlations, whereas the chi-square tests examine alpha.

Next, I computed statistics for total score variability, item homogeneity, and skewness for the first set of questionnaires. The hypotheses for item homogeneity and skewness pertained to the descriptive statistics for the questionnaire in general, instead of the descriptives at various response scale lengths, so I first computed statistics to
represent the average descriptive statistics across the conditions. To make the data comparable across the six scale format conditions, I divided each individual’s total score by the number of response categories (four, five, or seven) and combined the data across the six conditions. Then, for both ALL and END scales, I computed score variability, item homogeneity, and skewness statistics. For score variability, I computed the mean score variability for each questionnaire and estimated the statistics at five response categories. For item homogeneity, I performed principal components analyses (PCA) for each questionnaire and I tabulated the proportion of variance accounted for by the first factor.

Masters (1974) hypothesized that questionnaires which have relatively low total score variability at shorter response scale lengths would have relatively higher reliabilities at longer response scale lengths. So, in addition to calculating and tabulating the descriptive statistics for each response scale length, I computed the ratio of these statistics for four and seven-point scales; those with relatively more variability at seven response categories should hypothetically have higher reliabilities at seven response categories. At this point, I calculated the two sets of $k$-sample chi-square significance tests for independent alphas for each of the six scales separately; this allowed me to determine for which questionnaires the scale length and label format predicted reliability. Comparing these results with the pattern of total score variability, item homogeneity, and skewness among the six scales allowed me to test the hypothesis that these factors interact with scale length to predict reliability.

As stated above, every participant answered questions with four, five, and seven levels for the second set of questionnaires—extraversion and neuroticism from the IPIP. I took the participants’ mean responses for all three response scale lengths, divided by the scale length, and then averaged these three values. These statistics, for IPIP extraversion and neuroticism, were correlated with the scores on the first set of questionnaires to provide construct validity coefficients, which should not be differentially
influenced by methodological variance for any of the three numbers of response alternatives (Chang, 1994). Analogous to the reliability analyses described above, I applied Fisher’s r-to-z transformation and calculated the average of the absolute values of the correlations between scores on the two sets of questionnaires for each of the six conditions. The test of equality of multiple independent correlations (Hays, 1994) was used to compare the average validities across scale lengths and to compare ALL and END scales at each number of response levels. These analyses were done to test my fourth hypothesis that the number of response categories will positively predict validity, and they also address my research question about whether there will be an interaction between the number of response levels and the response category label format.

Moreover, I separately performed the same tests of equality for correlations for each of the six scales and compared these results with the pattern of total score variability, item homogeneity, and skewness among the six scales to assess the third research question regarding these relationships.

Lastly, I conducted one final set of analyses to test the relationship between scale length, label format, and validity. After dividing each respondents’ scores on the first six questionnaires by the scale length and combining the data across the six conditions, I performed two sets of multivariate multiple regression analyses—one for each of extraversion and neuroticism from the IPIP. I also performed these analyses with the T-transformed alpha of the IPIP scale as a covariate to determine whether the relationships between scale length, label format, and validity continue to hold true after accounting for the impact of reliability. The independent variables in these analyses were the score on the particular IPIP scale being tested, the scale length, the label format, and all interactions between these predictors. The dependent variables were the scores on the first six questionnaires. The interactions between the IPIP score and scale length test hypothesis four, and the triple interactions test research question two. These final
analyses are a powerful test for any generalizable relationship between the various scale modifications and construct validity.
Chapter 3

RESULTS

Prior to analysis, I examined the data for the 893 respondents for missing values and outliers. I ran missing values analyses and found that there were no items that were missing values for more than 5% of the cases, so I concluded that there were no problematic items. I then screened the data for participants who responded to less than 5% of the items; I deleted seven cases based on this criteria, leaving 886 respondents. I examined the six conditions for univariate outliers on all study variables—BFI-E, BFI-N, RSMS, SES, IDAS-D, IDAS-S, IPIP-E, and IPIP-N. For each condition and each questionnaire, I computed the \( z \)-scores and looked for any values that were outliers at \( p < .001 \). I only found one case for the RSMS, and I removed this case from all analyses that involved the RSMS.

3.1 Descriptive Statistics

Table 3.1 and Table 3.2 summarize the descriptive statistics for all six questionnaires in the first set of questionnaires on the attributes of sample size, mean score variability, item homogeneity, and skewness. Table 3.1 shows these statistics for the ALL and END conditions, merged across the three response scale length conditions. Table 3.2 shows these statistics for all six conditions, and it also shows the ratio of the descriptive statistics for the seven and four-point response scales. Note that the sample sizes were roughly equivalent for all six conditions. This was true for the ALL \( (N = 470; 53\%) \) versus END \( (N = 416; 47\%) \) manipulation \( (\chi^2(1; N = 886) = 3.29, p = .07) \), and it was true for the response scale length conditions \( (\chi^2(2; N = 886) = .52, p = .77) \): four \( (N = 288; 33\%) \), five \( (N = 305; 34\%) \), and seven \( (N = 293; 33\%) \).
Table 3.1. Summary Descriptive Statistics for Sample Size, Score Variability, Item Homogeneity, and Skewness for the First Set of Questionnaires

<table>
<thead>
<tr>
<th>Questionnaire</th>
<th>N</th>
<th>Variability</th>
<th>% PCA</th>
<th>Skewness</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>ALL</td>
<td>END</td>
<td>ALL</td>
<td>END</td>
</tr>
<tr>
<td>BFI-E</td>
<td>454</td>
<td>403</td>
<td>0.72</td>
<td>0.77</td>
</tr>
<tr>
<td>BFI-N</td>
<td>458</td>
<td>401</td>
<td>0.73</td>
<td>0.83</td>
</tr>
<tr>
<td>RSMS</td>
<td>444</td>
<td>396</td>
<td>0.41</td>
<td>0.42</td>
</tr>
<tr>
<td>SES</td>
<td>444</td>
<td>394</td>
<td>0.70</td>
<td>0.86</td>
</tr>
<tr>
<td>IDAS-D</td>
<td>453</td>
<td>388</td>
<td>0.88</td>
<td>1.01</td>
</tr>
<tr>
<td>IDAS-S</td>
<td>461</td>
<td>406</td>
<td>1.22</td>
<td>1.28</td>
</tr>
</tbody>
</table>

Note. These statistics represent the values obtained after dividing all item statistics by the number of response categories and combining the statistics across response scale length conditions. Variability = the mean score variance corrected to be a five category scale; % PCA = the percentage of variance accounted for by the first component in a principal components analysis; Skewness = the skewness of the scale; BFI-E = Big Five Inventory extraversion scale; BFI-N = Big Five Inventory neuroticism scale; RSMS = Revised Self-Monitoring Scale; IDAS-D = Inventory of Depression and Anxiety Symptoms dysphoria scale; IDAS-S = Inventory of Depression and Anxiety Symptoms social anxiety scale.

Table 3.2. Descriptive Statistics for Sample Size, Score Variability, Item Homogeneity, and Skewness for the First Set of Questionnaires

<table>
<thead>
<tr>
<th>Questionnaire</th>
<th>N</th>
<th>Variability</th>
<th>% PCA</th>
<th>Skewness</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>ALL</td>
<td>END</td>
<td>ALL</td>
<td>END</td>
</tr>
<tr>
<td>Four</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>BFI-E</td>
<td>144</td>
<td>134</td>
<td>0.65</td>
<td>0.67</td>
</tr>
<tr>
<td>BFI-N</td>
<td>141</td>
<td>134</td>
<td>0.59</td>
<td>0.69</td>
</tr>
<tr>
<td>RSMS</td>
<td>136</td>
<td>133</td>
<td>0.34</td>
<td>0.36</td>
</tr>
<tr>
<td>SES</td>
<td>139</td>
<td>130</td>
<td>0.57</td>
<td>0.80</td>
</tr>
<tr>
<td>IDAS-D</td>
<td>141</td>
<td>126</td>
<td>0.76</td>
<td>0.90</td>
</tr>
<tr>
<td>IDAS-S</td>
<td>147</td>
<td>136</td>
<td>1.09</td>
<td>1.17</td>
</tr>
</tbody>
</table>
Table 3.2-Continued

<table>
<thead>
<tr>
<th>Questionnaire</th>
<th>Total N</th>
<th>Cutoff</th>
<th>Score Variability 1</th>
<th>Score Variability 2</th>
<th>Total Score Variability 1</th>
<th>Total Score Variability 2</th>
<th>Skewness 1</th>
<th>Skewness 2</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Five</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>BFI-E</td>
<td>155</td>
<td>143</td>
<td>0.74</td>
<td>0.73</td>
<td>62</td>
<td>60</td>
<td>0.19</td>
<td>0.25</td>
</tr>
<tr>
<td>BFI-N</td>
<td>156</td>
<td>142</td>
<td>0.73</td>
<td>0.77</td>
<td>58</td>
<td>59</td>
<td>-0.08</td>
<td>0.19</td>
</tr>
<tr>
<td>RSMS</td>
<td>153</td>
<td>141</td>
<td>0.39</td>
<td>0.41</td>
<td>43</td>
<td>46</td>
<td>-0.33</td>
<td>-0.15</td>
</tr>
<tr>
<td>SES</td>
<td>150</td>
<td>140</td>
<td>0.68</td>
<td>0.80</td>
<td>60</td>
<td>64</td>
<td>-0.55</td>
<td>-0.56</td>
</tr>
<tr>
<td>IDAS-D</td>
<td>154</td>
<td>140</td>
<td>0.74</td>
<td>0.88</td>
<td>57</td>
<td>63</td>
<td>0.29</td>
<td>0.27</td>
</tr>
<tr>
<td>IDAS-S</td>
<td>154</td>
<td>144</td>
<td>1.17</td>
<td>1.09</td>
<td>71</td>
<td>71</td>
<td>0.65</td>
<td>0.63</td>
</tr>
<tr>
<td><strong>Seven</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>BFI-E</td>
<td>155</td>
<td>126</td>
<td>0.73</td>
<td>0.89</td>
<td>56</td>
<td>63</td>
<td>0.13</td>
<td>0.24</td>
</tr>
<tr>
<td>BFI-N</td>
<td>161</td>
<td>125</td>
<td>0.82</td>
<td>0.99</td>
<td>57</td>
<td>62</td>
<td>0.16</td>
<td>-0.01</td>
</tr>
<tr>
<td>RSMS</td>
<td>155</td>
<td>122</td>
<td>0.50</td>
<td>0.46</td>
<td>49</td>
<td>40</td>
<td>-0.43</td>
<td>-0.35</td>
</tr>
<tr>
<td>SES</td>
<td>155</td>
<td>124</td>
<td>0.83</td>
<td>0.98</td>
<td>59</td>
<td>64</td>
<td>-0.60</td>
<td>-0.55</td>
</tr>
<tr>
<td>IDAS-D</td>
<td>158</td>
<td>122</td>
<td>1.06</td>
<td>1.22</td>
<td>64</td>
<td>67</td>
<td>0.80</td>
<td>0.32</td>
</tr>
<tr>
<td>IDAS-S</td>
<td>160</td>
<td>126</td>
<td>1.30</td>
<td>1.61</td>
<td>71</td>
<td>77</td>
<td>0.84</td>
<td>0.55</td>
</tr>
<tr>
<td><strong>7/4</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>BFI-E</td>
<td>1.13</td>
<td>1.33</td>
<td>0.88</td>
<td>1.19</td>
<td>1.92</td>
<td>-0.97</td>
<td></td>
<td></td>
</tr>
<tr>
<td>BFI-N</td>
<td>1.38</td>
<td>1.43</td>
<td>1.05</td>
<td>1.21</td>
<td>-1.68</td>
<td>-0.08</td>
<td></td>
<td></td>
</tr>
<tr>
<td>RSMS</td>
<td>1.46</td>
<td>1.26</td>
<td>1.09</td>
<td>1.05</td>
<td>2.98</td>
<td>1.87</td>
<td></td>
<td></td>
</tr>
<tr>
<td>SES</td>
<td>1.45</td>
<td>1.22</td>
<td>0.96</td>
<td>1.07</td>
<td>2.24</td>
<td>0.81</td>
<td></td>
<td></td>
</tr>
<tr>
<td>IDAS-D</td>
<td>1.40</td>
<td>1.36</td>
<td>1.08</td>
<td>1.14</td>
<td>1.33</td>
<td>0.95</td>
<td></td>
<td></td>
</tr>
<tr>
<td>IDAS-S</td>
<td>1.19</td>
<td>1.38</td>
<td>0.99</td>
<td>1.13</td>
<td>0.90</td>
<td>1.00</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Note. Variability = the mean score variance corrected to be a five category scale; % PCA = the percentage of variance accounted for by the first component in a principal components analysis; Skewness = the skewness of the scale.

*The ratio of the statistics for seven and four categories.

Table 3.1 shows that the six questionnaires differed greatly on score variability. The two IDAS questionnaires and, to a lesser extent, the BFI-N and SES had the most score variability in general. Also, as indicated in Table 3.2, all six questionnaires increased in relative score variability with increased response scale length. Importantly, counter to Masters’ (1974) assumption, the data did not show that the questionnaires with the least total score variability had the greatest concurrent increase in total score variability with increased response scale length.
Next, consider the statistics for item homogeneity, which I have operationally defined as the percent of variance accounted for by the first component of a PCA. Table 3.1 shows that, as predicted, the RSMS was substantially more heterogeneous than the other questionnaires. The IDAS-S was the most homogeneous questionnaire, and the other four measures were all similar in item homogeneity. Interestingly, Table 3.2 shows that, for the END but not ALL conditions, item homogeneity increased with the number of response alternatives. This finding indicates that for END response scales, increasing scale length improves “factorial validity” (Lozano et al., 2008).

Lastly, Table 3.1 provides generalized skewness statistics. The questionnaires varied in both the direction and the magnitude of skew. As expected, the IDAS questionnaires and the SES were the most skewed, but unexpectedly, the RSMS was fairly skewed as well. Table 3.2 does not give strong evidence for any general relationship between the number of response categories and skewness. If anything, increasing the number of response categories amplifies the observed skew. Overall, the six questionnaires were rather different in these three descriptive statistics, and the data shows that they generally behaved as I had expected.
Table 3.3. Alphas for the First Set of Questionnaires by Label Format

<table>
<thead>
<tr>
<th></th>
<th>BFI-E</th>
<th>BFI-N</th>
<th>RSMS</th>
<th>SES</th>
<th>IDAS-D</th>
<th>IDAS-S</th>
<th>Average</th>
</tr>
</thead>
<tbody>
<tr>
<td>ALL</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>.90†</td>
<td>.88</td>
<td>.89</td>
<td>.93</td>
<td>.92</td>
<td>.90</td>
<td>.90</td>
</tr>
<tr>
<td>5</td>
<td>.90</td>
<td>.89</td>
<td>.89</td>
<td>.92</td>
<td>.92</td>
<td>.90</td>
<td>.90</td>
</tr>
<tr>
<td>7</td>
<td>.87</td>
<td>.89</td>
<td>.91*</td>
<td>.92</td>
<td>.94</td>
<td>.89</td>
<td>.91</td>
</tr>
<tr>
<td>$\chi^2$</td>
<td>2.17</td>
<td>0.61</td>
<td>2.12</td>
<td>0.43</td>
<td>3.08</td>
<td>0.08</td>
<td>0.03</td>
</tr>
<tr>
<td>END</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>.86</td>
<td>.86</td>
<td>.86</td>
<td>.92</td>
<td>.92</td>
<td>.88</td>
<td>.89</td>
</tr>
<tr>
<td>5</td>
<td>.89</td>
<td>.90</td>
<td>.90</td>
<td>.94</td>
<td>.94</td>
<td>.90</td>
<td>.91</td>
</tr>
<tr>
<td>7</td>
<td>.90</td>
<td>.91</td>
<td>.87</td>
<td>.93</td>
<td>.95</td>
<td>.93*</td>
<td>.92</td>
</tr>
<tr>
<td>$\chi^2$</td>
<td>4.12</td>
<td>5.82†</td>
<td>3.22</td>
<td>1.03</td>
<td>3.23</td>
<td>5.39†</td>
<td>2.81</td>
</tr>
</tbody>
</table>

Note. Significant alphas indicate that the scale reliability is significantly higher than the reliability of the scale with the same number of response categories but different category label format. Significant $\chi^2$ statistics indicate that the reliabilities differ among the 4, 5, and 7 response scale lengths for the particular category label format.

†$p < .10$. *$p < .05$.

3.2 H1 and H2: Response Scale Length, Label Format, and Reliability

Table 3.3 provides the reliabilities of the six questionnaires for each of the six conditions. Note that the reliabilities were unusually high for each questionnaire and condition. Indeed, Buhrmester, Kwang, and Gosling (2011) administered the BFI-E, BFI-N, and SES to samples from the Amazon Mechanical Turk website at varying levels of monetary compensation, and they generally had lower reliabilities across conditions for the BFI-E (.85-.88), the BFI-N (.87-.89), and the SES (.90-.91) than reported in Table 3.3. Moreover, the RSMS alphas ranged from .86 to .91 (range = .05), but the scale developers reported an alpha of .75 (Lennox & Wolfe, 1984). I will more thoroughly describe the probable causes of this issue in the discussion section, but this is likely a result of the method used to collect the sample. As mentioned in the introduction and as proven in Appendix A, these inflated reliabilities have the unfortunate consequence of
shrinking differences in reliabilities for any given increase in average inter-item
correlation. For example, if the five-point ALL RSMS had a standardized alpha reliability
of .75 and if the differences in average inter-item correlation between conditions matched
the present study’s results, the standardized alphas would have ranged from .66 to .81
(range = .15). The chi-square test for differences in reliability would have been
statistically significant for the END, $\chi^2 (2, k = 3) = 6.22, p = .04$, but not ALL, $\chi^2 (2, k = 3)
= 3.28, p = .19$, response scale condition. For this reason, I also present the average
inter-item correlations in Table 3.4 because these often differ more noticeably between
the conditions.

Table 3.4. Average Inter-Item Correlations for the First Set of Questionnaires by Label

<table>
<thead>
<tr>
<th>Format</th>
<th>BFI-E</th>
<th>BFI-N</th>
<th>RSMS</th>
<th>SES</th>
<th>IDAS-D</th>
<th>IDAS-S</th>
<th>Average</th>
</tr>
</thead>
<tbody>
<tr>
<td>ALL</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>.53</td>
<td>.47</td>
<td>.40</td>
<td>.57</td>
<td>.64</td>
<td>.53</td>
<td>.53</td>
</tr>
<tr>
<td>5</td>
<td>.52</td>
<td>.51</td>
<td>.38</td>
<td>.55</td>
<td>.64</td>
<td>.52</td>
<td></td>
</tr>
<tr>
<td>7</td>
<td>.46</td>
<td>.51</td>
<td>.44</td>
<td>.54</td>
<td>.63</td>
<td>.53</td>
<td></td>
</tr>
<tr>
<td>END</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>.42</td>
<td>.44</td>
<td>.32</td>
<td>.55</td>
<td>.61</td>
<td>.49</td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>.51</td>
<td>.53</td>
<td>.41</td>
<td>.59</td>
<td>.64</td>
<td>.55</td>
<td></td>
</tr>
<tr>
<td>7</td>
<td>.53</td>
<td>.56</td>
<td>.35</td>
<td>.60</td>
<td>.71</td>
<td>.57</td>
<td></td>
</tr>
</tbody>
</table>

Hypothesis one was that there would be a generalizable, positive relationship
between the number of response categories and reliability. As shown by the average
columns in Table 3.3 and Table 3.4, the average of the coefficient alphas and average
inter-item correlations for the six questionnaires did monotonically increase with response
scale length for the END response scales but not the ALL response scales. However,
because the chi-square tests were not significant for either label format, these analyses
did not support the first hypothesis.
I also ran an itemmetric ANOVA—meaning that the items comprise the sample rather than the participants—with the (Fisher r-z transformed) item-total correlations for each item in the first six questionnaires (N = 54) as the dependent variable. The number of response categories and the category label format were the within-item variables. As shown in Table 3.5, there was a significant main effect for the number of response categories. Using Bonferroni adjustments, the four (M = .67, 95% CI = [.64, .70]) and five-point (M = .69, 95% CI = [.67, .71]) conditions differed, p < .01, and the four and seven-point (M = .70, 95% CI = [.68, .73]) conditions differed, p < .001, but the five and seven-point conditions did not differ, p = .23. Thus, although the analyses of coefficient alpha reliabilities did not support the first hypothesis, the itemmetric analyses showed a positive relationship between the number of response alternatives and item-total correlations.

Table 3.5. Itemmetric ANOVA for the Item-Total Correlations in the First Set of Questionnaires

<table>
<thead>
<tr>
<th></th>
<th>Wilk’s λ</th>
<th>p</th>
<th>η²</th>
</tr>
</thead>
<tbody>
<tr>
<td>#RC</td>
<td>0.69</td>
<td>&lt; .001</td>
<td>.31</td>
</tr>
<tr>
<td>LF</td>
<td>1.00</td>
<td>.63</td>
<td>.00</td>
</tr>
<tr>
<td>#RC*LF</td>
<td>0.62</td>
<td>&lt; .001</td>
<td>.38</td>
</tr>
</tbody>
</table>

Note. η² = partial eta-squared; #RC = number of response categories; LF = label format.

For the second hypothesis, I predicted an interaction between the number of response alternatives and label format, such that END scales would have higher reliabilities for four and five-point scales and ALL scales would have higher reliabilities for seven-point scales. Examining the average columns for reliabilities in Table 3.3 and for average inter-item correlations in Table 3.4, there was no evidence for this effect. There were no significant differences in reliabilities between the two label formats for any of the
response scale lengths and even the average inter-item correlations were similar. A positive association between response scale length and reliability for ALL but not END scales would also have evidenced this effect. However, this effect was not found either, and in fact, there was some (non-significant) support for the opposite conclusion: There was a minimally stronger effect of response scale length for END than for ALL scales.

I also examined the interaction effect for the itemmetric analyses in Table 3.5. There was a significant interaction between the number of response options and label format in predicting item-total correlations. Using Bonferroni adjustments, for the four-point conditions, the ALL condition ($M = .69, 95\% \text{ CI } = [.66, .71]$) had significantly higher item-total correlations than the END condition ($M = .65, 95\% \text{ CI } = [.62, .68]$), $p < .001$. For the five-point conditions, the END condition ($M = .70, 95\% \text{ CI } = [.68, .72]$) had significantly higher item-total correlations than the ALL condition ($M = .68, 95\% \text{ CI } = [.65, .70]$), $p = .02$. Lastly, for the seven-point conditions, the END condition ($M = .71, 95\% \text{ CI } = [.68, .74]$) had significantly higher item-total correlations than the ALL condition ($M = .69, 95\% \text{ CI } = [.67, .72]$), $p = .04$. For both coefficient alpha for questionnaires and item-total correlations, the hypothesized interaction was not found in the data; instead, there was evidence that the END response scales actually had a stronger positive relationship between scale length and reliability.

### 3.3 Analyses of Individual Questionnaires and Education Level

The third hypothesis—to be discussed shortly—was that relatively low total score variability for shorter scales, item heterogeneity, and greater skewness would increase the extent to which scale length predicts reliability. To evaluate this hypothesis, I compared the descriptive statistics on individual questionnaires, summarized in Table 3.1 and Table 3.2, to the statistics on the associations between the number of response categories and reliability and the average inter-item correlation for the individual questionnaires. However, before proceeding to make these comparisons, I must know
which questionnaires showed the strongest relationship between response scale length and reliability. I consider the individual questionnaires below.

The Table 3.3 columns for individual questionnaires show a positive, monotonic relationship between the number of response alternatives and reliability for the BFI and IDAS questionnaires in the END conditions, but the relationships only reached marginal significance in two cases: BFI-N and IDAS-S. Again, the effects were more apparent for the average inter-item correlations in Table 3.4, which supports the interpretation that some effects would have reached statistical significance if the reliabilities had not been especially high for each questionnaire.

In a further attempt to identify the questionnaires that were most affected by response scale length, I explored another potential moderator: education level. Table 3.6 and Table 3.7 report the reliabilities and average inter-item correlations, respectively, for the three response scale lengths for two groups: those who hold college degrees and those who do not. The educated group had a significant relationship between response scale length and reliability for two scales—the BFI-N and IDAS-D—though a similar, non-significant pattern emerged for the IDAS-S. The uneducated group had a significant relationship for the RSMS, but some other questionnaires evinced non-significant relationships between response scale length and reliability that were somewhat similar to those for the RSMS. Interestingly, the average column for average inter-item correlations (Table 3.7) clearly shows that the greatest difference in average inter-item correlations was between four and five response levels for the uneducated group, but for the educated group, the largest difference was between five and seven levels. I return to this observation in the discussion section, but it probably results from differences in cognitive ability between the educated and uneducated groups. Whatever the cause, this differential relationship certainly could have precluded finding more statistically significant differences in reliabilities between the response scale lengths in the data reported in Table 3.3.
Table 3.6. Alphas for the First Set of Questionnaires by Education Level

<table>
<thead>
<tr>
<th></th>
<th>N</th>
<th>BFI-E</th>
<th>BFI-N</th>
<th>RSMS</th>
<th>SES</th>
<th>IDAS-D</th>
<th>IDAS-S</th>
<th>Average</th>
</tr>
</thead>
<tbody>
<tr>
<td>Uneducated</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>144-152</td>
<td>.88</td>
<td>.88†</td>
<td>.85</td>
<td>.93</td>
<td>.92</td>
<td>.90</td>
<td>.89</td>
</tr>
<tr>
<td>5</td>
<td>137-145</td>
<td>.90</td>
<td>.91</td>
<td>.90</td>
<td>.94†</td>
<td>.94‡</td>
<td>.90‡</td>
<td>.92</td>
</tr>
<tr>
<td>7</td>
<td>138-144</td>
<td>.89</td>
<td>.90</td>
<td>.91</td>
<td>.93</td>
<td>.94</td>
<td>.90</td>
<td>.91</td>
</tr>
<tr>
<td>χ²</td>
<td>1.77</td>
<td>1.45</td>
<td>9.06*</td>
<td>0.89</td>
<td>2.04</td>
<td>0.23</td>
<td>1.83</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Educated</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>123-132</td>
<td>.88</td>
<td>.84</td>
<td>.90*</td>
<td>.93</td>
<td>.92</td>
<td>.88</td>
<td>.89</td>
</tr>
<tr>
<td>5</td>
<td>152-159</td>
<td>.89</td>
<td>.89</td>
<td>.88</td>
<td>.92</td>
<td>.91</td>
<td>.89</td>
<td>.90</td>
</tr>
<tr>
<td>7</td>
<td>139-142</td>
<td>.88</td>
<td>.90</td>
<td>.88</td>
<td>.92</td>
<td>.94</td>
<td>.92</td>
<td>.91</td>
</tr>
<tr>
<td>χ²</td>
<td>0.08</td>
<td>6.04*</td>
<td>1.45</td>
<td>0.19</td>
<td>7.01*</td>
<td>4.40</td>
<td>0.88</td>
<td></td>
</tr>
</tbody>
</table>

Note. Significant alphas indicate that the scale reliability is significantly higher than the reliability of the scale with the same number of response categories but different education level. Significant χ² statistics indicate that the reliabilities differ among the 4, 5, and 7 response scale lengths for the particular education level. N = the range of sample sizes.

†p < .10. *p < .05.

Table 3.7. Average Inter-item Correlations for the First Set of Questionnaires by Education Level

<table>
<thead>
<tr>
<th></th>
<th>BFI-E</th>
<th>BFI-N</th>
<th>RSMS</th>
<th>SES</th>
<th>IDAS-D</th>
<th>IDAS-S</th>
<th>Average</th>
</tr>
</thead>
<tbody>
<tr>
<td>Uneducated</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>.47</td>
<td>.49</td>
<td>.31</td>
<td>.56</td>
<td>.54</td>
<td>.63</td>
<td>.51</td>
</tr>
<tr>
<td>5</td>
<td>.53</td>
<td>.55</td>
<td>.42</td>
<td>.60</td>
<td>.59</td>
<td>.65</td>
<td>.56</td>
</tr>
<tr>
<td>7</td>
<td>.49</td>
<td>.54</td>
<td>.43</td>
<td>.58</td>
<td>.61</td>
<td>.66</td>
<td>.56</td>
</tr>
<tr>
<td>Educated</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>.48</td>
<td>.40</td>
<td>.42</td>
<td>.56</td>
<td>.52</td>
<td>.59</td>
<td>.50</td>
</tr>
<tr>
<td>5</td>
<td>.49</td>
<td>.50</td>
<td>.36</td>
<td>.55</td>
<td>.51</td>
<td>.62</td>
<td>.51</td>
</tr>
<tr>
<td>7</td>
<td>.49</td>
<td>.53</td>
<td>.37</td>
<td>.54</td>
<td>.62</td>
<td>.69</td>
<td>.55</td>
</tr>
</tbody>
</table>

I conducted one final analysis to further elucidate the impact of the confounding factor of education. I ran an itemmetric ANOVA on item-total correlations with three within-item variables: response scale length, label format, and education level. As shown
in Table 3.8, response scale length, and the interaction between response scale length and label format was significant, as with the previous itemmetric ANOVA. Education level was significant; the uneducated group ($M = .70, 95\% \text{ CI} = [67, .73])$ had higher average item-total correlations than the educated group ($M = .68, 95\% \text{ CI} = [66, .70])$. Response scale length and education level also had a significant interaction. For the uneducated group, the four ($M = .67, 95\% \text{ CI} = [.64, .70]$) and five-point ($M = .71, 95\% \text{ CI} = [.69, .74]$) conditions differed, $p < .001$, and the four and seven-point ($M = .72, 95\% \text{ CI} = [.69, .74]$) conditions differed, $p < .001$, but the five and seven-point conditions did not differ, $p = .99$. The pattern was very different for the educated group; the four ($M = .67, 95\% \text{ CI} = [.64, .70]$) and five-point ($M = .67, 95\% \text{ CI} = [.64, .69]$) conditions didn’t differ, $p = .99$, and the four and seven-point ($M = .70, 95\% \text{ CI} = [.67, .73]$) conditions didn’t differ, $p = .15$, but the five and seven-point conditions differed, $p = .01$. These results agree with those reported for reliability and average inter-item correlations in Table 3.6 and Table 3.7.

Table 3.8. Itemmetric ANOVA for the Item-Total Correlations in the First Set of Questionnaires with Education Level

<table>
<thead>
<tr>
<th></th>
<th>Wilk's $\lambda$</th>
<th>$p$</th>
<th>$\eta^2$</th>
</tr>
</thead>
<tbody>
<tr>
<td>#RC</td>
<td>0.68</td>
<td>&lt; .001</td>
<td>.32</td>
</tr>
<tr>
<td>LF</td>
<td>1.00</td>
<td>.81</td>
<td>.00</td>
</tr>
<tr>
<td>Edu</td>
<td>0.78</td>
<td>&lt; .001</td>
<td>.22</td>
</tr>
<tr>
<td>#RC*LF</td>
<td>0.70</td>
<td>&lt; .001</td>
<td>.30</td>
</tr>
<tr>
<td>#RC*Edu</td>
<td>0.77</td>
<td>&lt; .01</td>
<td>.23</td>
</tr>
<tr>
<td>LF*Edu</td>
<td>0.83</td>
<td>&lt; .01</td>
<td>.17</td>
</tr>
<tr>
<td>#RC<em>LF</em>Edu</td>
<td>0.93</td>
<td>.15</td>
<td>.07</td>
</tr>
</tbody>
</table>

*Note.* $\eta^2 =$ partial eta-squared; #RC = number of response categories; LF = label format; Edu = education level.

Lastly, label format and education level significantly interacted. For the ALL conditions, the uneducated ($M = .69, 95\% \text{ CI} = [.67, .72]$) and educated groups ($M = .69, 39$
95% CI = [.66, .71]) did not differ, \( p = .55 \), but for the END conditions, the uneducated group \( (M = .71, 95\% \text{ CI} = [.68, .74]) \) had significantly higher average item-total correlations than the educated group \( (M = .67, 95\% \text{ CI} = [.65, .70]) \), \( p < .001 \). Many of these results make sense from the perspective of cognitive ability and the theoretical perspective of satisficing versus optimizing responding styles (Krosnick, 1991). As will be described more completely in the discussion section, the uneducated group may have been more prone to satisficing, particularly under some conditions, and this could have lead them to respond to items in a uniform manner. For now, it is important to simply acknowledge that the confounding factor of education level probably made it more difficult to uncover effects of the moderators of initial interest.

3.4 H3 and RQ1: Moderators of Response Scale Length and Reliability

In light of the above analyses, the BFI-N and the IDAS questionnaires seem to most consistently have a monotonic relationship between response scale length and reliability. The RSMS sometimes showed a positive relationship between response scale length and reliability, but it was not consistently monotonic among the various categories of response scale label format and education level. Thus, the BFI-N, the two IDAS questionnaires, and to a lesser degree the RSMS will be considered to be the questionnaires which had a positive relationship between response scale length and reliability for hypothesis three and research question one. I now consider hypothesis three regarding score variability, item homogeneity, and skewness.

Masters (1974) hypothesized that those questionnaires that had the least total score variability at shorter response scale lengths, should benefit the most in reliability by increasing the number of response options. By Table 3.2, the RSMS had the least score variability at four response categories. So, Masters’ (1974) hypothesis was not supported by the data. The two IDAS questionnaires and, to a lesser extent, the BFI-N and SES had the most score variability in general, but the RSMS had the least total score variability. Table 3.2 shows that the BFI-N, IDAS-D, and RSMS had the largest increase
in variability with response scale length. To summarize, the data did not show that the questionnaires with lowest variability at four levels had the greatest effect. Instead, there was evidence that the questionnaires that generally had the highest score variability and that increased in variability with response scale length tended to have the strongest positive relationship between the number of response categories and reliability.

I next examined the hypothesis that the questionnaires with the most item heterogeneity should have the strongest effect of response scale length on reliability (Komorita & Graham, 1965). The RSMS had the most item heterogeneity, as defined by the size of the first component of a PCA, but it did not have a particularly strong relationship between response scale length and reliability. Viewing Table 3.1, there was little support for the opposite conclusion. The IDAS questionnaires had the most item homogeneity, but otherwise, the results are inconsistent with this conclusion. By Table 3.2, the BFI-N and the IDAS questionnaires had the strongest increase in item homogeneity with response scale length. As far as item homogeneity or heterogeneity is concerned, the extent to which increasing the number of response options increases item homogeneity seems to best predict whether reliability will increase as well.

Finally, I had predicted based on data from Monte Carlo simulations that the questionnaires with greater levels of skewness would have stronger positive associations between the response scale length and reliability. Table 3.1 shows that the IDAS-S and SES were the most skewed questionnaires, and the IDAS-D and RSMS were more moderately skewed. Thus, the skewness hypothesis explains the positive association between response scale length and reliability for the IDAS questionnaires and the RSMS, but it does not explain the effect for the BFI-N or the null effect for the SES.

Overall, the data indicate that high score variability, co-occurring increases in either score variability or item homogeneity with response scale length, and greater levels of skewness were each associated with a positive relationship between the number of response options and reliability. Therefore, hypothesis three was partially confirmed, but
the descriptive statistics did not all moderate the relationship as predicted. To address research question one, skewness best predicted the relationship in the manner hypothesized. Overall, however, the extent to which increasing response scale length increased item homogeneity was probably the best predictor of this relationship.

3.5 H4: Response Scale Length and Validity

My fourth hypothesis was that the number of response categories would positively predict validity. As I explained in the Method section, I created scores for the IPIP extraversion and neuroticism questionnaires that were independent of response scale length, and I correlated these scores with the first six questionnaires for validity coefficients. Table 3.9 and Table 3.10 include the correlation coefficients for the IPIP extraversion and neuroticism questionnaires, respectively.
Table 3.9. Correlations between First Set of Questionnaires and the International Personality Item Pool Extraversion Measure

<table>
<thead>
<tr>
<th></th>
<th>BFI-E</th>
<th>BFI-N</th>
<th>RSMS</th>
<th>SES</th>
<th>IDAS-D</th>
<th>IDAS-S</th>
<th>Average</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>ALL</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>.84</td>
<td>-.51</td>
<td>.27</td>
<td>.53</td>
<td>-.53</td>
<td>-.54</td>
<td>.56</td>
</tr>
<tr>
<td>5</td>
<td>.85</td>
<td>-.42</td>
<td>.45</td>
<td>.40</td>
<td>-.39</td>
<td>-.51</td>
<td>.53</td>
</tr>
<tr>
<td>7</td>
<td>.86</td>
<td>-.40</td>
<td>.48</td>
<td>.48</td>
<td>-.32</td>
<td>-.48</td>
<td>.54</td>
</tr>
<tr>
<td>$\chi^2$</td>
<td>0.38</td>
<td>1.60</td>
<td>4.84$^\dagger$</td>
<td>2.03</td>
<td>4.68$^\dagger$</td>
<td>0.51</td>
<td>0.15</td>
</tr>
<tr>
<td><strong>END</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>.83</td>
<td>-.45</td>
<td>.32</td>
<td>.57</td>
<td>-.49</td>
<td>-.61</td>
<td>.57</td>
</tr>
<tr>
<td>5</td>
<td>.87</td>
<td>-.49</td>
<td>.36</td>
<td>.53</td>
<td>-.50</td>
<td>-.64</td>
<td>.60</td>
</tr>
<tr>
<td>7</td>
<td>.82</td>
<td>-.52</td>
<td>.33</td>
<td>.60</td>
<td>-.42</td>
<td>-.53</td>
<td>.56</td>
</tr>
<tr>
<td>$\chi^2$</td>
<td>1.77</td>
<td>0.54</td>
<td>0.19</td>
<td>0.71</td>
<td>0.76</td>
<td>1.70</td>
<td>0.18</td>
</tr>
</tbody>
</table>

*Note.* Significant correlations indicate that the correlation is significantly higher than the correlation of the scale with the same number of response categories but different category label format. Significant $\chi^2$ statistics indicate that the correlations differ among the 4, 5, and 7 response lengths for the particular category label format.

$^\dagger p < .10$. 
Table 3.10. Correlations between First Set of Questionnaires and the International Personality Item Pool Neuroticism Measure

<table>
<thead>
<tr>
<th></th>
<th>BFI-E</th>
<th>BFI-N</th>
<th>RSMS</th>
<th>SES</th>
<th>IDAS-D</th>
<th>IDAS-S</th>
<th>Average</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>ALL</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>-.40</td>
<td>.91*</td>
<td>-.04</td>
<td>-.73</td>
<td>.81</td>
<td>.73</td>
<td>.68</td>
</tr>
<tr>
<td>5</td>
<td>-.33</td>
<td>.89</td>
<td>-.20</td>
<td>-.73</td>
<td>.77</td>
<td>.66</td>
<td>.66</td>
</tr>
<tr>
<td>7</td>
<td>-.39</td>
<td>.90</td>
<td>-.21</td>
<td>-.75</td>
<td>.76</td>
<td>.62</td>
<td>.66</td>
</tr>
<tr>
<td>χ²</td>
<td>0.52</td>
<td>0.60</td>
<td>2.59</td>
<td>0.15</td>
<td>1.41</td>
<td>3.41</td>
<td>0.15</td>
</tr>
<tr>
<td><strong>END</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>-.49</td>
<td>.85</td>
<td>-.17</td>
<td>-.69</td>
<td>.73</td>
<td>.69</td>
<td>.64</td>
</tr>
<tr>
<td>5</td>
<td>-.36</td>
<td>.90</td>
<td>-.30</td>
<td>-.74</td>
<td>.80</td>
<td>.59</td>
<td>.67</td>
</tr>
<tr>
<td>7</td>
<td>-.37</td>
<td>.86</td>
<td>-.18</td>
<td>-.79</td>
<td>.74</td>
<td>.76*</td>
<td>.67</td>
</tr>
<tr>
<td>χ²</td>
<td>2.10</td>
<td>3.09</td>
<td>1.51</td>
<td>2.94</td>
<td>1.85</td>
<td>6.42*</td>
<td>0.21</td>
</tr>
</tbody>
</table>

*Note.* Significant correlations indicate that the correlation is significantly higher than the correlation of the scale with the same number of response categories but different category label format. Significant χ² statistics indicate that the correlations differ among the 4, 5, and 7 response lengths for the particular category label format.

The average columns in Table 3.9 and Table 3.10 show the averages of the absolute values of the validity correlations, so they provides tests for a generalizable association between response scale length and validity. The chi-square tests were not significant for either IPIP extraversion or neuroticism. As a second test for a general effect of the number of response categories on validity, I performed two multivariate multiple regressions with BFI-E, BFI-N, RSMS, SES, IDAS-D, and IDAS-S as the dependent variables. For the two regressions, I used either IPIP-E or IPIP-N centered, the number of response categories centered, the response scale label format dummy coded, all three double interactions, and the triple interaction of these three predictors as the independent variables. The results for these two tests are reported in Table 3.11.
The interactions between the IPIP scores and the number of response categories test for the relationship between response scale length and validity. This interaction was not significant for either IPIP-E or IPIP-N, indicating a lack of support for hypothesis four.

Table 3.11. Multivariate Regressions of International Personality Item Pool Measures and Response Scale Qualities Predicting the First Set of Questionnaires

<table>
<thead>
<tr>
<th></th>
<th>IPIP-E</th>
<th></th>
<th>IPIP-N</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Wilk's λ</td>
<td>p</td>
<td>η²</td>
<td>Wilk's λ</td>
</tr>
<tr>
<td>IPIP</td>
<td>0.36 &lt; .001</td>
<td>.64</td>
<td>0.26 &lt; .001</td>
<td>.74</td>
</tr>
<tr>
<td>#RC</td>
<td>0.92 &lt; .001</td>
<td>.08</td>
<td>0.91 &lt; .001</td>
<td>.09</td>
</tr>
<tr>
<td>LF</td>
<td>0.92 &lt; .001</td>
<td>.08</td>
<td>0.93 &lt; .001</td>
<td>.08</td>
</tr>
<tr>
<td>#RC*LF</td>
<td>0.99 .62</td>
<td>.01</td>
<td>1.00 .81</td>
<td>.01</td>
</tr>
<tr>
<td>IPIP*LF</td>
<td>0.99 .26</td>
<td>.01</td>
<td>0.99 .15</td>
<td>.01</td>
</tr>
<tr>
<td>IPIP*#RC</td>
<td>0.99 .45</td>
<td>.01</td>
<td>0.99 .14</td>
<td>.02</td>
</tr>
<tr>
<td>IPIP*#RC*LF</td>
<td>1.00 .79</td>
<td>.01</td>
<td>0.99 .28</td>
<td>.01</td>
</tr>
</tbody>
</table>

*Note. η² = partial eta-squared; IPIP-E = International Personality Item Pool extraversion scale; IPIP-N = International Personality Item Pool neuroticism scale; #RC = number of response categories; LF = label format.*

To further test hypothesis four, I applied the disattenuation formula (Nunnally & Bernstein, 1994) to each correlation:

$$\rho_{12} = \frac{r_{12}}{\sqrt{\eta_{1} \cdot \eta_{2}}}.$$  

Table 3.12 and Table 3.13 include the validity coefficients for these disattenuated correlations. First, I should note that the disattenuated correlation between BFI-N and IPIP-N (Table 3.13) exceeds one in the four-point ALL condition, so I could not properly test for the differences in average correlations for the ALL condition. None of the three remaining average columns in Table 3.12 or Table 3.13 were statistically significant. I also ran the aforementioned multivariate multiple regressions with the T-transformed reliabilities for the IPIP scales added as covariates. As seen in Table 3.14, the interactions between the IPIP scores and the number of response categories were not
significant. All of these null effects demonstrate a lack of evidence for any general relationship between the number of response categories and validity as defined by the average associations of six questionnaires with IPIP extraversion and neuroticism scales.

<table>
<thead>
<tr>
<th>BFI-E</th>
<th>BFI-N</th>
<th>RSMS</th>
<th>SES</th>
<th>IDAS-D</th>
<th>IDAS-S</th>
<th>Average</th>
</tr>
</thead>
<tbody>
<tr>
<td>ALL</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>.93</td>
<td>-.57</td>
<td>.30</td>
<td>.58</td>
<td>-.58</td>
<td>-.59</td>
</tr>
<tr>
<td>5</td>
<td>.93</td>
<td>-.46</td>
<td>.50</td>
<td>.43</td>
<td>-.42</td>
<td>-.57</td>
</tr>
<tr>
<td>7</td>
<td>.96***</td>
<td>-.44</td>
<td>.53</td>
<td>.52</td>
<td>-.35</td>
<td>-.52</td>
</tr>
<tr>
<td>χ²</td>
<td>7.05*</td>
<td>2.55</td>
<td>6.05*</td>
<td>2.73</td>
<td>6.35*</td>
<td>0.76</td>
</tr>
<tr>
<td>END</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>.94</td>
<td>-.51</td>
<td>.36</td>
<td>.63</td>
<td>-.53</td>
<td>-.68</td>
</tr>
<tr>
<td>5</td>
<td>.95</td>
<td>-.53</td>
<td>.40</td>
<td>.57</td>
<td>-.54</td>
<td>-.70†</td>
</tr>
<tr>
<td>7</td>
<td>.91</td>
<td>-.57</td>
<td>.37</td>
<td>.65</td>
<td>-.45</td>
<td>-.58</td>
</tr>
<tr>
<td>χ²</td>
<td>6.87*</td>
<td>0.47</td>
<td>0.15</td>
<td>1.13</td>
<td>1.03</td>
<td>2.92</td>
</tr>
</tbody>
</table>

*Note.* Significant correlations indicate that the correlation is significantly higher than the correlation of the scale with the same number of response categories but different category label format. Significant χ² statistics indicate that the correlations differ among the 4, 5, and 7 response lengths for the particular category label format.

†p < .10. *p < .05. *** p < .001.
Table 3.13. Disattenuated Correlations between First Set of Questionnaires and the International Personality Item Pool Neuroticism Measure

<table>
<thead>
<tr>
<th></th>
<th>BFI-E</th>
<th>BFI-N</th>
<th>RSMS</th>
<th>SES</th>
<th>IDAS-D</th>
<th>IDAS-S</th>
<th>Average</th>
</tr>
</thead>
<tbody>
<tr>
<td>ALL</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>-.44</td>
<td>1.01***</td>
<td>-.04</td>
<td>-.79</td>
<td>.87†</td>
<td>.80***</td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>-.36</td>
<td>.98</td>
<td>-.22</td>
<td>-.79</td>
<td>.83</td>
<td>.72</td>
<td>.77</td>
</tr>
<tr>
<td>7</td>
<td>-.43</td>
<td>.99***</td>
<td>-.23</td>
<td>-.82</td>
<td>.82</td>
<td>.68</td>
<td>.81</td>
</tr>
<tr>
<td>χ²</td>
<td>0.72</td>
<td>***a</td>
<td>3.15</td>
<td>0.57</td>
<td>2.85</td>
<td>5.35†</td>
<td>***a</td>
</tr>
<tr>
<td>END</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>-.56</td>
<td>.96</td>
<td>-.19</td>
<td>-.75</td>
<td>.80</td>
<td>.77</td>
<td>.75</td>
</tr>
<tr>
<td>5</td>
<td>-.39</td>
<td>.99</td>
<td>-.33</td>
<td>-.79</td>
<td>.86</td>
<td>.65</td>
<td>.79</td>
</tr>
<tr>
<td>7</td>
<td>-.41</td>
<td>.95</td>
<td>-.20</td>
<td>-.86</td>
<td>.80</td>
<td>.83**</td>
<td>.76</td>
</tr>
<tr>
<td>χ²</td>
<td>3.60</td>
<td>33.46***</td>
<td>1.74</td>
<td>5.50†</td>
<td>2.88</td>
<td>11.05**</td>
<td>0.50</td>
</tr>
</tbody>
</table>

Note. Significant correlations indicate that the correlation is significantly higher than the correlation of the scale with the same number of response categories but different category label format. Significant χ² statistics indicate that the correlations differ among the 4, 5, and 7 response lengths for the particular category label format.

†p < .10. **p < .01. ***p < .001.

*Because the disattenuated correlation exceeded one, it is impossible to compare the statistic against the correlation of the scale with the same number of response categories but different label format, to compute the row average correlation, or to compute the χ² test for independent correlations.
Table 3.14. Multivariate Multiple Regressions of International Personality Item Pool Questionnaires, Response Scale Qualities, and Reliability Covariate Predicting the First Set of Questionnaires

<table>
<thead>
<tr>
<th></th>
<th>IPIP-E</th>
<th></th>
<th>IPIP-N</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Wilk’s λ p η²</td>
<td>Wilk’s λ p η²</td>
<td></td>
<td></td>
</tr>
<tr>
<td>IPIP</td>
<td>0.36 &lt; .001 .64</td>
<td>0.26 &lt; .001 .74</td>
<td></td>
<td></td>
</tr>
<tr>
<td>#RC</td>
<td>0.95 &lt; .001 .06</td>
<td>0.93 &lt; .001 .07</td>
<td></td>
<td></td>
</tr>
<tr>
<td>LF</td>
<td>0.92 &lt; .001 .08</td>
<td>0.98 .01 .03</td>
<td></td>
<td></td>
</tr>
<tr>
<td>#RC*LF</td>
<td>0.99 .66 .01</td>
<td>0.99 .44 .01</td>
<td></td>
<td></td>
</tr>
<tr>
<td>IPIP*LF</td>
<td>0.99 .26 .01</td>
<td>0.99 .18 .01</td>
<td></td>
<td></td>
</tr>
<tr>
<td>IPIP*#RC</td>
<td>0.99 .45 .01</td>
<td>0.99 .14 .02</td>
<td></td>
<td></td>
</tr>
<tr>
<td>IPIP*#RC*LF</td>
<td>1.00 .79 .01</td>
<td>0.99 .28 .01</td>
<td></td>
<td></td>
</tr>
<tr>
<td>T-IPIP</td>
<td>0.98 .05 .02</td>
<td>0.99 .30 .01</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

*Note. η² = partial eta-squared; IPIP-E = International Personality Item Pool extraversion scale; IPIP-N = International Personality Item Pool neuroticism scale; #RC = number of response categories; LF = label format; T-IPIP = T-transformed alpha for International Personality Item Pool scale.*

As a more direct test of hypothesis four, I explored the associations between the BFI and IPIP measures of the same constructs (extraversion and neuroticism) as a function of the number of response categories. The data in Table 3.9 and Table 3.10 do not reveal any significant relationships between response scale length and correlation size for extraversion or neuroticism, respectively. However, the disattenuated correlations in Table 3.12 and Table 3.13 show that all four tests for relationships between scale length and validity were significant. For the END condition, the five response category condition was optimal for both extraversion and neuroticism. The findings for the ALL condition are less clear. For extraversion, seven categories was optimal, but for neuroticism, the four category condition had the highest correlation. The influence of the response scale label format will be described more thoroughly in the next section. For now, it is important to note that—although the data do not give any evidence
that there is a generalizable relationship between response scale length and validity—they do reveal a relationship between the response scale length and concurrent validity for two measures of the same constructs, extraversion and neuroticism. However, the data do not strongly support the hypothesis that this relationship is positive and monotonic.

3.6 RQ2 and RQ3: Moderators of Response Scale Length and Validity

The second research question asks whether there will be an interaction between the number of response categories and the category label format in predicting validity. The average columns in Table 3.9 and Table 3.10 for the correlations with the IPIP extraversion and neuroticism scales, respectively, do not show an interaction effect: There were no statistical differences between any of the correlations and none of the chi-square tests were significant. Moreover, the results reported in Table 3.11 indicate that the triple interactions between the response scale length, label format, and IPIP score were not significant for the multivariate multiple regressions for either extraversion or neuroticism. The disattenuated correlations in Table 3.12 and Table 3.13 show a similar null effect: The only significant results were for the average ALL column in Table 3.13, but the statistics for this column could not be appropriately tested because the four-point, ALL BFI-N disattenuated correlation exceeded one. Lastly, the results in Table 3.14 reveal null effects for the multivariate triple interactions that have accounted for the reliability of the IPIP scale. Thus, there is no evidence of an interaction between the number of response categories and the category label format in predicting general construct validity.
Table 3.15. Correlations between Big Five Inventory and International Personality Item Pool Extraversion and Neuroticism Measures by Education Level

<table>
<thead>
<tr>
<th></th>
<th>IPIP-E</th>
<th>IPIP-N</th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Uneducated</td>
<td>Educated</td>
<td>Uneducated</td>
<td>Educated</td>
<td>Uneducated</td>
<td>Educated</td>
</tr>
<tr>
<td>BFI-E</td>
<td>BFI-N</td>
<td>BFI-E</td>
<td>BFI-N</td>
<td>BFI-E</td>
<td>BFI-N</td>
<td>BFI-E</td>
</tr>
<tr>
<td>ALL</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>.84</td>
<td>-.55</td>
<td>.84</td>
<td>-.47</td>
<td>-.40</td>
<td>.94*</td>
</tr>
<tr>
<td>5</td>
<td>.87</td>
<td>-.46</td>
<td>.83</td>
<td>-.38</td>
<td>-.41</td>
<td>.89</td>
</tr>
<tr>
<td>7</td>
<td>.86</td>
<td>-.32</td>
<td>.86</td>
<td>-.49</td>
<td>-.42</td>
<td>.91</td>
</tr>
<tr>
<td>χ²</td>
<td>0.41</td>
<td>2.75</td>
<td>0.34</td>
<td>0.77</td>
<td>0.01</td>
<td>3.92</td>
</tr>
<tr>
<td>END</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>.79</td>
<td>-.39</td>
<td>.88</td>
<td>-.57</td>
<td>-.45</td>
<td>.88</td>
</tr>
<tr>
<td>5</td>
<td>.87</td>
<td>-.50</td>
<td>.87</td>
<td>-.44</td>
<td>-.37</td>
<td>.92</td>
</tr>
<tr>
<td>7</td>
<td>.81</td>
<td>-.60*</td>
<td>.84</td>
<td>-.43</td>
<td>-.45</td>
<td>.87</td>
</tr>
<tr>
<td>χ²</td>
<td>2.16</td>
<td>2.56</td>
<td>0.79</td>
<td>1.26</td>
<td>0.35</td>
<td>3.10</td>
</tr>
</tbody>
</table>

Note. Significant correlations indicate that the correlation is significantly higher than the correlation of the scale with the same number of response categories but different category label format. Significant χ² statistics indicate that the correlations differ among the 4, 5, and 7 response lengths for the particular category label format.

*p < .05.
Table 3.16. Disattenuated Correlations between Big Five Inventory and International Personality Item Pool Extraversion and Neuroticism Measures by Education Level

<table>
<thead>
<tr>
<th></th>
<th>IPIP-E</th>
<th>IPIP-N</th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Uneducated</td>
<td>Educated</td>
<td>Uneducated</td>
<td>Educated</td>
<td>Uneducated</td>
<td>Educated</td>
<td>Uneducated</td>
<td>Educated</td>
<td>Uneducated</td>
<td>Educated</td>
</tr>
<tr>
<td></td>
<td>BFI-E</td>
<td>BFI-N</td>
<td>BFI-E</td>
<td>BFI-N</td>
<td>BFI-E</td>
<td>BFI-N</td>
<td>BFI-E</td>
<td>BFI-N</td>
<td>BFI-E</td>
<td>BFI-N</td>
</tr>
<tr>
<td>ALL</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>.93</td>
<td>-.61</td>
<td>.93</td>
<td>-.53</td>
<td>-.44</td>
<td>1.04***</td>
<td>-.41</td>
<td>.97*</td>
<td></td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>.95</td>
<td>-.51</td>
<td>.91</td>
<td>-.42</td>
<td>-.45</td>
<td>.97</td>
<td>-.28</td>
<td>.99***</td>
<td></td>
<td></td>
</tr>
<tr>
<td>7</td>
<td>.95*</td>
<td>-.36</td>
<td>.97**</td>
<td>-.55</td>
<td>-.46</td>
<td>1.01***</td>
<td>-.39</td>
<td>.97</td>
<td></td>
<td></td>
</tr>
<tr>
<td>χ²</td>
<td>1.61</td>
<td>4.07</td>
<td>15.01***</td>
<td>1.17</td>
<td>0.03</td>
<td>1.17***</td>
<td>0.03</td>
<td>1.17***</td>
<td></td>
<td></td>
</tr>
<tr>
<td>END</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>.90</td>
<td>-.43</td>
<td>.98***</td>
<td>-.67</td>
<td>-.51</td>
<td>.97</td>
<td>-.66†</td>
<td>.93</td>
<td></td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>.94</td>
<td>-.54</td>
<td>.98***</td>
<td>-.49</td>
<td>-.40</td>
<td>1.01***</td>
<td>-.37</td>
<td>.95</td>
<td></td>
<td></td>
</tr>
<tr>
<td>7</td>
<td>.89</td>
<td>-.65*</td>
<td>.93</td>
<td>-.47</td>
<td>-.49</td>
<td>.94</td>
<td>-.32</td>
<td>.96</td>
<td></td>
<td></td>
</tr>
<tr>
<td>χ²</td>
<td>2.82</td>
<td>2.92</td>
<td>17.08***</td>
<td>2.71</td>
<td>0.63</td>
<td>6.55*</td>
<td>1.59</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

**Note.** Significant correlations indicate that the correlation is significantly higher than the correlation of the scale with the same number of response categories but different category label format. Significant χ² statistics indicate that the correlations differ among the 4, 5, and 7 response lengths for the particular category label format.

†p < .10, *p < .05, **p < .01, ***p < .001.

aBecause the disattenuated correlation exceeded one, it is impossible to compare the statistic against the correlation of the scale with the same number of response categories but different label format or to compute the χ² test for independent correlations.

As described above, the disattenuated correlations between the BFI and IPIP measures of the same constructs in Table 3.12 and Table 3.13 do show an effect. For both extraversion and neuroticism, the validity coefficients for the seven-point response scales are stronger for the ALL than the END label format. To better understand the relationships, I further separated these analyses by education level. The regular correlations and disattenuated correlations are reported in Table 3.15 and Table 3.16, respectively. Again, the uncorrected correlations in Table 3.15 yielded few significant results, but the disattenuated correlations in Table 3.16 revealed several significant
associations. Although there were no apparent differences between the educated and uneducated groups, some other important patterns did arise. The ALL conditions tended to increase, or at least not substantially decrease, from five to seven response categories, but the END conditions generally obtained optimal validity correlations at five categories. So, the seven-point ALL conditions tended to have significantly stronger validity correlations than the END conditions. To address research question two, there was no interaction between the response scale length and label format in predicting general construct validity, but there was some support for an interaction effect on concurrent validity correlations between measures of the same construct. After accounting for any impact of reliability, the seven-point ALL condition had stronger validity correlations than the END condition, but there was no evidence that the END condition outperformed the ALL condition at four or five categories.

Finally, research question three asks whether total score variability, item homogeneity, or skewness will influence the extent to which scale length predicts validity. To answer this research question, I examined Table 3.9 and Table 3.10 and then Table 3.12 and Table 3.13 for the uncorrected and disattenuated correlations, respectively. Because the only questionnaires to show any consistent relationship between validity and response scale length were the BFI extraversion and neuroticism scales, I only compared these. The BFI extraversion scale had more of a monotonic relationship between response scale length and validity than did the neuroticism scale, at least for the ALL conditions. However, as indicated by the data in Table 3.1 and Table 3.2, these two measures do not particularly differ on score variability, item homogeneity, or skewness. So, the data do not support the conclusion that these descriptive statistics moderated the relationship between response scale length and validity.
Chapter 4
DISCUSSION

The present research rigorously examined potential moderators of the relationships between the number of response categories, response category label format, reliability, and validity. Based on prior research and my own meta-analytic pilot study, I had several hypotheses and research questions. I expected that response scale length would be positively associated with reliability. I predicted that the number of response categories would interact with response scale label format to predict reliability: Response scale length would predict reliability more strongly for fully labeled, rather than endpoint labeled, scales. I hypothesized that relatively low total score variability for shorter scales, item heterogeneity, and greater skewness would magnify the association between response scale length and reliability, but I asked the research question of which variable would most strongly moderate this association. I hypothesized that the number of response categories would positively predict validity. I also raised the research question of whether response scale length and label format would interact to predict validity, and I asked whether score variability, item homogeneity, and skewness would influence the extent to which scale length predicts validity.

I found partial support for the hypothesis that the number of response categories would predict reliability. However, although the number of response categories did interact with category label format, the nature of the interaction was opposite of prediction: Response scale length actually predicted reliability more strongly for endpoint labeled scales. In examining the individual questionnaires for relationship between response scale length and reliability, I discovered that education level moderated this effect. For college educated respondents, there was an improvement in reliability between five and seven response categories but this improvement was not found for uneducated respondents. The data did not support the hypotheses regarding score variability, item heterogeneity, and skewness in general; the relationships differed among
the three predictors. Instead of finding that low score variability at shorter scale length best predicted the relationship, the data revealed that questionnaires that had high score variability across conditions tended to have a positive relationship between scale length and reliability. Also, the questionnaires in which score variability increased with response scale length were associated with the effect. Similarly, the hypothesis about item heterogeneity was not supported, but I did find that, when item homogeneity increased with scale length, reliability tended to improve as well. Skewness did predict the relationship as expected. As for the question of which of these three variables best moderated the relationship, skewness best predicted the relationship as originally hypothesized, but in general, the extent to which item homogeneity increased with the number of response categories best predicted whether reliability improved too.

The various analyses showed some evidence that the number of response categories predicted concurrent validity correlations of the same construct, but they did not show that the relationship between response scale length and validity was positive and monotonic. For the research question regarding an interaction between response scale length and label format, there was some support for this relationship in the concurrent validity correlations. There was no support that score variability, item homogeneity, and skewness predicted the relationship between response scale length and validity.

4.1 Number of Response Categories and Reliability

Based on an abundance of research, I had expected to find that the number of response categories would in general, positively predict reliability across the six questionnaires in the first set of questionnaires. This first hypothesis was not supported in the most literal interpretation because the average reliabilities of the six formats did not significantly differ across the three response length conditions, despite the fact that there was some weak, though non-significant, evidence for an effect.
For the reasons described in the introduction and demonstrated in Appendix A, I attribute part of the lack of a significant effect to the especially high reliabilities for the six questionnaires. The mean of the average inter-item correlations across questionnaires and conditions was .53, and Figure 1 shows that at this level the curvilinear relationship between average inter-item correlation and alpha is starting to flatten out. For these reasons, the average inter-item statistics were more telling for this study, and these did show a clear relationship for the END scales. The itemmetric analyses of item-total correlations provided the strongest evidence in favor of the hypothesis of a general relationship between the number of response alternatives and reliability. Regardless, it is important to recognize that, though significant, the differences in item-total correlations were very small, and according to the post-hoc analyses, the five and seven-point scales did not differ. So, the evidence in favor of a generalizable relationship was weak at best, and examining results for the six questionnaires showed that the reported relationship was driven by only a few of the questionnaires.

This pattern of mixed results mirrors the overall state of the literature. Some authors have suggested that gains in reliability end after five categories (Jenkins & Taber, 1977; Lissitz & Green, 1975), but other authors have espoused using more than five categories (Alwin, 1997; Finn, 1972; Oaster, 1989; Preston & Colman, 2000). Still others have proposed that the optimal number of response categories lies somewhere between four and seven levels (Bandolos & Enders, 1996; Lozano, Garcia-Cueto, & Muñiz, 2008). Thus, it was foreseen that the average differences in reliability between the three response scale lengths would be minimal. Knowing this, the purpose of this research was not to determine whether the number of response categories predicted reliability but to empirically study the circumstances that allow for this effect.

4.2 Qualitative Moderators of Response Scale Length and Reliability

Based on the results of my pilot study, I had expected to find that the number of response categories would interact with category label format, such that ALL scales
would evidence a stronger relationship between scale length and reliability. The results
did not support this conclusion at all. In fact, there was slight evidence supporting the
opposite conclusion for the alpha coefficients—that END scales had the stronger
relationship. But again, because the average inter-item correlations were high, the effect
was more apparent in the average inter-item correlations and the item-total correlations.
So, the statistical test for this interaction effect was significant for the itemmetric analysis
of item-total correlations, but the tests were not significant for the averages of the alpha
coefficients.

Because these results were directly opposite of the results from the pilot study, it
is clear that neither direction for the interaction effect is generalizable. Thus, some
unknown variable likely moderates this interaction. As mentioned above, I believe that
this outcome may be an unforeseen consequence of the method used to collect the
sample. The participants in this study were recruited from the Amazon Mechanical Turk
website with the requirement that their work, on all prior tasks, has been accepted 90% of
the time. Most of these workers (65%) had to have completed over 50 tasks. So, these
participants could be considered “experts” at taking surveys. At the same time, the
subjects were possibly lower in motivation than laboratory workers because it was a web
study that may have been routine for them (Paolacci et al., 2010).

These efficient and possibly less motivated participants were perhaps more
susceptible to satisficing (Krosnick, 1991) and, therefore, prone to using shortcuts in
responding to the items. They may not have always carefully considered the verbal
meaning for each response category label, particularly for the seven-point scales. When
only given labels for the endpoints, the subjects were presumably at least able to
perceive the scale points as being equidistant (Schaeffer & Presser, 2003) and, perhaps,
come to a “good enough” answer more efficiently. This explanation, and the results
which support it, weighs against Krosnick and Presser’s (2010) assumption that
respondents must come up with their own verbal labels for numerically labeled categories
before they can select their answers. Instead, it could be that respondents who are optimizing tend to come up with their own verbal labels for the numerically labeled categories. This interpretation requires further testing. In any case, I suspect that subjects would have responded better to the fully labeled seven-point scales if they were more motivated to carefully read and consider each option (Krosnick, 1999).

Moreover, if those subjects in the seven-point, endpoint labeled condition did satisfice to come to a “good enough” response more efficiently, they were sacrificing the quality of their responses in order to complete the survey more quickly, and they may have inflated reliabilities by giving uniform responses to similar items (Krosnick, 1991). If so, it is questionable whether those responses were as valid as they were reliable. That is, the responses to these items may have been particularly consistent but not particularly meaningful.

In unplanned analyses, I discovered that whether the respondents held a college degree moderated the relationship between the number of response categories and reliability. In particular, for the respondents without college degrees there was generally no difference in reliability or average inter-item correlation between five and seven-point response scales. But for college educated respondents, the greatest improvement in reliability and average inter-item correlation generally occurred between five and seven levels. I believe that differences in intellectual ability best explain these results. More educated and intelligent people should be able to make finer distinctions. They may be able to cognitively distinguish between the categories in seven to nine-point response scales (seven plus two; Miller, 1956), whereas less educated people may be best at distinguishing between categories in five to seven-point response scales (seven minus two).

The results also showed that there was an interaction between education level and label format. The two groups did not differ for ALL scales, but the uneducated group had higher item-total correlations for END scales. This finding is interesting because
uneducated or less intelligent people are assumed to be particularly prone to satisficing (Krosnick, 1991). So, the fact that the uneducated group only had higher item-total correlations for END scales is consistent with the view that respondents had artificially inflated reliabilities for these scales due to satisficing behavior.

4.3 Quantitative Moderators of Response Scale Length and Reliability

I had predicted that three quantitative variables—total score variability, item heterogeneity, and skewness—would moderate the relationship between the number of response alternatives and reliability. First, Masters (1974) hypothesized that questionnaires with relatively low total score variability at lesser numbers of response categories would benefit most in reliability by adding more categories. The results did not support this hypothesis. Instead, they showed that the questionnaires that had the highest score variability, regardless of response scale length, and the questionnaires that increased in variability with response scale length tended to have the strongest positive relationship between response scale length and reliability. I noted above that it was not the case that those questionnaires with relatively small score variability at four levels disproportionately increased in score variability with increases in scale length; in fact, the opposite pattern was observed, which is probably why the results were opposite of what Masters’ (1974) hypothesized. I posit that a questionnaire’s general tendency towards higher total score variability is indicative that people hold strong opinions about the topic and are capable of making fine distinctions in rating the construct. Consequently, it could actually be that high total score variability is a marker for a questionnaire that could benefit from having more response options.

The results also revealed that those questionnaires which had the greatest increase in score variability with response scale length also tended to have a co-occurring increase in reliability. This observation follows directly from the formula for coefficient alpha:
\[ \alpha = \frac{k}{k-1} \left(1 - \frac{\sum \sigma_i^2}{\sigma_i^2}\right). \]

As score variability \((\sigma_x^2)\) increases, the fraction on the right decreases, and alpha \((\alpha)\) increases as a result. This predictable finding is not particularly useful in a practical sense.

With regard to the next prediction tested in this study, Komorita and Graham (1965) theorized that the number of response categories should only predict reliability for relatively heterogeneous scales. However, the present results did not support this conclusion either. The only multidimensional questionnaire, the RSMS, did not particularly benefit from increasing response scale length. Perhaps a multidimensional questionnaire is not a good candidate for increasing scale length. For instance, the weak correlations between items intended to measure two conceptually distinct factors should be less affected by increasing scale length, so the average inter-item correlation (and reliability) should be less affected for these questionnaires. I believe that “item heterogeneity” is an unfortunate label for the construct, which is typically operationally defined as the proportion of variance accounted for by the first factor in a factor analysis. This general definition conflates all of the variables that influence the relative size of the first factor. For example, a highly “heterogeneous questionnaire” may have two factors, or it may have one factor with similar but only moderately sized inter-item correlations for each item. Logically, questionnaires with lower average inter-item correlations (and hence reliabilities) require smaller increases in average inter-item correlations—achieved by increasing the number of response options—to increase alpha by a given amount. Therefore, a more appropriate candidate is a questionnaire with inter-item correlations that are similar but small or moderate in size, producing a unidimensional measure with a relatively weak first component or factor. However, this possibility was not shown in this research because all questionnaires, aside from the RSMS, had high average inter-item correlations. So, the assertion that questionnaires with similar but low average inter-item
will have a stronger relationships between response scale length and reliability should be investigated in future research.

I did find evidence that for those questionnaires in which increasing scale length increased the relative size of the first component or factor, reliability also increased. Indeed, this relationship was determined to be the best quantitative moderator in response to research question one. This relationship may simply reflect the manner by which scale length affects reliability: Increasing scale length presumably increases the average inter-item correlation (and alpha), which increases the size of the first component or factor for a unidimensional construct (Cortina, 1993). Thus, the data shows that the extent to which score variability or item homogeneity increases with the number of response categories predicts whether reliability will simultaneously increase; but both of these relationships appear to be consequences of the mechanisms by which increasing scale length improves reliability. Again, the practical utility of this finding is questionable because it is likely a result, instead of a cause, of a positive relationship between response scale length and reliability.

Lastly, based on findings from Monte Carlo simulation studies, I predicted that the positive relationship between the number of response categories and reliability would be stronger for the more skewed questionnaires. There was moderately strong evidence in favor of this conclusion. This finding is actually very intuitive. The majority of people typically only use a fraction of the response scale for questionnaires measuring skewed concepts. For example, psychopathology questionnaires (e.g., IDAS-D and IDAS-S) are usually positively skewed because most people do not have mental illness. Consequently, most people will use the “disagree” half of the response scale for most positively worded items of these measures, so these people only focus their attention on two or three options in a five-point scale. Therefore, adding more response categories to these scales should allow them to make finer distinctions without overwhelming their cognitive capabilities (Alwin, 1992; Krosnick & Presser, 2010). Of the results concerning
the three quantitative variables, this particular finding probably has the most practical usefullness. A questionnaire's skewness can be somewhat predicted by considering the concept being measured, and that information could then be factored in when deciding what number of response categories to use.

I suggest that these moderators—high total score variability, low reliability and inter-item correlations, and high skewness—should be viewed as affecting the probability that increasing the number of response options will increase reliability. That is, these conditions are not sufficient to guarantee a positive relationship between scale length and reliability. Ultimately, before one decides to add response categories to increase reliability, one must have reason to believe that people are able to make fine distinctions regarding levels of the construct, which map fairly well onto the response scale alternatives (Kuncel, 1973; Schaeffer & Presser, 2003).

In this study, the SES was fairly skewed and it had moderate total score variability, but there was no evidence of a relationship between the number of response alternatives and reliability. The SES items are somewhat vague and very general, but the IDAS and BFI-N items are more specific, succinct, and clear. So, people are probably able to meaningfully distinguish between and choose from the seven categories for the IDAS and BFI-N more easily than for the SES. Although this explanation does help to account for the results in the present study, it should be viewed as tentative because the study design did not allow for a rigorous test of this particular possibility. In the future, one could test this hypothesis more directly. A researcher could deliberately select questions that vary in abstractness and clarity, have participants rate the items on those qualities, and assess the moderating impact that these qualities have on the association between response scale length and item-total correlations, using an itemmetric approach.
4.4 Number of Response Categories and Validity

I predicted that there would be a positive association between the number of response alternatives and construct validity. In this study, construct validity was operationally defined as the correlations between scores on the first six questionnaires and scores derived from IPIP-E and IPIP-N items with four, five, and seven response categories. There was no evidence for any moderating effect of response scale length on the validity correlations in general or between any individual questionnaires. Interestingly, there were significant effects after I applied the disattenuation formula to all validity coefficients. The disattenuation formula estimates what the correlation between two constructs would be if the two measures had perfect internal consistency reliability. In other words, it estimates the optimal correlations, controlling for any differences in reliability between conditions.

These analyses yielded significant and meaningful results only for the validity correlations between measures of the same construct: extraversion and neuroticism. The conceptual relationships between the other constructs in the first set of questionnaires with extraversion and neuroticism may not have been strong enough for the response scale formats to affect the validity coefficients. However, the correlations between the BFI and IPIP questionnaires best exemplify construct validity, so conceptually, these correlations represent the most important tests of the hypothesis.

There was very strong evidence that the number of response categories affected the disattenuated correlations between the BFI and IPIP questionnaires. However, the relationship was certainly not positive and monotonic in general. The pattern of results become clearer after considering the interaction between the response scale length and label format. The ALL conditions generally had similar or higher disattenuated correlations, particularly for the seven-point conditions. Unfortunately, further qualifying the analyses by education level did not elucidate the results; it simply provided more evidence that the fully labeled conditions had superior reliabilities at seven response
categories. Thus, there was an interaction effect, but it was not exactly the one that I predicted.

These results are interesting considering that the endpoint labeled scales tended to have the stronger relationship between the number of response categories and reliability. As I suggested previously, it could be that the high reliabilities for those participants in the seven-point, END condition were due to satisficing response behaviors. Cronbach (1950) argued that the gains in reliability obtained by lengthening the response scale are spurious consequences of the response patterns of subjects. This argument seems to have applied to the END conditions. For END scales, the seven-point conditions generally had the best reliabilities but the four or five-point conditions had the highest disattenuated correlations. Thus, perhaps labeling the response categories helps to prevent this problematic phenomenon: The seven-point, ALL condition outperformed the END condition, and it performed well in general. It is plausible that the category labels encourage the respondent to select the response option more carefully. Unfortunately, satisficing behavior appears to have been an issue for this sample, which may mean that the respondents did not always read the labels for the ALL scales. If the respondents were more motivated to optimize, I suspect that the disattenuated correlations for the seven-point ALL condition would have had the highest validity for both extraversion and neuroticism. This possibility could be tested with a typical undergraduate sample.

I also raised the research question of whether score variability, item homogeneity, and skewness influence the extent to which scale length predicts validity. The data did not show that this was the case. The correlations between the extraversion questionnaires were the only ones to evince a monotonic relationship between response scale length and validity, but extraversion did not greatly differ from neuroticism in terms of these three quantitative variables.
4.5 Limitations

This study presents some interesting findings, but as with any study, there were limitations. The greatest limitation of the present study was that the differences in reliability and validity were generally small. This issue raises the question of whether the results have practical significance. I had foreseen that this would be an issue to some extent simply because response scales with four to seven categories are generally thought to be optimal (e.g., Bandalos & Enders, 1996; Lozano, García-Cueto, & Muñiz, 2008). My purpose was to determine what factors might create any differences between these response scale lengths. Even so, if this study were replicated with a different sample, I believe that the differences would have been much larger. As I have discussed, this problem appears to be a consequence of the unusually high coefficient alphas, and the hypothetical example with the RSMS in the results section demonstrates this point. However, given the present results, it is best to interpret the overall pattern of significant (and non-significant) results, and to focus more on the inter-item correlations, which did differ by conditions.

Related to the previous issue, the sample was evidently atypical in some of their response patterns. The greatest evidence for this point is that the results had inflated reliabilities and correlations, even between conceptually distinct constructs. For example, the fact that the (negative) correlations between measures of extraversion and neuroticism were extremely high suggests that satisficing response behavior was a problem in this study. For the BFI and the IPIP, the items were ordered such that every other extraversion item was followed by a neuroticism item, instead of presenting the items for the different subscales separately (see Appendix B). Some respondents may have assumed the extraversion and neuroticism items measured the same construct (Ostrom, Betz, Skowronski, 1992). If they were satisficing, they may then have given fairly uniform alternating responses to the items (Krosnick, 1991), rather than making the effort to carefully consider each item. Additionally, randomly ordering items is thought to
increase task difficulty (Schriesheim, Solomon, & Kopelman, 1989), which may have increased the incidence of satisficing (Krosnick, 1991).

The problem of satisficing appears to have confounded some of the results. Unfortunately, this problem makes it necessary to speculate what would have occurred with a more typical sample. Most importantly, I attributed the surprising findings regarding the interactions between the number of response categories and category label format to satisficing behavior. For the most part, however, the pattern of results makes sense when compared with previous research. Thus, the results should be considered with this important limitation in mind, and I suggest that the more surprising results should be viewed tentatively and replicated.

4.6 Conclusions

Several conclusions may be drawn from the present research. (1) The association between the number of response categories (four, five, or seven) and reliability depended to a large extent on moderators. (2) The present results suggest that, at least for samples that are prone to satisficing, endpoint labeled response scales have the stronger relationship between response scale length and reliability. This may be a spurious consequence of exaggerated response styles, which seem to have been especially problematic for this particular sample of participants. This conclusion requires further testing. (3) For more educated or intelligent samples, there was an advantage to using seven, rather than five categories, but there was no such difference for less educated or intelligent samples. (4) Two characteristics of questionnaires—generally high score variability and greater skewness—increased the probability that response scale length and reliability were positively associated. However, these conditions were not sufficient to guarantee this association. (5) The relationship between the number of response categories and validity depended on the response scale label format. Fully labeled scales were more valid for the seven-point conditions. Aside from that specific finding, the validities of the different formats did not differ in any generalizable manner.
The research was unable to rigorously test whether the other moderators influenced the associations between response scale length and validity. This is an avenue for further research.

The multitude of findings in the present study allow for some general recommendations. I would recommend fully labeling seven-point response scales, but based on the present research, I cannot confidently advocate one label format over the other for four or five-point scales. I would also recommend using fully labeled seven-point scales when measuring constructs that people tend to hold strong opinions about or that represent skewed traits. Lastly, I would recommend using scales with seven fully labeled categories when administering surveys to educated or intelligent groups.
Appendix A

STARTING AVERAGE INTER-ITEM CORRELATION, CHANGE IN AVERAGE INTER-ITEM CORRELATION, AND STANDARDIZED ALPHA
Below, I demonstrate that a given increase in average inter-item correlation will result a greater improvement standardized coefficient alpha at lower starting values of standardized coefficient alpha. Let $\alpha_1$ be the starting reliability, with average inter-item correlation, $r > 0$, and let $\alpha_2$ represent the reliability after a given increase in average inter-item correlation, $x > 0$, to the initial average inter-item correlation, $r$. Finally, let $\alpha_1$ come from a correlation matrix with $k$ items and elements $r_{ij}$. Then,

$$\alpha_1 = \left(\frac{k}{k-1}\right) \left(1 - \frac{\sum r_{ij}}{\sum r_{ij}}\right) = \left(\frac{k}{k-1}\right) \left(1 - \frac{k}{(k+k(k-1)r)^{\gamma}}\right) = \left(\frac{k}{k-1}\right) \left(\frac{k(k-1)r}{k+k(k-1)r}\right) = \left(\frac{kr}{1+(k-1)r}\right),$$

and

$$\alpha_2 = \left(\frac{k(r+x)}{1+(k-1)(r+x)}\right).$$

The change in standardized alpha, for a given increase in average inter-item correlation, is:

$$\Delta \alpha = \alpha_2 - \alpha_1 = \left(\frac{k(r+x)}{1+(k-1)(r+x)}\right) - \left(\frac{kr}{1+(k-1)r}\right).$$

Differentiating $\Delta \alpha$ with respect to $r$, I get:

$$\frac{d\Delta \alpha}{dr} = \frac{k}{[1+(k-1)(r+x)]^2} - \frac{k}{[1+(k-1)r]^2} =$$

$$\frac{d\Delta \alpha}{dr} = \frac{k}{[1+(k-1)(r+x)]^2}[1+(k-1)r]^2 [2x + 2(k-1)rx + (k-1)x^2] < 0.$$

In the last equation, the left part is always negative for $k > 1$, and the right part is always positive.

Thus, for any given increase in average inter-item correlation, $x$, the resulting improvement in standardized alpha is a decreasing function of the starting average inter-item correlation, $r$, and therefore the starting reliability, $\alpha_1$. This point is demonstrated in Figure 1. For any number of items, $k$, alpha asymptotically approaches one as the average inter-item correlation approaches one, and any given change along the average inter-item correlation axis will have a larger resulting change in alpha at lower levels of starting average inter-item correlation. A similar proof can be given for unstandardized
coefficient alpha. This proof would involve changes in average inter-item covariance, and it would require some assumption about the change in the sum of item variances. For example, one could prove that the improvement in coefficient alpha is greater for a given increase in average inter-item covariance at lower levels of average inter-item covariance, holding the sum of item variances constant.
Appendix B

SUMMARY OF SURVEY WORDING
Item 1: I understand and agree to the information on the informed consent.

- Yes
- No

Item 2: What is your highest level of education?

- Some High School
- High School Graduate
- Some College
- Bachelor’s Degree
- Master’s Degree
- Doctoral Degree

The following statements concern your perception about yourself in a variety of situations. Your task is to indicate the strengths of your agreement with each statement, utilizing the scales below:

Items 3-17 odd: BFI-E

Items 4-18 even: BFI-N

Please read the following statements and indicate the degree to which each statement is true of you. It is important for you to realize that there are no “right” or “wrong” answers to these questions. People are different, and we are interested in how YOU feel.

Items 19-31: RSMS

Items 32-36: Satisfaction With Life Scale (not used in this study; Diener, Emmons, Larsen, & Griffin, 1985)

Items 37-46: RSES

Below is a list of feelings, sensations, problems, and experiences that people sometimes have. Read each item to determine how well it describes your recent feelings and experiences. Then select the option that best how much you have felt or experienced things this way during the past two weeks, including today.

Items 47-51 and 54-58: IDAS-D
Items 52, 53, and 59-61: IDAS-S

On the following pages, there are phrases describing people’s behaviors. Please use the rating scales below to describe how accurately each item describes you. Describe yourself as you generally are now, not as you wish to be in the future. Describe yourself as you honestly see yourself, in relation to other people you know of the same sex as you are, and roughly your same age.

Items 62-70 even: IPIP-E items with four response categories
Items 63-71 odd: IPIP-N items with four response categories
Items 72-80 even: IPIP-E items with five response categories
Items 73-81 odd: IPIP-N items with five response categories
Items 82-90 even: IPIP-E items with seven response categories
Items 83-91 odd: IPIP-N items with seven response categories

Item 92: Which best describes you?
  • Male
  • Female

Item 93: Please indicate your age in years:

Item 94: Please indicate the ethnicity that best describes you:
  • Asian
  • African American/Black
  • Caucasian/White
  • Hispanic/Latino
  • Multi-racial or other

Item 95: Enter La followed by four random numbers for this question (e.g., La1234). This will be your survey code. Then, submit this survey, enter the survey code on the MTurk page, and submit the HIT.
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