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ABSTRACT

MODELING AND SIMULATION OF NANOFLUID FOR HEAT STORAGE

Yatish Nagaraj, M.S.

The University of Texas at Arlington, 2014

Supervising Professor: Dr. Alan Bowling

This work models the dynamic behavior of molten nitrate salt mixture to in-

vestigate the formation of interfacial nanostructures in ionic liquid nanofluids which

is responsible for increase of heat capacity of the mixture. A key application of these

fluids is in heat storage in solar collector where the heat capacity determines the

amount of energy storage and therefore the efficiency of a solar collector system.

The heat capacity can be significantly increased by the addition of a small

amount of nanoparticles, of radius 1 to 100 nanometers in a concentration of ≈ 1%

by weight. This increase appears to be caused by the formation of nanostructures in

the fluid, initiated by the addition of nanoparticles, is observed by other researchers.

This work is aimed at developing a multi-scale analysis to formulate a simu-

lation that facilitates investigation of the physical phenomena behind nanostructure

formation. Finally, the future scope for this work is presented.
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CHAPTER 1

INTRODUCTION

Depleting fossil fuels has forced the use of renewable sources of energy for gen-

erating electricity. Solar energy is the feasible source as it is available in vast reserves

as the sun provides with 120,000 Tera watts of energy per hour [1]. The amount of

sunshine in most areas is sufficient to generate around 100-130 GWh of electricity per

year from a surface area of 1 km2. This amount of energy is the equivalent of the

annual production of a traditional 50MW power station fueled by coal or natural gas

[2]. However, it is a challenge to store this energy during the day in order to generate

electricity during the night or under cloudy conditions.

Concentrated Solar Power (CSP) plants, as shown in Figure 1.1 [3], has the

technology to store the heat energy and utilize this energy when desired, hence this

is a feasible alternative. Countries such as United States, Spain and Germany have

considered concentrated solar power as a potential substitute to the non-renewable

sources for power generation since the 1980’s. These plants use solar energy to heat

the heat transfer fluid (HTF) to generate steam which runs the turbines. CSP stores

the excess heat in a thermal energy storage (TES) unit when the sun’s energy is at

the peak and delivers that energy during the later stages of the day when needed [4].

In these plants, solar energy is reflected onto a small area which contains the

HTF using mirrors or lens such as the parabolic troughs, Striling Engines or concen-

trating dishes or power tower system as shown in the figure. The heat collected in the

HTF is transferred to a boiler or a TES [5]. The most commonly used HTF are the

mineral oils, however these oils decompose at high temperatures. Since CSP plants
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employ conventional thermodynamic cycles (e.g., Rankine cycle, Brayton gas turbine

cycle, etc.) to produce electricity similar to other conventional energy systems, it

is desired to operate at high temperatures to enhance energy conversion efficiency.

Hence the mineral oils are replaced with molten salt due to its ability to achieve

higher temperatures [6].

Figure 1.1. Schematic of Concentrated Solar Power Plant.

The specific heat of the storage material in the TES needs to be higher than

the HTF for better efficiency. Conventional TES fluids are not thermally stable at

high temperatures due to their low evaporation point or thermal decomposition. The

critical point of water is only 374.14 oC at 221.2 bar and organic TES fluids, such

as oil and ethylene glycol, decompose well below 400 oC. Hence many researches are

making an effort to increase the specific heat capacity of molten salts using oxide

nanoparticles [7][8][9]. This composite mixture is called ionic liquid nanofluid which

is a suitable material for TES.
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In addition, the cost to construct / maintain a CSP operating with a high

temperature HTF and TES is considerable. Costs associated with the HTF/TES

fluid are approximately 25% of the total CSP plant operating costs. A key way to

reduce these costs is to improve the heat capacity of the facilities (storage tanks) and

transport structures (pipe and heat exchanger systems). According to a recent cost

analysis by Excelergy, 30% increase of heat capacity can reduce the cost approximately

19%, which is equivalent to $11 million saving on TES capital cost without changing

material and operational costs, see Figure 1.2 [10].

Figure 1.2. TES capital cost predicted by NREL Excelergy model.

A mixture of NaNO3 and KNO3 is currently used as a TES in the mostly

recently build CSP plants [11]. The specific heat capacity of this mixture is increased

upto 28% with the addition of SiO2 nanoparticles [12]. This increase in heat capacity

is due to the nanostructures formed by the addition of the nanoparticles.

The goal of this thesis is to study the proposed mechanism for enhanced specific

heat capacity. Understand the mechanism of nanostructure formation and provide

the first generation model of ionic liquid nanofluid. Also to address the possible

multiscale issues associated with the model.
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CHAPTER 2

BACKGROUND

2.1 Experimental Setup

Extremely clean environment is maintained to prevent contamination as dis-

cussed in [12]. The preparation of nano-engineered molten salts are to be meticulously

carried out to prevent agglomeration. The mixture of NaNO3 and KNO3 salts must

be a homogeneous mixture. The pure material was first studied to get familiar with

the structure of the pure nitrate eutectic. When an eutectic of two or more salts are

mixed and the material characterization is to be carried out, it is mandatory to able

to distinguish the materials mixed in the eutectic. Hence, the Backscattered (BSD)

imaging lens were used to distinguish the different materials using different contrast

for each salt in the mixture. The material characterization was carried out using the

Scanning Electron Microscope (SEM; ZEISS Supra 55 VP) to study the structure of

the material. A Modulated Differential Scanning Calorimeter (MDSC) was employed

to measure the specific heat capacity.

In order to mix the nitrate eutectic with the silica nanoparticles, a meticulous

approach was carried out to get a homogeneous mixture. The method followed to

fabricate the base material has three steps: mixing, sonication and dehydration.

During mixing, sodium nitrate 60% by weight, potassium nitrate 40% by weight

and silica nanoparticles 1% by weight are added manually into the sample. A total

of 198 mg of molten salt with 2 mg of silica nanoparticles were mixed in a sample

to be tested. 20 ml of distilled water is used as a solvent to mix the salts efficiently.

To disperse the nanoparticles inside the mixture and to avoid agglomeration of the
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particles at nano scale sonication is carried out. An ultrasonicator is used to sonicate

the mixture for approximately 200 minutes in order to ensure excellent dispersion of

nanoparticles inside the mixture. The mixture is then dehydrated by placing it on a

hot plate at 200o C for 7 hours. The obtained dehydrated salt is then tested in the

MDSC.

The Modulated Differential Scanning Calorimeter (MDSC; Q20, TA Instru-

ments Inc.) was used to measure the specific heat capacity of the salt sample. A

total of 15 − 25 mg of salt sample is loaded on to a pan which is heat for approx-

imately 30 minutes to remove the moisture. The moisture in the sample or in the

pan will yield bad results. Hence the pan is sealed to avoid moisture from entering

the sample. MDSC basically works on the principle of comparing the thermal energy

of two sample simultaneously. One sample being the reference which is empty and

the other is the salt loaded sample. The heat flow which is recorded is the reference

thermal energy input minus the sample thermal energy input to create a single value

which represents the difference in energy required to raise the temperature of the

sample and reference items by the same quantity.

Figure 2.1. Microscopic image of pure sample and sample with nanoparticles.
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The specific heat of the samples with nanoparticles increased by upto 28%.

When the nanomaterials were put to test under the microscope it was observed that

there were strange structures at the microscale at most parts of the sample. This

small structures resemble particles, threads or webs at the size of 10− 100 nm. This

special structures were present only in the salt samples with nanoparticles as shown

in the Figure 2.1 [7]. These structures are formed due to the electrostatic interactions

between oxidized nanoparticles and ionic liquids [13].

2.2 Molecular Dynamics

Molecular Dynamics is the science of simulating the motions of a system of

particles [14]. Molecular Dynamic Simulations (MDS) is a computational method for

examining the time variant characteristics of a system on a molecular or atomic scale.

These simulations are often used to examine biological phenomena such as the folding

of biopolymers. This approach involves modeling every atom in the system and all

of the interactions between them. This often leads to simulating high frequency

vibrations occurring at the atomic level. A small time step is required to capture the

behavior of these systems and thus the time required to obtain a small amount of

simulation is large. The figure 2.1 shows the schematic of the nanostructure formation

mechanism.

Figure 2.2. Formation of nanostructures around the nanoparticle.
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The high frequency vibrations can be eliminated using a process called coarse-

graining, which can take several forms [15][16][17][18][19][20][21]. Several approaches

have been developed to minimize and speed up the calculations in the coarse-grained

model using advances in algorithms [22], as well as improvements in computational

hardware and parallel computing [23]and in computational hardware such as graphi-

cal processing unit [24]. Coarse-graining of the nanofluid yields a model where large

bodies, the nanoparticle interact with small bodies, the ions yielding what is reffered

to as a multiscale model. A characteristic of multiscale model is a disproportional-

ity between the size of different terms that yields large accelerations that nust be

numerically integrated using a small time step. This disproportionality implies the

existence of slow dyynamics as well as fast dynamics. Several analytical techniques

have been used to remove the fast dynamics and retain slow dynamics, which allows

for larger numerical integration time steps and shorter run times that yield a longer

time history of events. These methods include modal analysis which retains only low

frequency modes, the small mass assumption which omits the mass terms and leads

to the overdamped Langevin model.

Applying the MMS to the nanofluid yields a singular perturbation problem,

which is difficult to address using the MMS. The most common alternate approach is

to use the small mass assumption, which yields a first order model, the overdamped

Langevin equations, that predicts overdamped motion of the system. Several re-

searchers argued that this behavior is physically correct for small particles. However,

we argued that this approach produced a model that can violate Newton’s second

law. A new multiscale analysis model is developed that can address singular pertu-

bation problems that retains the mass properties, yielding a second order model that

predicts underdamped motion of small particles in a fluid environment characterized

by a low Reynolds number. These methods can be used to reduced the simulation
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run time and also increase the number of bodies in the system, which will allow the

formation of nanostructures.
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CHAPTER 3

METHOD IMPLEMENTED

3.1 Rigid Multibody Model

A system with sodium ions, potassium ions and all the atoms in SiO2 nanopar-

ticles can be modeled as a nanofluid. However, this results in a model with high

degrees of freedom; also large number of atoms bound up in the nanoparticle will vi-

brate at high frequencies, which requires a small time step that drastically increases

the simulation run time. Course-graining is a technique to represent a system by

a reduced number of degrees of freedom. Hence, the nanoparticle is modeled as a

single rigid body, assuming the atoms in the nanoparticle do not move relative to

each other and are lumped together. Thus reducing the number of bodies and de-

grees of freedom, which eliminates the high frequency vibrations between the atoms

within the nanoparticle and reduces the simulation run time. This process is known

as coarse− graining. The inertia terms are retained in the rigid body based model

in order to remain true to the original molecular dynamic model [21].

Fig. 3.1 represents a 2D coarse grained mechanical model which is not drawn

to scale. This model represents SiO2 nanoparticle, Na+ ions, K+ ions and NO−3 ions.

The following assumptions are made in order to meet the objectives of this study.

Assumptions

1. The effect of inter-atomic vibrations in the nanoparticle are ignored.

2. The nanoparticle develops a uniform surface negative charge as it is exposed to

water.

3. The nanoparticle along with sodium, potassium and nitrate ions are rigid spheres.
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The mechanical model is comprised of rigid bodies inside a boundary to conserve

the total mass of the system as shown in the Fig. 3.1. The system contains one

nanoparticle along with 50% by number of NaNO3 and 50% of KNO3. The mass

centers of each body are represented by small half filled circles. Since the nitrogen

and oxygen in NO−3 are rigidly bound, the collection is modeled as a single rigid

sphere with a net charge of −1.

The vectors N̂1 and N̂2 in Fig. 3.1 define the inertial reference frame. All

other reference frames are attached to the different bodies. In the molten state, the

crystalline lattice structure of the nitrate salt breaks down into its component ions,

Na+, K+ and NO−3 and are free to move throughout the volume. However, at the

operating temperature the nanoparticle remains a rigid solid sphere. To represent

the system lets consider one NaNO3, one KNO3 and one SiO2 nanoparticle. The first

NO−3 ion has three degrees of freedom denoted by q1, q2 and q3. The angular rotation

is about the N̂3 direction (= N̂1 x N̂2) is represented by q3. The second NO−3 ion

has three degrees of freedom denoted by q4, q5 and q6. The angular rotation is about

the N̂3 direction (= N̂1 x N̂2) is represented by q6. Na+ ion has 3 degrees of freedom

denoted by q7, q8 and q9. The angular rotation is about the N̂3 direction (= N̂1 x N̂2)

is represented by q9. K+ ion has 3 degrees of freedom denoted by q10, q11 and q12.

The angular rotation is about the N̂3 direction (= N̂1 x N̂2) is represented by q12.

SiO2 nanoparticle has 3 degrees of freedom denoted by q13, q14 and q15. The angular

rotation is about the N̂3 direction (= N̂1 x N̂2) is represented by q15.

Consider a system with s and n degrees-of-freedom to describe the position and

orientation of the ions and nanoparticle respectively, the total degrees of freedom of

the system N = s+ n.
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Figure 3.1. Mechanical System.

The multibody mechanical model have the form:m 0

0 M


q̈m
q̈M

 = Aq̈ = Γ (3.1)

where the mass matrix A ∈ RN×N includes m ∈ Rs×s and M ∈ Rn×n, q = [qm qM ]T

are the generalized coordinates, q̇ = [q̇m q̇M ]T and q̈ = [q̈m q̈M ]T are the generalized

speeds and accelerations, and Γ contains the generalized active forces. While the

terms on the left represent the generalized inertia forces.

The generalized active forces includes the forces due to viscous friction, charge

potentials, the Nosé-Hoover thermostat, containment and Brownian motion as shown

below.

Γ =

Γm

ΓM

 =

 0

Γfriction

+Γpotential +Γthermostat +Γcontainment +Γbrownian (3.2)
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where Γfriction ∈ Rn×1, Γpotential ∈ RN×1, Γthermostat ∈ RN×1, Γcontainment ∈ RN×1 and

Γbrownian ∈ RN×1.

The Knudsen number for the ions is too large to satisfy a continuum assumption,

so viscous friction is not applied to ions, but only to the nanoparticle. The viscous

friction acting on the nanoparticle is represented by the following expression:

Γfriction = −Dq̇M (3.3)

where D ∈ Rn×n is a diagonal matrix containing the translational and rotational drag

coefficients; which transforms the frictional forces and moments applied at the mass

center of the nanoparticle into generalized active forces. These forces are discussed

in detail in the following sections.

The unit of mass, the Zeptogram (zg) is chosen so that the mass values of the

nitrate is in the order 10−1, and the length and time units, the Nanometers (nm)

and Nanoseconds (ns) are chosen for similar reasons. The masses and inertias are

contained in the mass matrix A in Eq.3.1, which is symmetric, positive definite and

a diagonal matrix.

3.2 Mass and Inertia Calculation

Mass of bodies

The mass of sodium and potassium ions is calculated based on the individual

molar masses of the ions. The mass of the nitrate ion is calculated based on the atomic

masses in the molecule. The nitrate ion contains, 1−Nitrogen and 3−Oxygen atoms

and hence the atomic weight is 62.0049 gmol−1 (1× 14.0049 + 3× 16). The mass of

one nitrate ion is 0.10296 zg, which is got by dividing the atomic weight of nitrate

with the number of molecules in one mole of a given substance i.e. the Avagadro’s

12



number (NA = 6.022 × 1023 mol−1). The mass of the other ions are calculated in a

similar manner (refer Appendix A)

The mass of the nanoparticle is calculated based on the density and volume of

the nanoparticle. The density of SiO2 is 2.648 g/cm3 [25]. The rest of the calculation

is shown in Appendix A.

Inertia of bodies

The inertia of all the bodies are based on the following assumptions.

Assumptions:

1. Each body is assumed to be a rigid sphere.

2. The radius of each sphere is assumed to be the effective packing radii of mono-

valent ions [26].

The inertias are calculated about the mass center of each body in the N̂3 axis

direction. The detailed calculation of the inertias is in Appendix B.

3.3 Frictional Forces

The following assumptions are made for simplicity in calculating the drag forces

on this system:

Assumptions

1. The fluid is assumed to be Newtonian fluid with uniform viscosity at 773K.

2. Each atom is assumed to be a solid sphere and the effective radii of atoms is

used for the radius of sphere.

For calculating the viscous forces, the system falls in the transition region be-

tween the Statistical and Continuum mechanics formulation of fluid dynamics. A

dimensionless Knudsen number (Kn) can be used to classify which formulation could

be used.
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Knudsen number is defined as the ratio of the molecular mean free path length

to a representative physical length. If the Knudsen number is near or greater than

one, the mean free path of a molecule is comparable to a length scale of the problem,

and the continuum assumption of fluid mechanics is no longer a good approximation.

Kn =
γ

L
(3.4)

where γ is the mean free path of the the fluid and L is the length scale. The Knudsen

number is too large for the ions so the continuum assumption is no longer a good

approximation, whereas the Stoke’s Law can be used to calculate viscous forces for

the nanoparticle.

The linear drag coefficient (β) and rotational drag coefficient (βw) for a sphere

is given by

β = 6πµr (3.5)

βw = 8πµr3 (3.6)

where, µ is the viscosity of the medium and r is the radius of the sphere.

3.4 Potential Forces

The structures are formed due to the charge potentials between the Na+ ions,

K+ ions and the SiO2 nanoparticle. The potential energy is modeled as pair poten-

tial which includes Coulomb potential and Lennard-Jones potential. The following

assumptions are made in order to obtain the structures.

Assumptions

1. The nanoparticle develops surface negative charge due to the presence of OH−

in the solution [7].

2. Sodium and potassium ions are point charges.
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Coulomb Potential

The Coulomb potential (ΦC) is an effective pair potential that describes the

interaction between two point charges, is given by the expression shown in Eq.3.4 [27]

ΦC =
qiqj

4πε0εrrij
(3.7)

where ΦC is the Coulomb Potential; qi, qj are the Coulomb Charges; ε0 is the Per-

mittivity of vacuum; εr is the Relative Permittivity and rij is the Distance between

the charges.

Lennard-Jones Potential

The Lennard-Jones Potential (ΦLJ) is a simple model which approximates the

interaction between a pair of atoms or molecules. It consists of an attractive and a

repulsive term, as the atoms cannot overlap in space. The Lennard-Jones potential

for a pair is given relations shown below [28]:

ΦLJ = 4εij

[(
σij
rij

)12

−
(
σij
rij

)6
]

(3.8)

εij =
√
εiεj (3.9)

σij =
σi + σj

2
(3.10)

where, ΦLJ is the Lennard-Jones Potential; εi, εj is the minimum value of potential

for particle i and particle j; σi, σj is the finite distance at which the inter-particle

potential is zero for particle i and particle j; and rij is the distance between the

particles.

Total Interaction Potential

The total interaction potential (Φ) is the sum of Coulomb Potential and Lennard-

Jones Potential.

Φ(r) = ΦC + ΦLJ =
qiqj

4πε0εrrij
+ 4εij

[(
σij
rij

)12

−
(
σij
rij

)6
]

(3.11)
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The net potential forces can be calculated by taking the derivative of total potential

energy (Φ(r)) with respect to the distance (r) as shown below:

Γpotential =
dΦ(r)

dr
(3.12)

Γpotential = − qiqj
4πε0εrr2ij

+ 24εij

(
σ6
ij

r7ij
−

2σ12
ij

r13ij

)
(3.13)

Further information regarding potential parameters and constants is discussed

in Appendix C.

3.5 Thermostat Forces

The Nosé-Hoover thermostat is used to maintain the average temperature of the

system at a desired value[29]. The temperature control is essential as the structures

are formed only when the system is heated to a desired temperature. The Nosé-

Hoover thermostat provides the most realistic temperature profiles, ergodic behavior

and reliable heat capacities for finite systems [30] [31]. The temperature is maintained

by introducing a new term using the following equations [32]:

dζ

dt
=

(
1

2
q̇TAq̇ − 1

2
NkBTd

)
2

Q
(3.14)

Γthermostat = −ζAq̇ (3.15)

where, ζ represents the flow of thermal energy into or out of the system, kB is the

Boltzmann constant, Td is the desired temperature of the system, Q is the gain used

to adjust the rate of thermal energy flow. This thermostat can add and remove

energy from the system, taking a form similar to friction which is a function of

the momentum of each body and serves as a feedback mechanism to control the

temperature, depending on the value of ζ. The time derivative of ζ is determined by

the difference between the kinetic energy and its average.
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The response to the change in temperature can be controlled using the thermo-

stat gain, Q, in order to maintain the average temperature of the system. A lower

value of Q has a quicker response to the change in temperature and a higher value of

Q has a slower response to the change in temperature.

3.6 Containment Forces

The containment forces are added to conserve the mass of the system. The

containment forces are modeled as hard sphere repulsion potentials. The boundary

is modeled as imaginary hard sphere at a specific radius R, and the ions are modeled

with radius equal to the effective packing radius, re. If the ions get closer to the

boundary, then the ions repel like hard spheres as shown in the figure. This repulsive

force is numerically modeled using the following expression:

Φr =
B

r6
(3.16)

where, Φr is the containment potential, B is a constant, r is the distance between

the boundary and the ion. The containment forces can be calculated by taking the

derivative of the above expression with respect to the distance r as shown below:

Γcontainment =
dΦr

dr
(3.17)

Γcontainment =
−6B

r7
(3.18)

3.7 Brownian Forces

The Brownian motion is added to the system to represent the collisions between

a modeled body and an unmodeled body. The Brownian motion for this study is

modeled from the already established method of modeling Brownian motion on Motor

proteins and optical tweezers [33] [34].
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Random forces and moments in the model, representing Brownian motion, are

implemented as Gaussian white noise. They act at the center of mass for each body

in the system and is expressed as the following,

fBo = Bo1(t)N̂1 +Bo2(t)N̂2 (3.19)

Where, Bo1(t) and Bo1(t) represents the forces produced by randomly fluctuat-

ing thermal noise applied in the N̂1 and N̂2 direction respectively. Each component

of the random force and moment is treated independently as a normally distributed

random variable. They have the following expectations, E[.], or weighted average

values:

E[Boi(t)] = 〈Boi(t)〉 = 0 = µ (3.20)

and are governed by a fluctuation-dissipation relation expressed as

E[Boi(t1)Boj(t2)] = 2βkBTδ(t1 − t2)δi,j (3.21)

where kB and T are the Boltzmann constant and absolute temperature, respectively.

The relation in 3.12 implies that there is no time dependency between the random

processes over time; the random sequence of forces does not repeat regularly. In

addition 3.12 and 3.13 imply

E[B2
oi(t)] = 2βkBT = V ar(Boi(t)) = σ2 (3.22)

which is the variance of Boi. Thus, Boi can be generated using an Eigen function

gslrngset(gslrng, rand()) which generates random variables with a normal distribu-

tion.

The collection of random forces comprise Γbrownian. Theses randomly fluctuating

discontinuous functions show numerical integration and so each random variables is

held constant during a single integration step; the random variables i updated at the
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beginning of each step. Thus, the value of each random variable is known before the

integration step, and the decomposed value of the random force must equal it. This

is accomplished by defining

Γbrownian = Rndrnd = Rnd



Bo1

Bo2

Bo3

.

.


(3.23)

where, Rnd transforms the random forces into generalized active forces. See Appendix

E for further details about modeling the Brownian motion.

3.8 Multiscale Analysis

One of the problems that occur for modeling the micro and nano scale systems

is the disproportionality between the mass and the forces acting on them. This

disproportionality would cause large accelerations which can only be captured with

small time steps. This increases the simulation run time to possibly days to months.

One of the methods to address this disproportionality is by using proper scaling factors

to scale the forces, so that they cancel each other out while retaining the dynamics of

the system, therby reducing the simulation run time [35]. Since this model involves

small masses, one of the key aspects of this paper is to address the possible multiscale

nature of the system. The modified equations of motion with the scaling factor (a2)

is:m 0

0 M


q̈m
q̈M

 = Γthermostat+a2


 0

Γfriction

+ Γpotential + Γcontainment + Γbrownian


(3.24)

Refer to Appendix F for the derivation of the above expression.
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CHAPTER 4

RESULTS AND DISCUSSION

Results

The plots shown in Figure 4.1 and 4.2 are the initial positions and the final

positions of all bodies in the unscaled system. The plots in Figure 4.5 and 4.6 are

the initial and final positions of all the bodies in the scaled system. The pink circle

represents the nanoparticle (30nm diameter), the red circle represents the sodium

ions and the green circle represents the potassium ions where as the small points

represents the nitrate ions. The temperature profiles are shown in the Figure 4.3, 4.4,

4.5 and 4.6.

The simulation in Figure 4.1 has 100 bodies and the temperature was being

maintained at 525K with the thermostat gain (Q) of 40. It is noticed the sodium and

potassium ions move towards the nanoparticle forming the nanostructures, where as

the nitrate ions move away from the nanoparticle. The average temperature of the

system is maintained at 525K depicted by the red line in the Figure 4.3. The initial

temperature is high as the system is not in the equilibrium state, as the simula-

tion continues the system reaches its equilibrium state and temperature fluctuation

reduces. The total simulation time for 0.2ns time history was 21 days.

A similar behavior of the nanofluid as shown in Figure 4.2 is observed when the

number of bodies are increased to 200. The results remain consistent with the previous

result, the nanostructures are formed due to the sodium and potassium ions. The

average temperature of the system was also maintained at the desired temperature.
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Numerous simulations with varying bodies and temperatures (upto 773K) provided

similar results for the unscaled system.

The simulation in Figure 4.5 has 100 bodies and the temperature was being

maintained at 575K with the thermostat gain (Q) of 40 with a scaling factor of 0.4.

It is noticed the sodium and potassium ions move towards the nanoparticle forming

the nanostructures, where as the nitrate ions move away from the nanoparticle, this

behavior is identical to the unscaled system. The average temperature of the system

is maintained at 575K depicted by the red line in the Figure 4.7. The total simulation

time for 0.5ns time history was 12 days, which is 77% reduction in simulation time

compared to the unscaled system. The simulation results with a scaling factor of 0.5

is show in Figure 4.6 and the respective temperature profile in Figure 4.7.

The simulations with a lower scaling factor below 0.4 reduced the simulation

run time, however the nanostructure formation was not noticed. This could be due

to the non-linearity of the potential force equations. Which can be addressed to in

the future.

Discussion

By comparing the simulation of the unscaled system in Figure 4.1. with the

simulations of the scaled system in Figure 4.5 and Figure 4.6, it is evident the initial

positions of all the bodies are the same however the final positions are different since

the trajectory of the particles in the scale system is different. The actual behavior of

the system is unclear as the system is of very low scale, however the density of the

simulated system can be compared to the density of the physical system. This can

be done by increasing the number of bodies in the simulated system.

In the equation 3.24 of the scaled system, the value of a2 is a greater than or

equal to the value of ε (Appendix F) which is the fraction of the mass of the body

and the potential constants. As the mass of the ions is of the order O(−1), where
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as the mass of the nanoparticle is of the order O(4). This difference in the scale of

the masses of different bodies could limit the value of the scaling factor to 0.4. This

could be addressed by scaling the forces on the ions alone, by retaining the unscaled

equations for the nanoparticle as shown below, this can reduce the simulation run

time further: m 0

0 M


q̈m
q̈M

 = Γ (4.1)

where,

Γ =

Γm

ΓM

 =

 Γthermostat + a2(Γpotential + Γcontainment + ΓBrownian)

Γthermostat + Γfrictional + Γpotential + Γcontainment + ΓBrownian

 (4.2)

Also since the nanoparticle is coarse-grained a lot of energy to maintain the

temperature of the system has to be given to the nanoparticle which contains large

number of atoms to form the nanocluster, which again can be done by scaling the

equation 3.14, this can be addressed to in the future.

Future Scope

Following improvements needs to be made to this work:

1. Three dimensional model of the ionic nanofluid needs to be modeled.

2. The scaling factor needs to be reduced.

3. Increase the number of bodies and calculate the specific heat capacity of the

nanofluid.

4. Viscous parameters needs to be validated with literature.

5. Change the circular boundary to a rectangular boundary to satisfy the periodic

boundary condition assumption.
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Figure 4.1. Positions of the unscaled system with 100 bodies.
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Figure 4.2. Positions of the unscaled system with 200 bodies.
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Figure 4.3. Temperature Profile with Q = 40.
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Figure 4.4. Temperature Profile with Q = 30.
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Figure 4.5. Positions of 100 bodies in scaled system with scaling factor of 0.4.
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Figure 4.6. Positions of 100 bodies in scaled system with scaling factor of 0.5.
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Figure 4.7. Temperature Profile for scaled system with scaling factor of 0.4.
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CHAPTER 5

CONCLUSION

The first generation model of the ionic liquid nanofluid is represented. The

SiO2 nanoparticle is coarse-grained and a rigid body model is presented. The various

forces acting on the system are described and modeled with proper assumptions. The

simulations showing the dynamics behavior of the nanofluid shows the formation of

nanostructures. The method of multi-scale was implemented to reduce the simulation

run time, which also forms the nanostructures. The temperature of the system is

maintained at any desired temperature as shown. Finally, the future scope for this

work is presented laying the foundation for a new theoretical approach.
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APPENDIX A

Mass Calculations
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Mass of Sodium Ions

The molar mass of sodium is 22.99 gmol−1. The mass of one sodium ion is got

my dividing its molar mass with the Avogadro’s number (NA = 6.022× 1023 mol−1).

Therefore the mass of one ion of sodium is 0.0381757 zg.

Mass of Potassium Ions

The molar mass of potassium is 39.098 gmol−1. The mass of one potassium ion

is got my dividing its molar mass with the Avogadro’s number (NA = 6.022 × 1023

mol−1). Therefore the mass of one ion of potassium is 0.0649237 zg.

Mass of SiO2 Nanoparticle

Density of SiO2 = 2.648 g cm−3 = 2.648 zg nm−3.

Volume of a sphere = 4
3
πr3.

Therefore, volume of 30 nm SiO2 nanoparticle = 4
3
π153 = 14137.1669 nm3.

Hence the mass of 30 nm SiO2 nanoparticle = Density× Volume = 2.648×14137.1669

Therefore the mass of 30 nm SiO2 nanoparticle is 37435.218 zg

The table below shows the mass of all the bodies.

Ion / Nanoparticle Mass(zg)
Na+ 0.0381757
K+ 0.0649237
NO−3 0.10296
SiO2 37435.218

Table A.1. Masses of ions and nanoparticle
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APPENDIX B

Inertia Calculations
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Inertia Calculations: The inertia of all the bodies is based on the following as-

sumptions.

Assumptions

1. Each body is assumed to be a rigid sphere.

2. The effective packing radii of monovalent ions are used as radius of the spheres.

The inertia of the bodies is calculated about the N̂3 axis. For a solid sphere,

the inertia (I33) about the N̂3 axis is given by,

I33 =
2

5
mr2 (B.1)

where, m is the mass of the ion or nanoparticle; r is the effective packing radii.

The table below lists the effective packing radii for all the bodies.

Ion / Nanoparticle Radii(nm)
Na+ 0.095
K+ 0.133
NO−3 0.264
SiO2 0.162

Table B.1. Effective packing radii [27][36]

Inertia of Sodium Ions

I33Na+ =
2

5
mr2 (B.2)

I33Na+ =
2

5
(0.0381757)(0.095)2

I33Na+ = 0.0001378146 zg − nm2

Inertia of Potassium Ions

I33K+ =
2

5
mr2 (B.3)

I33K+ =
2

5
(0.0649237)(0.133)2

I33K+ = 0.000459374 zg − nm2
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Inertia of Nitrate Ions

I33NO−
3

=
2

5
mr2 (B.4)

I33NO−
3

=
2

5
(0.10296)(0.264)2

I33NO−
3

= 0.0028704 zg − nm2

Inertia of SiO2 Nanoparticle

I33SiO2 =
2

5
mr2 (B.5)

I33SiO2 =
2

5
(37435.218)(0.162)2

I33SiO2 = 392.29799 zg − nm2

The table below shows the inertia of all the bodies.

Ion / Nanoparticle Inertia(zg − nm2)
Na+ 0.0001378146
K+ 0.000459374
NO−3 0.0028704
SiO2 392.29799

Table B.2. Inertia of ions and nanoparticle
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APPENDIX C

Potential Forces
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Potential Parameters

The net charge for the nitrate ion is -e it is modeled based on the nitrate

structure as shown below [37]. The bond length between N+ and O− in the nitrate

ion is 0.132 nm [27].

Figure C.1. Nitrate ion Structure.

The potential energy parameters for the individual ions is given in the following

table:

Ion / Nanoparticle Charge(e) εr σi/σj(nm) εi/εj(zg − nm2 − ns−2)
Na+ +1 5.1 0.273 597.794
K+ +1 5.1 0.30469 694.105
N+ +1 5.1 0.39 1389.87
O− −0.667 5.1 0.3154 1077.69
SiO2 −1.35 5.1 0.349 1486.46

Table C.1. Potential parameters of ions and nanoparticle[28] [38] [39]
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APPENDIX D

Drag Forces

39



The drag coefficients used for each body are given below:

Ion / Nanoparticle β βw
NO−3 4669 433.8
SiO2 56568.158 707424.21

Table D.1. Drag coefficients

The viscous friction is added only to the nanoparticle, however the Brownian motion

acting on the other ions were calculated based on the above values.
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Brownian Motion
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Brownian Motion

For calculating the Brownian motion, the value of β for the below equation is

obtained from the Table C.1.

E[B2
oi(t)] = 2βkBT = V ar(Boi(t)) = σ2 (E.1)

The values of kB and T used in this model is 13.806488 zg−nm2(ns2K)−1 and

393K respectively. The Brownian motion is applied on individual atoms. The Fig.

E.1 shows the order of Brownian force calculated for NO−3 , Na+ and K+. The Fig.

E.2 shows the order of Brownian force calculated for SiO2 nanoparticle.
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Figure E.1. Brownian Motion acting on ions.
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Figure E.2. Brownian Motion acting on nanoparticle.
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Multiscale Analysis
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The Newton-Euler equation for the system is:

mq̈ = Γviscous + Γpotential + Γthermostat + Γcontainment + ΓBrownian (F.1)

As the potential forces are the dominating forces, we group all the other forces in

Γothers.

mq̈ = Γpotential + Γthermostat + Γothers (F.2)

Expanding potential forces into the Coulomb and the Lennard Jones potential. (Refer

to the equation 3.13)

mq̈ =
C1

r2
+
C2

r7
+
C3

r13
− ζmq̇ + Γothers (F.3)

where, C1, C2, C3 are the constants for the coulomb potential, Lennard Jones at-

traction and repulsion potential respectively. The values of these constants vary

depending on the interacting pair of ions. (Refer Appendix C)

Dividing the equation with either of these constants say C1,

mq̈

C1

=
1

r2
− ζmq̇

C1

+
Γothers

C1

(F.4)

The value of m
C1
≈ 2.3 × 10−4 which is small, yielding a large acceleration that is

difficult to numerically integrate. Assuming m
C1

= ε, the value of ε varies from 10−4

to 10−1 depending the interacting atoms and the mass of each body considered.

εq̈ + εζq̇ =
1

r2
+

Γothers

C1

(F.5)

The small parameter ε is used to decompose time into different scales, Ti = εit

yielding:

ẋ =
dx

dt
= ε0

∂x

∂T0
+ ε1

∂x

∂T1
+ ε2

∂x

∂T2
+ ... (F.6)

ẍ =
d2x

dt2
=
∞∑
i=0

∞∑
j=0

εiεj
∂2x

∂Ti∂Tj
(F.7)
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For the expression F.5 to be true some of the forces on the right must cancel each

other. Introducing two constants a1 and a2 such that,

εq̈ + εζq̇ = (a1 + a2)

(
1

r2
+

Γothers

C1

)
(F.8)

where, a1 + a2 = 1. Since some forces must cancel

a1

(
1

r2
+

Γothers

C1

)
= 0 (F.9)

Therefore,

εq̈ + εζq̇ = a2

(
1

r2
+

Γothers

C1

)
(F.10)

Rewriting in the original form,

mq̈ = Γthermostat + a2 (Γviscous + Γpotential + Γcontainment + Γbrownian) (F.11)

where a2 has a value greater than or equal to ε
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