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Abstract. A classical epidemiological framework is used to provide a preliminary cost analysis of the effects of quarantine and isolation on the dynamics of infectious diseases for which no treatment or immediate diagnosis tools are available. Within this framework we consider the cost incurred from the implementation of three types of dynamic control strategies. Taking the context of the 2003 SARS outbreak in Hong Kong as an example, we use a simple cost function to compare the total cost of each mixed (quarantine and isolation) control strategy from a public health resource allocation perspective. The goal is to extend existing epi-economics methodology by developing a theoretical framework of dynamic quarantine strategies aimed at emerging diseases, by drawing upon the large body of literature on the dynamics of infectious diseases. We find that the total cost decreases with increases in the quarantine rates past a critical value, regardless of the resource allocation strategy. In the case of a manageable outbreak resources must be used early to achieve the best results whereas in case of an unmanageable outbreak, a constant-effort strategy seems the best among our limited plausible sets.

1. Introduction. Emerging and re-emerging infectious diseases continue to impose immense economic and social burdens; HIV [4], multidrug-resistant tuberculosis [12], influenza [43] and new influenza strains [5] provide but a few examples of the tremendous cost that we must pay to minimize their impact. Public health policy aims to decrease these burdens by reducing transmission or mitigating severity. Although vaccines and antibiotics have become primary tools in controlling the
spreading of many established diseases, outbreaks of bovine spongiform encephalopathy (also known as mad cow disease), West Nile virus, Severe Acute Respiratory Syndrome (SARS), avian and H1N1 influenza and the fear of bioterrorism have “resurrected” the possibility of a widespread use of quarantine and isolation as viable control strategies.

The term quarantine is used to characterize the deliberate separation of individuals exposed to a contagious agent, irrespective of their infectivity or symptomatic status, from a population of susceptible individuals. Quarantined individuals are monitored, and those who test positive (if the test is available) or show symptoms over time become tracing nodes for clusters of exposed individuals. A fraction of individuals in the contact “neighborhood” of an index patient are quarantined. Progression to a symptomatic (infectious) stage results in isolation, that is, in the strict “separation” of an individual from most, if not all, members of the population at risk. Where there is a test, the isolation of diagnosed infectives is the first step. Treatment, if available, is provided to individuals in isolation. Preventive treatment may be given to those in quarantine. The use of these measures as primary control strategies presents significant logistical and economic strain on a public health system’s resources, but these factors have rarely been considered in modeling public health policy decisions.

The 2002–2003 SARS outbreaks highlighted the challenges of using quarantine and isolation on a large scale to control emerging diseases. Estimates on the number of quarantined range from 80,000 to over 130,000 for Taiwan, during an outbreak that caused 671 infected cases and 180 deaths (Figure 1(a) shows daily prevalence). Estimates for Toronto run from 23,000 to 29,000 (with as many as 7,000 undergoing quarantine simultaneously), a number far greater than the 375 cases reported (Figure 1(d)). During this time Toronto Public Health investigated 2132 potential cases of SARS, identified 23,103 contacts of SARS patients that required quarantine, and logged 316,615 calls on its SARS hotline. The cumulative number of traced contacts over time during the Hong Kong SARS outbreak, which caused 1755 cases and 298 deaths [37], surpassed 26,000. In Singapore (Figure 1(c)) 7863 individuals suspected of having contacts with SARS cases were served orders for quarantining at home, and 4300 individuals were put on daily telephone surveillance for 10 days, with 58 of the 206 probable SARS cases falling in one of these two groups. Singapore’s quarantine measures have been estimated to have cost as much as US$5.2 million. However, Gupta et al. (2005) showed that in some cities quarantining the contacts of probable SARS cases not only saved lives (as predicted in [15]) but also saved money.

The efficiency of quarantine measures has proven highly variable. Toronto public health authorities placed approximately 100 people in quarantine for each SARS case while their counterparts in Beijing only 12. SARS was diagnosed in only 0.22% of quarantined contacts in Taiwan and 2.7% in Hong Kong. An analysis of the efficiency of quarantine in the Beijing outbreak conducted by the American Centers for Disease Control and Prevention (CDC) concluded that the same efficiency could have been achieved by reducing the Beijing average by two-thirds. That is, placing four people in quarantine per SARS case would have been enough. Toronto thus placed in quarantine 25 times more individuals than required according to the CDC’s Beijing estimates. Trends in Figure 1 (shown by arrows) reflect that among the four cities shown, the first phase of control measures seems to have been effective only in Hong Kong. Designing, upon identification of an outbreak, an appropriate
control policy that reduces cases (and deaths) while managing costs remains a challenging question for public health departments.

One fundamental indicator of a control policy’s efficiency is its ability to reduce an infection’s reproductive number. The disease’s basic reproductive number, $R_0$, is a model-dependent measure of an infectious agent’s potential to start an outbreak in the absence of control policies. $R_0$ is interpreted as the average number of new cases produced by a “typical” infected individual (while infective) in a completely susceptible population, in the absence of any prevention and intervention \[13, 56\]. The control reproductive number ($R_c$), in contrast, applies in the presence of clearly identified control measures such as vaccination, quarantine, isolation and treatment. The impact of control measures is assessed via the relationship between $R_0$ and $R_c$ \[13, 43\]. Controlling an outbreak usually involves changes in control parameters reducing the value of $R_c$ from $R_0$ to below the critical value of 1. Estimates of the average reproduction numbers for the SARS outbreaks in Taiwan, Hong Kong, Singapore, and Toronto are 4.23 \[29\], 1.70, 1.83 and 0.86, respectively \[14, 15\], which suggest a large outbreak (as was the case) at least in Taiwan, Hong Kong and Singapore. In the case of Toronto an outbreak occurred despite the low reproductive number because a large number of travelers entered the city.

Theoretical studies using dynamical mathematical models that include quarantine and/or isolation have provided in-depth understanding of how these measures
impact disease transmission [21, 23, 24, 28, 31, 43, 59]. For example, Hsieh et al. (2007) used simulations of the SARS outbreak in Taiwan to show retrospectively that Level A quarantine prevented around 461 cases and 62 deaths, whereas Level B quarantine resulted in the reduction of nearly 5% of cases and deaths, with an overall combined effect (of both levels) of a 50% reduction in these numbers [30]. Klinkenberg et al. (2006) studied the effectiveness of contact tracing using branching processes to compute an explicit expression for the reproductive number comprising pre- and post-impact contact tracing measures [35]. However, most of these studies have neglected the economic impacts of quarantine and isolation, despite some researchers’ claim that dynamic models support better cost-effectiveness analysis (CEA) than static models [20, 42, 57, 52]: While the force of infection in a static model is a function of individual-based factors, it nevertheless remains constant over time, whereas a dynamical model incorporates epidemiological quantities like contact structure, transmission probabilities, prevalence and treatment regimes that change over the course of an outbreak [34]. Quarantine in particular may have complex economic effects since costs incurred in the present reduce future costs by reducing the effective pool of susceptibles [20]. Dynamic mathematical models have successfully been used to consider the cost-effectiveness of vaccination programs, e.g., [22], but for the most part not quarantine and isolation. In a notable exception, Bradeau et al. (2003) used a simple SI-type dynamical compartmental model and optimization techniques to evaluate general control programs that alter contact rates under resource constraints, and identify some of the factors on which optimal resource allocation problems can depend [8]. However, their model results depend on having an explicit solution of the system, which for most nonlinear systems, describing states of infectious disease, is difficult or impossible to obtain. Further, their cost function depends only on the contact rates. In this manuscript we consider cost as a function of demographic, epidemiological and control parameters because epidemic outbreaks are the result of the nonlinear interactions between individuals with different demographical and epidemiological status.

This paper therefore presents a preliminary study of the relationship between cost, quarantine and isolation using dynamical models. The focus is on understanding the potential economic impact of quarantine and isolation policies. Our primary aim is to compare three different quarantine strategies implemented alongside a single isolation strategy in the context of an emerging infectious disease outbreak, with resource allocation modeled in terms of simple cost functions. In addition, we use the concept of cost-effectiveness ratios to evaluate the relative value of each dynamic quarantine strategy.

Research on the cost analysis of control measures for infectious diseases has considered different types of cost measures including costs to society, costs to individuals [16], quality-of-life measures [42], etc. In general, costs can be divided into direct (related to creation and implementation of control programs like fees and salaries or facility construction), indirect (costs to individuals; losses in productivity due to the absence of sick individuals and family caretakers), and intangible costs like those generated by stress and pain. Furthermore, although numerous studies have carried out CEAs, there seems to be no consensus on appropriate cost-effectiveness thresholds [34]. In this study we consider the problem of resource allocation by public health authorities aimed at controlling an outbreak of a new emerging disease for which no long-term side effects are known (except death); from our narrow perspective, we measure only direct expenditures made by public health
agencies with limited resources. We do not therefore include costs and benefits to patients—including Quality-Adjusted Life Years (QALY) for measuring benefits from strategies, as done in some CEA studies—except by tabulating the numbers of infections and deaths (which can be converted, if desired, into time lost). As a preliminary study on the CEA of quarantine and isolation measures, this paper aims instead to provide qualitative trends in direct costs and benefits for controlled and uncontrolled outbreaks of an emerging disease, in general, instead of quantifying estimates for the two. We present our analysis in terms of incremental costs per infection prevented, life saved, etc. [42, 57], and interpret our results in terms of incremental cost-effectiveness ratios (ICERs) [42, 34] in order to compare strategies. We fix total cost and compare results (number of infections, etc.) for each strategy subject to the same budget constraint as in [8]. We use a dynamic compartmental modeling framework to study this resource allocation problem as disease outbreaks usually follow a nonlinear pattern and so do disease control programs, resulting in non-constant effects on reduction in incidence.

This paper is organized as follows. In Section 2, we introduce a general contact tracing model and discuss some of its variants. The analysis of the model (using a general contact tracing function) is carried out in Section 3. In Section 4, key model dependent quantities are defined, parameters are estimated and the impact of changes in threshold (control reproduction numbers) are explored. Cost analyses associated with various scenarios and comparisons are performed in Section 5. In Section 6, we discuss the relevance of the results and possible future work.

2. Construction of the model. We consider a model for the transmission of an emerging infectious disease like, but not necessarily limited to, SARS. The population in the dynamic model is divided into seven classes: Susceptible (S), Exposed (E), Infectious (I), Recovered (R), Quarantined (Q₁, Q₂), and Isolated (Q₃) (Figure 2). Susceptibles may become infected when exposed to an infectious individual. Exposed and infectious individuals are carriers of the disease. The disease in exposed individuals is assumed to be latent. E-individuals may be infectious in general; the infectiousness of the E-individuals is lesser than that of I-individuals by a factor of q. For a disease like SARS, viral load is an order of magnitude lower during incubation than in the clinical phase. Hence, it is likely that 0 ≤ q << 1; here we take q = 0. It should be noted that the delay between the onset of infectivity and clinical symptoms varies widely [25]. Since the focus is on cost, it is assumed that both events take place simultaneously. It is assumed that there is no test capable of diagnosing the disease before symptoms appear. Q₁ and Q₂ denote the classes of non-infected and infected but non-infectious quarantine individuals, respectively. There is no way of differentiating between each type. The use of separate classes is for bookkeeping purposes.

New susceptible individuals enter the population at the constant rate Λ. Once an infectious individual is identified, a certain number of individuals considered to have been in contact with the infective are placed in quarantine regardless of epidemiological status (susceptible or exposed). As a result, some uninfected (S) individuals enter the Q₁ class, at a rate Φ₁, while some exposed (E) individuals enter the Q₂ class, at a rate Φ₂. The status of individuals in the Q₁ and Q₂ classes is monitored, and after an incubation period has passed, those individuals who do not develop symptoms (Q₁) are released (at the per capita rate θ). However, the existence of this class (Q₁) adds to the cost of public health intervention efforts.
Individuals in $Q_2$ move into isolation ($Q_3$) when they become symptomatic. Identified infectious (symptomatic) individuals are isolated (class $Q_3$) at the constant per-capita rate $\sigma$. Identified infectious (symptomatic) individuals are also isolated (class $Q_3$), at the constant per-capita rate $\sigma$. Susceptibles become infected at a per-capita per-infective rate $\beta$ moving to the exposed class ($E$). Individuals in $Q(=Q_1+Q_2+Q_3)$ are assumed to have no contacts with the rest of the population and thus the proportion of one’s contacts made with infectious individuals is modeled as $I_S+E+I+R=N^{-1}Q$ but there are other possibilities (see [23]). After spending an average of $\frac{1}{\gamma_1}$ ($\frac{1}{\gamma_2}$) units of time in the $E$ ($Q_2$) class, individuals who develop symptoms are moved to the infectious (isolated) class. The disease is assumed to cause mortality in symptomatic cases at the per-capita rates, $\delta_i$ ($i=1,2$ for $I$ and $Q_3$, respectively). For simplicity, it is assumed that $\gamma_1=\gamma_2$ and that $\delta_1=\delta_2$. Individuals leave the population at the per capita rate $\mu$ from any class due to “natural” causes. Recovery with permanent immunity takes place at the per-capita rates $\alpha_1$ and $\alpha_2$ (from $I$ and $Q_3$, respectively).

With the above assumptions and terminology, our model is given by the following system of nonlinear equations:

\[
\begin{align*}
\dot{S} &= \Lambda - \Phi_1 - \mu S + \theta Q_1 - \beta \frac{S(I+qE)}{N-Q}, \\
\dot{Q}_1 &= \Phi_1 - (\mu + \theta)Q_1, \\
\dot{E} &= \beta \frac{S(I+qE)}{N-Q} - (\mu + \gamma_1)E - \Phi_2, \\
\dot{Q}_2 &= \Phi_2 - (\mu + \gamma_2)Q_2, \\
\dot{I} &= \gamma_1 E - (\mu + \sigma + \delta_1 + \alpha_1)I, \\
\dot{Q}_3 &= \sigma I + \gamma_2 Q_2 - (\mu + \delta_2 + \alpha_2)Q_3, \\
\dot{R} &= \alpha_1 I + \alpha_2 Q_3 - \mu R, \\
\dot{N} &= \Lambda - \mu N - \delta_1 I - \delta_2 Q_3,
\end{align*}
\]  

(1)

where $Q=Q_1+Q_2+Q_3$, $N=S+Q_1+E+Q_2+I+Q_3+R$, and ‘$\cdot$’ represents the derivative with respect to time. Definitions and values of various parameters used here and after are presented in Table 2.
Table 1. Different quarantine strategies that are analyzed in the article.

<table>
<thead>
<tr>
<th>Rates \ Strategies</th>
<th>I</th>
<th>II</th>
<th>III</th>
<th>$I_k^a$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\Phi_1$</td>
<td>$\psi(I)S$</td>
<td>$\psi(I)S$</td>
<td>$\psi(I)S$</td>
<td>$k\rho_1E$</td>
</tr>
<tr>
<td>$\Phi_2$</td>
<td>$\psi(I)E$</td>
<td>$\psi(I)E$</td>
<td>$\psi(I)E$</td>
<td>$\rho_1E$</td>
</tr>
</tbody>
</table>

where $\psi(I) = \begin{cases} \rho_1 & \text{(Strategy I)} \\ \rho_2I & \text{(Strategy II)} \\ \frac{\rho_3I}{K+I} & \text{(Strategy III)} \end{cases}$

$^a$Strategy $I_0$ is a special case of Strategy $I_k$ with $\hat{k} = 0$ or $\Phi_1 = 0$.

We use the words quarantine and tracing interchangeably. Although we ‘talk’ about tracing the contacts of infectious individuals, the model does not provide an explicit contact-tracing structure. The process of quarantine is modeled via the removal of a proportion of unidentified people per unit of time from all classes (at rate $\Phi_1$ and $\Phi_2$; Table 1). One effect of removal of individuals from the population is that it reduces the number of susceptibles ($S(t)$) from the population, thereby reducing the incidence ($\beta S(t)I(t)/N(t)$). In the model, contact tracing is effectively carried out at random and, therefore, model outcomes will tend to underestimate the efficacy achieved by “real” (potentially more costly) contact tracing policies.

We consider three primary resource allocation strategies for contact tracing. The quarantine process may be carried out at a per-capita rate that is independent of the number of infectives (Strategy I: (1) with (2)) or at a per-capita rate dependent on $I(t)$. If the per-capita contact tracing rate depends on $I(t)$ then it could be directly proportional to it (Strategy II: (1) with (3)) or, perhaps more realistically given a finite resource scenario, saturate at some point with increasing number of infectious individuals (Strategy III: (1) with (4)). The contact tracing rate in Strategy I assumes a maximum effort independent of outbreak size while the contact tracing effort in Strategy II is proportional to the outbreak size. Contact tracing in Strategy III also depends on outbreak size but is constrained by resource limitations. We use the same per capita rate $\psi(I)$ for both $S$ and $E$ in Strategies I, II and III because in our stratified setting we cannot differentiate or identify each type. Hence, the proportion of quarantined individuals who are really exposed is the same as the proportion in the general population. The quarantine rates are modeled as $\Phi_1 = \psi(I)S(t)$ and $\Phi_2 = \psi(I)E(t)$ where $\psi(I)$ is chosen as follows:

$$\psi(I) = \rho_1 \quad \text{(for Strategy I)} \quad (2)$$  
$$\psi(I) = \rho_2I \quad \text{(for Strategy II)} \quad (3)$$  
$$\psi(I) = \frac{\rho_3I}{K+I} \quad \text{(for Strategy III)} \quad (4)$$

The units of $\rho_1$ in Strategy I and $\rho_3$ in Strategy III are $time^{-1}$. Hence, their reciprocals represent the average (minimum, for Strategy III) time required to trace a single contact. The units of $\rho_2$ in Strategy II are $(time \times people)^{-1}$. Hence, $\rho_2I$ gives the reciprocal of the average time required per contact traced, that is, the effort spent increases (tracing time decreases) as the number of infectious individuals grows. Under Strategy III the contact rate rises when the numbers of infectives are small before saturating. The constant $K$ (called the half-saturation constant) in Strategy III represents the number of infectious individuals, $I$, in the population when the contact tracing effort is half its maximum value ($\psi(K) = \frac{\rho_3}{2}$).
As a departure from the assumption that “S and E individuals are traced at the same per-capita rate,” in this random tracing context, we consider two extreme cases, referred to as Strategy $I_k$ (fixed-efficiency tracing) and Strategy $I_0$ (perfect tracing). Fixed-efficiency tracing assumes that susceptibles are quarantined at a rate $k$ times higher than the rate of quarantine for exposed. That is, susceptibles are quarantined at the rate $\rho_1 E(t)k$ and exposed at the rate $\rho_1 E(t)$. The tracing efficiency for Strategy $I_k$ is defined as $\frac{1}{k}$ (fixed-efficiency tracing rate of exposed quarantine rate of susceptible), where $k \in [0, \infty)$. Here, infinite tracing efficiency, $k = 0$ corresponds to the perfect tracing strategy. Fixed efficiency tracing provides bounds for efficiency of quarantine policy because random tracing by itself is likely to underestimate the true efficiency. The model that only uses isolation as a control measure (no quarantine, i.e., $\Phi_i = 0$) is the baseline strategy.

We compute the cumulative numbers of disease-related deaths, new cases of infection, quarantined and isolated individuals using expressions:

$$Y(t) = \int_{t_0}^{T} \left[ \delta_1 I(t)dt + \delta_2 Q_2(t) \right] dt,$$

$$Z(t) = \int_{t_0}^{T} \beta \left[ \frac{S(t)I(t)}{N(t) - Q(t)} \right] dt,$$

$$L_1(t) = \int_{t_0}^{T} \left[ \Phi_1(t) + \Phi_2(t) \right] dt,$$

$$L_2(t) = \int_{t_0}^{T} \sigma I(t)dt,$$

respectively. These numbers are calculated at the end of an outbreak or at the time when a fixed specified cost is used up by an implemented strategy. For example, if the control measures are effective the disease will eventually die out (i.e., at time $T$, $I(t)$ becomes effectively zero). We approximate this time numerically by considering $T$ to be the first time at which $I(T) < 1$ but $I(t) > 1$ for $t < T$. These numbers are computed with the initial time point (i.e., $t_0$) equal to zero, the point at which a strategy comes into effect. The functions $L_1$ and $L_2$ will also be used later to define the cost function describing cost incurred to the public health department in implementing specific quarantine and/or isolation control measures.

3. Analysis of the model. Analysis of model (1) is performed with a general contact tracing function $\psi(I)$ (given in Table 1), satisfying the following properties:

(i) $\psi(I)$ is a continuously differentiable function for $I \geq 0$;

(ii) $\psi(I)$ is a monotone non-decreasing function of $I$ with $\psi(0) \geq 0$.

The control reproduction number (see [56] for method of computation) for Model (1) is given by:

$$R_c = \frac{\beta}{(\mu + \delta_1 + \alpha_1 + \sigma) (\mu + \psi(0) + \gamma_1)},$$

where $\frac{\beta}{(\mu + \delta_1 + \alpha_1 + \sigma)}$ is the average number of secondary infections that one infected individual generates during his/her infectious period in a population of susceptibles, and $\frac{\gamma_1}{(\mu + \psi(0) + \gamma_1)}$ is the proportion of those exposed that survive the latent period and remain untraced (thus becoming actively infectious). $R_c$ reduces to $R_0$ when $\psi(0) = 0$ and $\sigma = 0$. The control reproduction number under Strategies II and III is independent of $\rho_2$ (or $\rho_3$ and $K$) since its contact tracing rate depends on the number of infectious individuals ($I$), and at the beginning of an outbreak $I \approx 0$. The control reproduction number can further be classified as $R_{ci}$ and $R_{eq}$ in the situations when isolation (i.e., $\psi(0) = 0$) or quarantine (i.e., $\sigma = 0$) is the
Table 2. Parameter definitions and their estimated values from 2003 SARS outbreak in Hong Kong.

<table>
<thead>
<tr>
<th>Parm.</th>
<th>Definitions</th>
<th>Values</th>
<th>Sources</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \Lambda )</td>
<td>net flow (or recruitment and birth) rate into the susceptible class</td>
<td>240.84 people/day</td>
<td>Est. from [32]</td>
</tr>
<tr>
<td>( \beta )</td>
<td>number of effective contacts per unit time or transmission rate</td>
<td>0.25/day</td>
<td>[14]</td>
</tr>
<tr>
<td>( \mu )</td>
<td>per-capita death rate</td>
<td>0.000035/day</td>
<td>[32]</td>
</tr>
<tr>
<td>( 1/\alpha_1 )</td>
<td>mean infectious period</td>
<td>28.4 days</td>
<td>[14]</td>
</tr>
<tr>
<td>( 1/\alpha_2 )</td>
<td>Mean infectious period with diagnosed SARS. Here former value was used for all numerical results</td>
<td>23.5 days or 26.5 days</td>
<td>[14]</td>
</tr>
<tr>
<td>( 1/\delta_1 )</td>
<td>mean infectious period of unidentified infectious individuals before they die due to disease</td>
<td>23.66 days</td>
<td>[40]</td>
</tr>
<tr>
<td>( 1/\delta_2 )</td>
<td>mean infectious period of isolated individuals before they die due to disease</td>
<td>35.9 days</td>
<td>[14]</td>
</tr>
<tr>
<td>( 1/\gamma_1 )</td>
<td>mean incubation period of infected individuals</td>
<td>6.37 days</td>
<td>[19]</td>
</tr>
<tr>
<td>( 1/\gamma_2 )</td>
<td>mean incubation period of quarantine individuals</td>
<td>6.37 days</td>
<td>[19]</td>
</tr>
<tr>
<td>( 1/\sigma )</td>
<td>average time before infectious individuals isolated</td>
<td>4.85 days</td>
<td>[14]</td>
</tr>
<tr>
<td>( 1/\theta )</td>
<td>average time traced individuals are confined before declared healthy (mandatory hospital quarantine)</td>
<td>10 days</td>
<td>[26]</td>
</tr>
<tr>
<td>( p_1 )</td>
<td>the direct cost of one person to quarantine</td>
<td>$160 ppq(^a)</td>
<td>Est.</td>
</tr>
<tr>
<td>( p_2 )</td>
<td>the direct cost of one person to isolate</td>
<td>$1254 ppi(^b)</td>
<td>Est.</td>
</tr>
</tbody>
</table>

\(^a\)ppq: per person quarantined.
\(^b\)ppi: per person isolated.

‘only’ control measure, respectively. Obviously, \( R_{ci} < R_0 \) and \( R_{cq} < R_0 \) as \( R_c \leq R_0 \).

Remark: If \( R_c < 1 \) the disease-free equilibrium of the general model is globally asymptotically stable but it is unstable if \( R_c > 1 \), in which case the system supports a unique endemic equilibrium (see Appendix for some details). Numerical simulations suggest that this endemic equilibrium is locally asymptotically stable whenever it exists.

4. Framework and parameter estimates for numerical cost analysis. The quarantine and isolation rates are referred to hereinafter as the control rates.

4.1. Cost function and Cost-effectiveness concept. The total cost incurred in implementing control measures by the public health department is modeled by the function

\[
C(T) = p_1 L_1(T) + p_2 L_2(T)
\]  
(5)

where \( p_1 \) (\( p_2 \)) denotes the average cost incurred by a local public health department to quarantine one person (to isolate one person). \( T \) represents the time at which the total cost is to be analyzed. \( T \) is chosen under two scenarios: the time at which disease elimination occurs (defined for numerical purposes as the point when the number of individuals in the \( I \) compartment becomes less than one), in the case of a manageable (or controlled) outbreak, and the time during which a pre-chosen cost amount is spent under a pre-selected control strategy, in the case of
an unmanageable (or uncontrolled) outbreak. The functions $L_1(T)$ and $L_2(T)$, as described in Section 2, denote the cumulative number of individuals quarantined and isolated, respectively, from the initial time ($t_0 = 0$) to the final time $T$. It should be noted that the cost function is linear in per-capita costs. The selection of a linear function may be unrealistic, particularly if the outbreak is large. A typical example could be the case of a “1918” flu type pandemic which would generate so many infections that it would become impossible to isolate or quarantine enough individuals with existing facilities or available personnel. However, a linear cost function may be a useful model for outbreaks when a small percentage of the susceptible population becomes ill. Typically, costs of control measures are likely to increase in a nonlinear way for larger values of $E$, $I$ and $Q$. Ideally, one would be able to estimate the cost per case of increasing $\sigma$, that is, one would be able to find the functions $f_1$ and $f_2$ where in general

$$C(T) = f_1(p_1, L_1(T)) + f_2(p_2, L_2(T)).$$

We do not have such information and, consequently, we study cost in this manuscript using formula (5). Our approaches are justified by the fact that our goal is just to highlight the variations imposed by the use of different strategies.

A concept of cost-effectiveness is used to compare strategies in terms of cost per health effect achieved (that is, cost per reduction in a case or death) in implementing a particular strategy (Table 1) over the baseline strategy (applying only isolation). The aim is to find which quarantine strategy is the most cost-effective when a health department is willing to spend a certain amount per unit increase in effectiveness (or unit increase in health effects). In general, finding the most cost-effective model is a two step process. First, we need to check if each quarantine strategy (random tracing strategies) is more cost effective than the baseline strategy and second, we try to find the most cost-effective strategy among all cost-effective strategies. Although an isolation-only strategy may prove more cost effective, it may not be possible to implement it with the required effectiveness over a short span of time because of logistic issues (need of new facilities) and hence it will be assumed that the first criterion has been satisfied. Health effects or benefits under certain combined (quarantine and isolation) strategies are measured here in terms of reductions in cases or deaths when compared with the baseline strategy. The quality-adjusted life year (QALY) is not considered here because we take only direct costs to public health authorities, which affect resource constraints and do not take into account indirect costs on individuals or society.

It is assumed that only one strategy can be implemented at a time. Cost per health-effect is evaluated by calculating the incremental cost-effectiveness (ICE) ratio, [58]:

$$\text{ICE ratio} := \frac{\text{cost}_{\text{random tracing strategy}} - \text{cost}_{\text{baseline strategy}}}{\text{effects}_{\text{random tracing strategy}} - \text{effects}_{\text{baseline strategy}}} = \frac{\Delta c}{\Delta e}. \quad (6)$$

When the focus is on the number of deaths prevented (by a strategy) the ICE ratio gives the average additional cost spent for each death prevented when the outcomes from the strategy are compared.

Let $\kappa$ be the amount a health department is willing to spend for a unit increase in effectiveness or health benefits. The constant $\kappa$ is called the maximum acceptable cost-effectiveness ratio. In order to identify which strategy is the most cost-effective,
we calculate the quantity

\[ d = \Delta e \left( 1 - \frac{ICE\ ratio}{\kappa} \right), \]

for each strategy. The strategy with largest \( d \) value is considered to be the most cost-effective [7]. This is because in cost-effectiveness analysis strategies are ranked according to their effectiveness—on the basis of securing maximum effect rather than considering cost. In Equation (7) effectiveness (i.e. \( \Delta e \)) is multiplied by the strength-factor. This factor is one minus the cost per effect of the strategy rescaled by the given value of \( \kappa \). When all strategies in comparison are cost-effective, the most cost-effective strategy is the one which gives the largest effectiveness when the differential cost in implementing it is the least (see [7] for details). The ranking of strategies in terms of cost effectiveness greatly depends on the value of \( \kappa \).

4.2. Parameter estimates (SARS in Hong Kong as an example) and scenarios. We use the data from the SARS outbreak in Hong Kong and related studies to estimate the model parameters (see Table 2). Our resulting value of the basic reproductive number, \( R_0 \), for the Hong Kong SARS outbreak is 3.2. The census data from 2001-2004 in Hong Kong city is used to estimate the value of \( N \) as 6.8 million and the value of \( \Lambda \) as 240 per day. The value of \( \Lambda \) was calculated using the average net inflow and the average number of births per year. The value of the contact tracing carrying capacity, \( K \), in Strategy III is arbitrarily chosen to be 100. That is, we assume the contact tracing effort is half of its maximum value when there are 100 infectious individuals in the population.

Estimates of the cost of contact tracing per contact that we could find in the literature range from $97 [49], which includes cost incurred per patient for disease control investigators to prevent tuberculosis, to $223 [33], which was based on the assumption that the time spent by a nurse was 1 hour per individual with adolescent pertussis. The estimated cost of isolation per patient range from $911 [41], an amount that include the costs of screening, medicines, cleaning, disposable materials for patients and health employees during an outbreak of methicillin-resistant Staphylococcus aureus, to $1598 [17] (beside the costs mentioned by [41] it also added the cost of using community nurses). Cost estimates are converted into per-person values in US dollars and adjusted for inflation to 2005 dollars using the Consumer Price Index. In numerical cost analysis experiments, we use average cost values, that is, a cost of $160 for quarantine of one traced contact and $1254 for the isolation of an infective (or \( p_1 = $160 \) per contact and \( p_2 = $1254 \) per patient). These average values do not include indirect and opportunity costs, like losses in productivity due to illness, quarantine or illness in the family, suffering of a patient, etc. Gupta et al. (2005) also provide estimates of costs in Canada for hospitalization of a SARS patient ($612 per day and $1836 in intensive care unit) and Ontario province SARS related quarantine costs ($10 million during the outbreak) but does not provide duration of hospitalization and details of the types of their direct costs [27]. The range of our cost estimates lie within the range considered by Gupta et al. (2005).

We consider two scenarios for comparison of control strategies. The first scenario is a so-called controlled (manageable) outbreak (Sections 5.1 and 5.2) where the disease dynamics are governed by control parameters (quarantine and isolation rates) that result in a control reproduction number below one. Since the reproduction number for Strategies II and III does not contain the quarantine control parameter,
it is sufficient to consider $R_c$ as a function of $\sigma$ alone. Note, the value of $R_c(\sigma)$ decreases as $\sigma$ increases. Theoretically, we define the critical value of $\sigma$, $\sigma_c$, by $R_c(\sigma_c) = 1$, that is,

$$R_c(\sigma) = \begin{cases} \text{greater than 1} & \text{if } \sigma < \sigma_c \\ \text{equal to 1} & \text{if } \sigma = \sigma_c \\ \text{less than 1} & \text{if } \sigma > \sigma_c. \end{cases}$$

In our numerical analysis we arbitrarily chose a value of $\sigma$, denoted $\sigma_0$, for which $R_c = 0.99$. In this way the isolation is close to minimal to obtain $R_c < 1$ (that is, eventual “end” of an outbreak) but avoids any numerical issues due to the threshold and sets a finite baseline for the number of individuals isolated over the course of the outbreak. This value, $\sigma_0 = 0.173$/day (that is, average time to isolation 5.7 days), is slightly more than the critical value $\sigma_c$. The isolation rate of 0.206/day (value greater than 0.173/day), found in the literature for SARS outbreak in Hong Kong, was fixed in the numerical experiments for controlled outbreak. The second scenario simulated an artificial uncontrolled (unmanageable) outbreak (Section 5.3), that is, an outbreak where the strength of combined control measures is insufficient to eliminate the disease from the population. The use of appropriate control measures can keep the outbreak burden within bounds and may reduce total cost on public health over time. In an uncontrolled outbreak, the value of the isolation rate ($\sigma$) was fixed at 0.13 per day (i.e., time to isolation 7.5 days) so that $R_c$ is significantly greater than one.

In both scenarios, we started the simulation at $t_0 = 0$ signifying the start of implementation of control strategies. The results are stated for the three sets of initial conditions (or three cases). The first set of initial conditions correspond to the situation in which the simulations start with 10 infectious individuals (i.e., $I(0) = 10$) and twice the number of exposed individuals (i.e., $E(0) = 20$) and a population of $N - 30$ susceptibles (i.e., $S(0) = N - 30$). Although Hong Kong’s rigorous first stage of quarantine measures were implemented (on March 29, 2003) only after a cumulative 806 cases [37] were known, we do not take this number as our initial value of the I class. This is because SARS in Hong Kong started as a nosocomial infection (transmitted mainly in hospitals for the month of March) but it was not until the spread of infection in communities that quarantine measures were implemented. Our model does not take into account this differentiation. Since our aim is to compare quarantine strategies numerically we chose a smaller value of $I(t_0 = 0)$ using Taiwan data, i.e., we take $I(0) = 10$. There were 10 known SARS infected individuals in Taiwan when their Level A quarantine measures were implemented (March 18, 2003) [38]. The second set of initial conditions that are considered in the simulation include 100 infectious individuals (i.e., $I(0) = 100$) while $S(0) = N - 100$. This situation resembles the case during the SARS outbreak in Toronto where the first stage of rigorous control measures was implemented in the week of March 23 to 30, when almost 100 cases were known. The third set of initial conditions included only one infectious individual in the whole population (i.e., $S(0) = N - 1$) which was the case in many countries that got their first case much later than the first SARS case in the world (like Germany first case on 9-Mar-03, France on 21-Mar-03, India on 25-Apr-03, etc.; WHO online Global Alert and Response Report, 21 April 2004). These countries were using quarantine measures well before the arrival of their first case. The first two sets of initial conditions were
only used in the controlled outbreak whereas all three sets (or cases) were taken in the uncontrolled outbreak.

Control policies are implemented at the beginning of the simulations (at \( t_0 = 0 \)). In reality, the timing of interventions, \( t_0 \), is always greater than zero and delays in implementation of interventions can have devastating effects \([10, 14, 15]\). Since our aim here is to compare strategies that are applied for the same period of time, we do not evaluate the effects of the delay in implementation of such policies. Disease burden and total implementation costs (using Equation (5)) (that is, the cost of quarantine and isolation) are evaluated at time \( T \) (defined earlier in Section 4.1).
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**Figure 3.** Effect of control-rates on control reproduction number for three values of \( \beta \).

### 4.3. Effects of quarantine and isolation on the control reproduction number

In this section we evaluate the impact of control rates on the control reproduction number \( R_c \). \( R_c \) depends on the quarantine rate and on the isolation rate in case of Strategy I but for Strategies II and III it is independent of the quarantine rate because the last two strategies are prevalent dependent and at the start of an outbreak there are only a few infectious individuals thus, \( \psi(0) \approx 0 \). Choosing the critical values for the control-rates that make \( R_c \) less than one gives a threshold for disease elimination.

We plot the curves \( R_c = 1 \) in the \((\rho_1, \sigma)\)-plane using three different values for the transmission coefficient \( \beta \) when contact tracing is independent of outbreak size (Strategies I and I\(^0\), Figure 3(a)). The minimum effort needed to eliminate the disease as a result of the implementation of both control measures can be estimated from these plots. For example, if \( \beta = 0.25/\text{day} \) (\( \beta \)-estimate for SARS outbreak in Hong Kong), the graph suggests that in the absence of contact tracing and quarantine \((\rho_1 = 0)\), an isolation rate \( (\sigma) \) of at least 0.173 per day (i.e., time to isolation 5.7 days or less) must be maintained to eliminate the disease from the population. In the absence of isolation measures \((\sigma = 0)\), a contact tracing rate \((\rho_1) \) of at least 0.323 per day (i.e., quarantine traced contacts in 3 days or less) is needed for the elimination of the disease. Stronger control efforts are required to eliminate an infectious agent from the population when the strength of mixing \( (\beta) \) goes up. When contact tracing depends on outbreak size (Strategies II and III) and \( \beta = 0.25 \), an isolation rate of at least 0.173 per day (i.e., average isolation time 5.7 days or less) is required to eliminate the disease. Increases in the transmission
coefficient, \( \beta \), result in an increase in the minimal isolation rate needed for disease elimination (see Figure 3(b)).

Single policies of either quarantine or isolation can be sufficient, if they are high enough to bring \( R_c \) below one. However, the implementation of single intervention at high rates is expensive or not feasible. For example, high isolation rates may be impossible to implement unless new facilities are created “instantly”. However, the joint implementation of quarantine and isolation policies may provide a better alternative at a reasonable cost. The selection of the “best” weighted quarantine and isolation approach depends on the ability to identify (in a timely fashion) key epidemiological factors such as infectiousness or susceptibility and, of course, resource availability.
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**Figure 4.** Changes in the number of isolated individuals as a function of isolation rate when \( \psi = 0 \). There is a vertical asymptote at the critical value of \( \sigma \), \( \sigma_c \), where \( R_c = 1 \). The horizontal axis of the plot is on a linear scale whereas the vertical axis uses base 10 logarithmic scale.

5. **Impact of strategies.** In this section, we explore disease burden in terms of the cost associated with the implementation of mixed control strategies of quarantine and isolation in a simplistic setting. The goal is to develop a framework that allows us to explore *epi-economics* issues. The model variants described in Section 2 are random tracing strategies (i.e., Strategies I, II and III), where \( E \) and \( S \) individuals are quarantined at the same per-capita rate and a fixed-efficiency tracing strategy (i.e., Strategy \( \hat{I}_k \)), where \( S \) and \( E \) are quarantined at different but related per-capita rates (with tracing efficiency of \( \frac{1}{k} \)). \( \hat{k} = 0 \) corresponds to the case of perfect tracing (i.e., Strategy \( I_{\hat{0}} \)). The strategy with only isolation as a control measure is the baseline strategy. We evaluate the use of strategies from the above pool when put into effect over controlled and uncontrolled outbreak scenarios.
5.1. **Effect of each of the control strategies, controlled outbreak.** The total numbers of new cases produced, number of disease deaths, total number put in quarantine and number of patients isolated are calculated using various quarantine and isolation rates that are put in place at \( t_0 = 0 \) and that remain in place until \( t = T \). The first set of the initial conditions are taken in this section.

<table>
<thead>
<tr>
<th>Strategy</th>
<th>( \rho_1 )</th>
<th>Time to Extinction (T days)</th>
<th>Number of New Cases (Z(T))</th>
<th>Number of Deaths (Y(T))</th>
<th>Quarantining Cost in US$ ( (p_1 L_1(T)) )</th>
<th>Isolation Cost in US$ ( (p_2 L_2(T)) )</th>
</tr>
</thead>
<tbody>
<tr>
<td>I</td>
<td>0.02</td>
<td>100</td>
<td>101</td>
<td>53</td>
<td>( 1.824 \times 10^9 )</td>
<td>( 10.63 \times 10^4 )</td>
</tr>
<tr>
<td>I</td>
<td>0.20</td>
<td>23</td>
<td>25</td>
<td>14</td>
<td>( 2.129 \times 10^9 )</td>
<td>( 2.607 \times 10^4 )</td>
</tr>
<tr>
<td>I</td>
<td>0.30</td>
<td>17</td>
<td>19</td>
<td>10</td>
<td>( 2.075 \times 10^9 )</td>
<td>( 2.055 \times 10^4 )</td>
</tr>
<tr>
<td>II</td>
<td>0.002</td>
<td>137</td>
<td>131</td>
<td>66</td>
<td>( 1.055 \times 10^9 )</td>
<td>( 13.58 \times 10^4 )</td>
</tr>
<tr>
<td>II</td>
<td>0.020</td>
<td>49</td>
<td>39</td>
<td>25</td>
<td>( 2.114 \times 10^9 )</td>
<td>( 4.015 \times 10^4 )</td>
</tr>
<tr>
<td>II</td>
<td>0.030</td>
<td>36</td>
<td>28</td>
<td>19</td>
<td>( 2.086 \times 10^9 )</td>
<td>( 2.993 \times 10^4 )</td>
</tr>
<tr>
<td>III</td>
<td>0.2</td>
<td>117</td>
<td>104</td>
<td>55</td>
<td>( 1.472 \times 10^9 )</td>
<td>( 10.79 \times 10^4 )</td>
</tr>
<tr>
<td>III</td>
<td>2.0</td>
<td>31</td>
<td>26</td>
<td>17</td>
<td>( 2.061 \times 10^9 )</td>
<td>( 2.655 \times 10^4 )</td>
</tr>
<tr>
<td>III</td>
<td>3.0</td>
<td>22</td>
<td>19</td>
<td>12</td>
<td>( 1.980 \times 10^9 )</td>
<td>( 2.031 \times 10^4 )</td>
</tr>
</tbody>
</table>

The **baseline** strategy (isolation only) shows that an isolation rate of greater than \( \sigma_c \) is needed for eventual extinction of a disease. Note, when \( \sigma \leq \sigma_c \), the total number of individuals isolated is theoretically infinite since the outbreak does not die out \( (R_0 \geq 1) \). Increases in \( \sigma \) from \( \sigma_0 \) to, for example, 0.35/day (average isolation time \( 1/\sigma = 2.9 \) days) reduce the total number of individuals isolated from 990 to 52 before the disease dies out (Figure 4). In other words, a 50% reduction in the average time of diagnosis (potentially very difficult or expensive to achieve) reduces the number of isolated by a factor of 19. The total number of isolated cases (and hence cost) decreases monotonically with \( \sigma \) (Figure 4). The cost (Equation (5)) associated with the exclusive use of isolation when \( \sigma = \sigma_0 \) (that is, when the average time before the isolation of infectious individual is 5.7 days on the average) is $1.24M, while the exclusive cost of isolation when \( \sigma = 0.35 \) day is only $0.07M. That is, cost reduces by a factor of 17. Of course, this example shows the assumption...
that the cost is proportional to the number of isolated cases is unrealistic, since the cost of doubling $\sigma$ to about $2\sigma_0$ is missed by the cost functions. Doubling such rate may require a tremendous increase in the number of medical personnel or facilities needed. If such facilities did not exist or were unavailable then there would be no way of doubling the effective $\sigma$ even with an effective logistic plan. Delays, of course, can be catastrophic.

Typically, the isolation of all latent and infectious individuals may be impossible with the total costs likely to increase in a nonlinear way. Hence, policies that look at the joint effect of quarantine and isolation may be more cost effective. Here, we explore the impact of increasing the rate of quarantine for fixed $\sigma$-values (given in Table 2).

We found that increases in the quarantine rates have the same qualitative effect (but different quantitative effects) on each random tracing strategy, and that the total numbers of new cases, deaths and time to extinction decrease monotonically with respect to $\rho_i$. This decrease in $\rho_i$ is fast at first and then gradual. The total cost of control measures is initially dominated by the costs associated with quarantine. We see that as $\rho_i$ increases, total cost rises to a peak (critical value) and then decreases (Figure 5). Table 3 summarizes the above results obtained by simulating the models. For a fixed average isolation time of 4.85 days, the peak in total cost occurs at $\rho_1 = 0.073$/day (cost=2.28B), $\rho_2 = 0.021/($person $\times$ day) (cost=2.12B), and $\rho_3 = 1.09$/day (cost=3.24B) for Models I, II, and III, respectively. When $\sigma$ is larger, the cost peak shifts to higher values of $\rho_i$ (see Figure 5). That is, the faster we isolate infectious patients, the less important quarantine is as a control.
Figure 6. Strategy I\(\hat{k}\): Total cost on control measure as quarantine rate is varied. Tracing efficiency threshold based on total cost occurs at \(\hat{k} = 45\) (curve with circles).

(a) Quarantine parameter values for Strategies I, II and III at which total cost is US$1 billion.

(b) Number of contacts traced and quarantined per day for quarantine parameter for which total cost is US$1 billion.

Figure 7. Specific values of quarantine parameter in Strategies I, II and III.

On the other hand, simulations of Strategy I\(\hat{k}\) show that total cost (Equation (5)) is dominated by quarantine costs for low contact tracing efficiency and by isolation at high contact tracing efficiency. The breaking point, threshold efficiency, lies at approximately \(\hat{k} = 45\). That is, tracing efficiencies that satisfy \(\frac{1}{k} > \frac{1}{45}\) or \(k < 45\) (better than 1 to 45) result in monotonic decreases in cost as \(\rho_1\) increases. (Figure 6). That is, increasing the quarantine rate (effort) always results in a lower total cost over the entire outbreak. The above analysis also applies to the case of perfect tracing (\(\hat{k} = 0\)). On the other hand, for tracing efficiency \(\frac{1}{k} < \frac{1}{45}\) or \(k > 45\) (worse than 1 to 45), total cost initially experiences fast increases in \(\rho_1\) but the rate of growth decreases significantly for larger values of \(\rho_1\) (Figure 6). Increases in the isolation rate \(\sigma\) result in decreases in the breaking point (threshold efficiency) value of \(k\). In other words, faster isolation rates result in reduced cost benefits.
from increases in the quarantine effort for a fixed contact-tracing efficiency. Table 4 collects representative results (low and high tracing efficiencies) for Model I. Since the same number of exposed individuals is being quarantined in each case, \( \hat{k} \) is seen to have no effect on the number of cases and deaths and just a minor effect on outbreak duration. The total costs incurred following fixed efficiency strategies are comparable to those given for Strategy I in Table 3, i.e., the impact felt on the total cost was of the order of US$10^4 for perfect tracing (\( \hat{k} = 0 \)), about US$10^5 for inefficient tracing (\( \hat{k} = 49 \), tracing efficiency 2%) and US$10^9 for random tracing (Model I).

**Table 5.** Comparison of models based on values of contact tracing parameters for which the total cost is $1 billion. The total cost of the baseline, isolation-only intervention is $0.21M (i.e. when \( \sigma = 0.206 \)). The value of the contact tracing carrying capacity, \( K \), in Strategy III is chosen as 100.

<table>
<thead>
<tr>
<th>Model</th>
<th>( \rho_i ) (per day)</th>
<th>Time (days)</th>
<th>Total Cases</th>
<th>Deaths</th>
<th>No. Quarantined (millions)</th>
<th>No. Isolated</th>
<th>Improv. in time (%)</th>
<th>Improv. in cases (%)</th>
<th>Improv. in deaths (%)</th>
<th>ICE ratio ($/avoid addl. case)</th>
</tr>
</thead>
<tbody>
<tr>
<td>I, II, III</td>
<td>0</td>
<td>392</td>
<td>6.75 ( \times 10^6 )</td>
<td>3.68 ( \times 10^6 )</td>
<td>0</td>
<td>0</td>
<td>... (baseline) ...</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>I, II, III</td>
<td>0.0066</td>
<td>145</td>
<td>152</td>
<td>76</td>
<td>6.10</td>
<td>125</td>
<td>-25.12</td>
<td>-24.89</td>
<td>-22.74</td>
<td>$19.4M</td>
</tr>
<tr>
<td>II</td>
<td>0.0019</td>
<td>140</td>
<td>132</td>
<td>68</td>
<td>6.22</td>
<td>109</td>
<td>-27.06</td>
<td>-34.36</td>
<td>-30.21</td>
<td>$14.3M</td>
</tr>
</tbody>
</table>

5.2. **Cost comparison, controlled outbreak.** We normalize the total cost of control measures for each model variant to compare the extent to which each strategy reduces the severity of the outbreak. Normalization is carried out by setting a total cost on control measures that is higher than the total cost (US$1.24M) obtained using the baseline strategy and a linear cost function that results from isolation rate of \( \sigma_0 \). Here, we set the total cost of US$1 billion (10^9) so that substantial and noticeable comparisons can be made from the selection of distinct quarantine and contact tracing strategies. Using parameter values from the Table 2, a $1 billion cost is achieved using the parameters \( \rho_1 \approx 0.0066 \) per day, \( \rho_2 \approx 0.0019 \) per day per person and \( \rho_3 \approx 0.2009 \) per day in Strategy I, II and III, respectively (Figure 7(a)). The relative effectiveness of random tracing (Strategies I, II, and III) is compared only for these values of \( \rho_i \), i=1,2,3. Using the above values of \( \rho_i \), the comparisons are carried out in two ways: by evaluating percentage improvement in health effects (reduction in cases, deaths and time to extinction) [42] and by performing cost-effectiveness analysis on the models, in relationship to the baseline strategy.

Percentage improvements in health-effects (or health benefits) of random tracing (Strategies I, II and III) over the baseline are presented in Table 5. Strategy III seems to be the best strategy in this scenario as percentages of reduction in number of cases, and in deaths and also improvement in time to extinction is the best for it. However, in general, which strategy makes the best use of resources depends upon the goal of the control policy, i.e., whether the aim is to reduce cases, deaths or
time to extinction. For example, if we keep everything the same but change initial conditions to second set then the best strategy depends on the goal. In this last case, if the goal is to reduce the time to extinction then Strategy I turns out to be the winner (greatest improvement in time to extinction 17.16%). Furthermore, if the aim is to reduce deaths or cases then Strategy II (% improv. of 26% for cases and 23% for deaths) provides the best strategy followed by Strategy III (% improv. of 25% for cases and 22% for deaths). Strategy II incorporates substantial early health benefits because of additional early tracing. Moreover, the delay in implementing control strategies (as can seen by the increased change in initial conditions) can reduce percentage improvement. Strategy I leads to more cases, deaths and isolated patients but quarantines fewer people. This effect is observed because with $R_c < 1$, I(t) is a decreasing function, and as a result prevalence-dependent Strategies II and III quarantine more people early and fewer people late (Figure 7(b)).

Figure 8. Plots of the ICE ratio when success is each additional case (left panel) or death (right panel), prevented. Intersection points represent the critical values of $\rho_i$ where respective Strategies have the same ICE ratios.

Using the $\rho_i$ values from the arbitrary and artificial $1$ billion scenario, the differential cost of averting each additional death, is computed for each model (see last column of Table 5, calculated using Equation (6)). These values are high because random tracing strategies overestimate the cost and because we have chosen to use an artificial scenario and a highly simplified cost function. The mere purpose of using such high values is to compare control strategies and not to quantify total cost. If $\kappa = 14.35M$ (as defined in Equation (7)) then Strategy II is the only cost effective model as incremental cost-effectiveness (ICE) ratio of Strategy II is less than $\kappa$ (see last column of Table 5). In our example with a $1$ billion scenario all the three random tracing models are cost-effective if $\kappa \geq 19.4M$. Strategy II has the largest $d$ value for $\kappa \geq 14.3M$ among all cost-effective strategies and hence is the ‘most’ cost-effective. ICE ratios based on reducing total deaths ($43.5M$, $32.4M$, and $32.5M$ per death averted for Strategies I, II and III, respectively with respect
to the baseline strategy) give similar results. In the case when second set of initial conditions are used, the ICE ratios are $20.0M (Strategy I), $12.0M (Strategy II), and $12.3M (Strategy III) to avoid each additional death and $8.92M (Strategy I), $5.29M (Strategy II), and $5.43M (Strategy III) per case averted. This suggests that the ICE ratio per additional death will be much higher than the corresponding ratio for cases, which seems to be obvious. We also varied $\rho$, i=1,2,3 to see their effects on the ICE ratio for random tracing strategies (Figure 8). Once the value of $\kappa$ is known, comparison of strategies using the ICE ratio from the graphs can be done when effectiveness is measured by reduction in a case or a death.

5.3. Cost comparison, uncontrolled outbreak. In this scenario, we consider a slower rate of isolation, i.e., $\sigma = 1/7.5$ per day (instead of 1/4.85 which was used in the controlled outbreak scenarios). In general, it takes time to create new health facilities and hence it may be difficult to change the isolation rate in a short span of time. The policies captured by three random tracing strategies may be helpful in such circumstances as tracing and quarantining can be applied more or less instantaneously. Therefore we compare the random tracing strategies for a given total cost on control measures (US $500 million) for a fixed time frame and isolation rate. This cost although high was chosen because of the reason discussed earlier, that is, artificial scenario, parameter estimates from various unrelated sources and a use of highly simplified cost function. For each model and a pre-chosen time ($T$), the contact tracing parameter that resulted in a total cost of 500 million dollars was computed. This estimate of contact tracing parameter was used to compute the total number of cases, deaths, isolated and quarantined individuals. This process was repeated 17 times for $T$ varying from 30 through 510 days with increments of 30 days. Results from the baseline strategy (isolation-only policy) with an isolation rate of 1/7.5 per day were also noted. Percentages of reduction in total number of cases,
disease deaths and isolated individuals from the baseline model were computed for each of the three random tracing models at fixed $T$ and total cost. Variations in percentages of improvement of total cases, disease deaths and isolated individuals showed similar trends (see Figure 9 for trends in improvement in cases for the first (and third) set of initial conditions). We also tried the second set of initial conditions and found qualitative behavior similar to the results obtained using third set of initial conditions. We found that benefits from the quarantine strategies decrease with increases in initial number of the exposed individuals.

Results suggest that the greatest reduction in cases, deaths and isolated individuals can be obtained by the use of the control policy captured by Strategy I (Figure 9). This is because, for a given cost, as prevalence increases initially during an uncontrolled outbreak, early quarantining does not provide benefit, contrary to the analogous situation under a controlled outbreak. The disease burden is highest during the initial stage of an epidemic outbreak and so in order to obtain optimal control benefits (in such kinds of outbreak), resources are needed the most in the starting phase. This is well captured by Strategies II and III, since these are prevalence-dependent. However, in an outbreak where a selected control policy is insufficient to contain the disease quickly, the best benefits are obtained from control mechanisms that are independent of prevalence size, as is the case under Strategy I. For uncontrolled outbreaks the disease becomes endemic after some time or the prevalence stabilizes at a fixed range in spite of control policies. Resources in this last situation must spread out equally over time rather than the policy of more early than later. This situation is well captured by the control policies via Strategy I.

6. Discussion. Isolation and quarantine may be the only large scale tools available to epidemiologists and public health officials during the early spread of an emerging disease. By examining SARS data from Hong Kong, Riley et al. [45] concluded that public health measures carried out during the 2003 outbreak were effective (obvious, for example, from the Toronto analyses in [14, 15]). Riley et al. noted that the Hong Kong epidemic was already under “control” in early April (2003), that is, each case was failing to replace itself. These authors argued that the main reason for the success of these policies came from significant reductions in the contact rates between infectious individuals and the rest of the population. Of course, reductions of contacts are a function of improved control measures in hospitals, effective quarantine of those exposed to infection, and from voluntary reductions in population contacts from the population as a whole. Increases in the hospitalization rates of patients played a role, but it was not the main control mechanism. It is thought that SARS’s control measures were successful because of the implementation of rigorous (sometimes extreme) and widespread contact tracing/quarantine policies. The economic impact associated with the implementation of such control measures including hospitalization, on the other hand, was huge.

Our goal here is to understand the economic implications associated with the joint implementation of quarantine and isolation strategies. We use a “general” model to quantify the impact of reducing the severity of an outbreak, as a function of the relative cost incurred in the implementation of these strategies, in the context of a disease like SARS. In particular, we asked, what levels of quarantine and isolation can eliminate an outbreak, and how are they linked to cost?
We have carried out a cost analysis via a simple compartmental model using various contact tracing/quarantine functions but fixed isolation strategies. Quarantine strategies are studied broadly using three variants in the model, different contact tracing/quarantine functions. The impact of the prevalence-dependent contact tracing efforts of Strategies II and III are contrasted with the constant-effort quarantine measures in Strategy I. The effects of resource limitations incorporated in Strategy III are compared with the results from an unlimited resource scenario in Strategy II. Since random contact tracing (incorporated in Strategies I, II and III) tends to underestimate the efficiency of contact tracing and overestimate the cost then in order to address cost scale we considered a fixed-efficiency tracing or proportionate random tracing scenario (Strategy $I_k$). In Strategy $I_k$, susceptibles are quarantined at a rate $\hat{k}$ times higher than the rate at which exposed are quarantined, thus making $1/\hat{k}$ the efficiency of the contact tracing. We also study a special case of Strategy $I_k$, “perfect tracing” (Strategy $I_0$), in which no susceptibles are placed in quarantine (that is, $\hat{k} = 0$).

Our model exhibits classical threshold behavior in terms of the control reproduction number $R_c$ and the basic reproduction number, $R_0$. The value of $R_0$ for the Hong Kong SARS outbreak was estimated as 3.22. That is, the SARS coronavirus, if uncontrolled, would have infected a large segment of the population \cite{14, 15, 27}. Analysis shows that while single policies (quarantine or isolation alone) can be sufficient to control an outbreak, the high single-policy control rates necessary to do so may be too expensive (and resource-intensive) to implement. Contact tracing and quarantine reduce the number of patients isolated but increases the levels of inconvenience to the general population. Since isolation costs more, by an order of magnitude, than the cost of quarantine and since it takes time to construct isolating facilities, the use of a joint quarantine-isolation policy may be more beneficial. The selection of the “best” weighted quarantine and isolation integrated approach depends on the availability of resources and the ability to identify key epidemiological factors in a timely way during an outbreak. In this study, we consider the joint implementation of quarantine and isolation policies when quarantine strategy varies across model variants with isolation strategy kept fixed.

We have observed that in random tracing, for low isolation rates the total cost initially increases as contact tracing/quarantine efforts are increased. But after the contact tracing/quarantine rate passes a critical value, the total cost decreases with further increases in the rates and regardless of the resource-allocation strategy. Hence, past its critical value, we can maximize the quarantine rate needed to reduce the disease burden quickly when the constraint for public health authorities is total cost rather than cost (or effort) per time. Under fixed-efficiency tracing, however, we found that for a sufficiently effective contact tracing program (here higher than 1 in 45, but these are rough estimates) the total costs always decrease monotonically with increases in contact tracing/quarantine rate, even at low levels.

A concept of cost-effectiveness have been introduced to quantify and compare the cost of achieving a unit of health-benefit (for example, reduction of a case or a death) under various quarantine strategies (Strategies I, II and III) in a controlled outbreak scenario. It was found that for our set of data Strategy II is the most cost-effective, followed (somewhat closely) by Strategy III. These results are sensitive to changes in the amount that the health department is willing to spend for each unit of increase in benefits. Our results suggest only a modest reduction in control effectiveness from Strategy II to III. It should be noted, however, that
the principal advantage of the use of prevalence-dependent effort strategies over Strategy I’s constant-effort strategy is their increased effort at the beginning of an outbreak. When the control reproduction number is less than one, the number of infectives decreases steadily over time, effectively “front-loading” contact-tracing efforts (see Strategy I’s relatively muted response, Figure 7(b)). This result should not be misinterpreted through the suggestion that a limited response at the beginning of an outbreak, when prevalence is still growing is best. Rather, the lesson learned is that the greatest need for resources is early in the outbreak (assuming the control measures are effective enough to contain the outbreak) when the number of susceptibles is large and the disease transmission process is most effective.

We also simulated an uncontrolled outbreak where control measures only provided marginal relief to the general population. This outbreak is studied by fixing total cost on control measures across strategies. Since the isolation rate cannot be improved significantly over a short period of time, the aim was to understand which contact tracing strategies (Model variants I, II or III) can give the best health benefits. Results suggest that for a given cost the best control policy is defined by Strategy I as the resources are equally distributed throughout the outbreak in this model. However, Strategies II and III require distribution of resources based on prevalence which becomes less variable after some time in an uncontrolled outbreak.

Finally, we identify some limitations of this study. Our cost analysis provides rough cost estimates based primarily on random tracing, which grossly overestimates the likely real cost of implementing control measures. A more realistic perspective could have been achieved through the use of a nonlinear cost function. Our model captures the average characteristics of control measures and so do not provide an explicit contact-tracing structure. One way to consider such a structure would be to take into account an individual-based model but then analytical work on such models will be difficult to establish. Fears caused by widely-publicized word of an outbreak may result in significant behavioral changes in the general population, such as those seen during the SARS outbreak, but behavioral changes have not yet been incorporated into these models (but see [18]). However, it is worth stressing that the main goal of this work was to provide theoretical frameworks where financial problems in the field of epidemiology can be addressed using dynamical models. We focused on costs and benefits associated with implementation of various control strategies. We identified some critical trends, and it is our hope that the theoretical results obtained from the simple models of control strategies in this study will stimulate further interest in developing an epi-economics theory.
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Appendix. The initial value problem modeled by System (1) is well defined when supplemented with non-negative initial conditions. In the absence of the disease, the population size $N$ approaches the carrying capacity. Since $\dot{N} = \Lambda - \mu N - \delta_1 I - \delta_2 Q_1$
The DFE of Strategies I, II and III are locally asymptotically stable eventually enters the subset of $\mathbb{R}^7_+$ defined by:

$$D := \{ V = (S, Q_1, E, Q_2, I, Q_3, R) \in \mathbb{R}^7_+ : V \geq 0, N \leq \frac{\Lambda}{\mu} \}. \quad (8)$$

Thus, it suffices to consider solutions in the region $D$. Hence, the solution of our initial value problem starting in $D$ exists and is unique on a maximal interval $[0, b)$ for some $b > 0$. Since solutions remain bounded in the positively invariant region $D$, the maximal interval is $[0, \infty)$. Thus the initial value problem is well posed both mathematically and epidemiologically (using Proposition A.1 and Theorem A.4 in [55]). Strategy $I_k$ for $k > 0$ is not well posed and hence model analysis will exclude the analysis of Strategy $I_k$ when $k > 0$. This strategy is used to show the differences in the results.

We find that the disease-free equilibrium (DFE) is

$$(S^*, Q_1^*, E^*, Q_2^*, I, Q_3^*, R^*) = \left( \frac{\Lambda}{\mu} \left( \frac{\mu + \theta}{\psi(0) + \mu + \theta} \right), \frac{\Lambda}{\mu} \left( \frac{\psi(0)}{(0) + \mu + \theta} \right), 0, 0, 0, 0 \right).$$

Note that the component corresponding to $Q_1$ in the DFE will be zero for Strategies II and III, as $\psi(0) = 0$ for the two strategies. The DFE for Strategy $I_0$ is $(S^*, E^*, Q_2^*, I, Q_3^*, R^*) = \left( \frac{\Lambda}{\mu}, 0, 0, 0, 0 \right)$ which lies in $\mathbb{R}^6_+$ whereas DFE of Strategy I lie in $\mathbb{R}^7_+$. The control reproduction number for Strategy $I_0$ matches corresponding expression of Strategy I. If $R_c < 1$ then DFE for the Strategies I, II, III and $I_0$ are globally asymptotically stable and if $R_c > 1$ then as the DFE becomes unstable a unique stable endemic equilibrium appears in all strategies. Proof is given below.

**Lemma 6.1.** The DFE of Strategies I, II and III are locally asymptotically stable if $R_c < 1$ and unstable if $R_c > 1$.

**Proof.** The Jacobian of the general system (includes Strategies I, II and III) at the disease-free equilibrium is

$$J|_{\text{DFE}} = \begin{bmatrix}
-d_1 & \theta & 0 & 0 & -\left(\beta + \psi'(0)\right)S^* & 0 & 0 \\
\psi(0) & -d_2 & 0 & 0 & \psi'(0)S^* & 0 & 0 \\
0 & 0 & -d_3 & 0 & \beta & 0 & 0 \\
0 & 0 & \psi(0) & -d_4 & 0 & 0 & 0 \\
0 & 0 & \gamma_1 & 0 & -d_5 & 0 & 0 \\
0 & 0 & 0 & 0 & \alpha_1 & \alpha_2 & -d_7 \\
0 & 0 & 0 & 0 & 0 & \sigma & -d_6 \\
\end{bmatrix}, \quad (9)$$

where $d_1 = \mu + \psi(0)$, $d_2 = \mu + \theta$, $d_3 = \mu + \gamma_1 + \psi(0)$, $d_4 = \mu + \gamma_2$, $d_5 = \mu + \delta_1 + \alpha_1 + \sigma$, $d_6 = \mu + \delta_2 + \alpha_2$, and $d_7 = \mu$.

Since the above Jacobian matrix is sparse, by inspection the matrix has the following eigenvalues:

$$-d_7, \ -d_6, \ -d_4.$$

Hence we can reduce the matrix to

$$\tilde{J}|_{\text{DFE}} = \begin{bmatrix}
-d_1 & \theta & 0 & 0 & -\left(\beta + \psi'(0)\right)S^* \\
\psi(0) & -d_2 & 0 & 0 & \psi'(0)S^* \\
0 & 0 & -d_3 & 0 & \beta \\
0 & 0 & \psi(0) & -d_4 & 0 & 0 \\
0 & 0 & \gamma_1 & 0 & -d_5 \\
\end{bmatrix}. $$
Note that \( \widetilde{J}_{DFE} \) splits into two \( 2 \times 2 \) sub matrices. They are as follows:

\[
\widetilde{J}_1 = \begin{bmatrix} -d_1 & \theta \\ \psi(0) & -d_2 \end{bmatrix},
\]

\( (10) \)

\[
\widetilde{J}_2 = \begin{bmatrix} -d_3 & \beta \\ \gamma_1 & -d_5 \end{bmatrix}.
\]

\( (11) \)

Matrix \( (10) \) has negative trace and positive determinant and therefore its eigenvalues will have negative real parts. Matrix \( (11) \) has negative trace, so when \( R_c = \frac{\beta \gamma_1}{d_3 d_5} < 1 \) all eigenvalues of matrix \( (9) \) have negative real parts. This implies that the disease-free equilibrium is locally asymptotically stable. If \( R_c > 1 \) then matrix \( (11) \) has a positive real eigenvalue and this means that the disease free equilibrium is unstable.

**Remark:** Similarly it can shown that the all eigenvalues of the jacobian of the Strategy I\( \hat{0} \) at DFE will have negative real parts if \( R_c = \frac{\beta \gamma_1}{d_3 d_5} < 1 \). This implies that the DFE is locally asymptotically stable if \( R_c < 1 \). If \( R_c > 1 \) then jacobian has at least one positive real eigenvalue and this means that the DFE is unstable.

**Theorem 6.2.** For any positive solution of \( (1) \) the DFE is globally asymptotically stable, if \( R_c < 1 \).

Before we prove Theorem 6.2, we need the following definitions and propositions (the proof of the propositions can be found [55]).

**Definition 6.3.** Let \( f : D \subseteq \mathbb{R} \rightarrow \mathbb{R} \). Define,

\[
f^\infty = \limsup_{x \to \infty} f(x) \quad \text{and} \quad f_\infty = \liminf_{x \to \infty} f(x).
\]

**Proposition 1.** Let \( f : D \subseteq \mathbb{R} \rightarrow \mathbb{R} \), where \( D \) contains \( \infty \)

1. If \( f^\infty = f_\infty \) then \( \lim_{x \to \infty} f(x) \) exists and

\[
\lim_{x \to \infty} f(x) = f^\infty = f_\infty.
\]

2. For any sequence \( s_n \to \infty \) we have,

\[
f_\infty \leq \liminf_n f(s_n) \leq \limsup_n f(s_n) \leq f^\infty.
\]

**Proposition 2.** (Fluctuating lemma) Let \( f : [b, \infty) \to \mathbb{R} \) be bounded and differentiable. Then there exist sequences \( s_k, t_k \to \infty \), such that:

\[
f(s_k) \to f_\infty, \quad f'(s_k) \to 0, \quad \text{as} \quad k \to \infty
\]

\[
f(t_k) \to f^\infty, \quad f'(t_k) \to 0, \quad \text{as} \quad k \to \infty
\]

**Proof of Theorem 6.2:** Note that

\[
\dot{N} = \Lambda - \mu N - \delta_1 I - \delta_2 Q_3 \leq \Lambda - \mu N
\]

\[
\Rightarrow N \leq N(0)e^{-\mu t} + \frac{\Lambda}{\mu}(1 - e^{-\mu t})
\]

\( (12) \)

\[
\Rightarrow \limsup_{t \to \infty} N \leq \frac{\Lambda}{\mu}
\]
Thus the global attractor of the system is contained in the feasible region \( D \).

Since \( S(t) + Q_1(t) + E(t) + Q_2(t) + I(t) + Q_3(t) + R(t) = N(t) \) and all of \( S, Q_1, E, Q_2, I, Q_3 \) and \( R \) are non-negative, it follows that they are all bounded functions for \( t \in \mathbb{R} \). In addition, we have assumed that \( S(t), Q_1(t), E(t), Q_2(t), I(t), Q_3(t) \) and \( R(t) \) are differentiable functions.

The equation for \( \dot{E} \) in (1) implies,

\[
\dot{E} \leq \beta I - (\mu + \gamma_1 + \psi(0))E
\]

as \( \frac{s}{s + E + I + R} < 1 \) and by monotonicity of \( \psi \) i.e. \( \psi(0) \leq \psi(I) \) for all \( I \geq 0 \). Now by Proposition 2, we can choose a sequence \( e_n \) such that \( \dot{E}(e_n) \to 0 \) and \( E(e_n) \to E^\infty \), also by Proposition 1 we know, \( \lim sup_n I(e_n) \leq I^\infty \). Therefore

\[
0 \leq \beta I^\infty - (\mu + \gamma_1 + \psi(0))E^\infty \quad \text{as } n \to \infty
\]

\[
\Rightarrow E^\infty \leq \frac{\beta}{(\mu + \gamma_1 + \psi(0))} I^\infty
\]

Again by Proposition 2, we can choose a sequence \( i_n \) such that \( \dot{I}(i_n) \to 0 \) and \( I(i_n) \to I^\infty \). In addition, by Proposition 1 we know, \( \lim sup_n E(i_n) \leq E^\infty \). Therefore the equation of \( \dot{I} \) becomes,

\[
0 \leq \gamma_1 E^\infty - (\mu + \delta_1 + \alpha_1 + \sigma)I^\infty \quad \text{as } n \to \infty.
\]

\[
\Rightarrow I^\infty \leq \frac{\gamma_1}{(\mu + \delta_1 + \alpha_1 + \sigma)} E^\infty.
\]

Using (15) in (17) we get,

\[
I^\infty \leq \frac{\beta \gamma_1}{(\mu + \gamma_1 + \psi(0))(\mu + \delta_1 + \alpha_1 + \sigma)} I^\infty.
\]

Now since \( R_c < 1 \), i.e. \( \frac{\beta \gamma_1}{(\mu + \gamma_1 + \psi(0))(\mu + \delta_1 + \alpha_1 + \sigma)} < 1 \), therefore \( I^\infty = 0 \) and hence

\[
\lim_{t \to \infty} I(t) = 0 \quad \text{(by Proposition 1)}.
\]

Hence, by inequality (15), we have \( E^\infty \leq 0 \), which implies that

\[
E^\infty = 0 \quad \text{as } E(t) \geq 0, \forall t.
\]

\[
\Rightarrow \lim_{t \to \infty} E(t) = 0
\]

Since \( I \) and \( E \) tends to 0 as \( t \to \infty \) therefore by inspection of System (1) and using Theorem 1.5 in [54] (the dynamics of the reduced system by substituting \( E \) and \( I \) zero will be same as the original system for large time [36]), \( Q_2 \to 0, Q_3 \to 0 \) and \( R \to 0 \). Also depending on the strategy \( S \) and \( Q_1 \) will tend to appropriate expressions as \( n \to \infty \).

\[\Box\]

Theorem 6.4. Consider the system (1). If \( R_c > 1 \), then there exists a unique positive endemic equilibrium with values,
Equilibria can be found by equating the right hand side of the system (1) to zero.

\begin{align}
S^* &= (\Lambda - m_1a(I^*)bI^*) M(I^*) \\
Q_1^* &= (\Lambda - m_1a(I^*)bI^*) \left( \frac{\psi(I^*)}{d} \right) M(I^*) \\
E^* &= (m_1 b) I^* \\
Q_2^* &= [m_3 \eta b \psi(I^*)] I^* \\
Q_3^* &= m_2 [\sigma + \eta b \psi(I^*)] I^* \\
R^* &= (\xi_1 + \xi_2 m_2 [\sigma + \eta b \psi(I^*)]) I^*
\end{align}

and \( I^* \) is given by the solution of the equation

\begin{equation}
[\beta - m_1 ba(I^*)][\Lambda - m_1 ba(I^*)] M(I^*) = m_1 ba(I^*) \{ m_1 b + 1 + \xi_1 + \xi_2 m_2 [\sigma + \eta b \psi(I^*)] \} 
\end{equation}

where \( a(I^*) = \mu + \gamma_1 + \psi(I^*) \), \( b = \mu + \sigma + \delta_1 + \alpha_1 \), \( c = \mu + \delta_2 + \alpha_2 \), \( d = \mu + \theta \),

\( M(I^*) = \frac{d}{\mu(\sigma + \psi(I^*)\gamma_1)} \), \( h = \mu + \gamma_2 \), \( \eta = \frac{2 \lambda}{\gamma_1 + \delta_1} \), \( m_1 = \frac{1}{\gamma_1} \), \( m_2 = \frac{1}{\gamma_2} \), \( m_3 = \frac{1}{\gamma_2} \), \( \xi_1 = \frac{\alpha_1}{\mu} \), \( \xi_2 = \frac{\alpha_2}{\mu} \).

\textbf{Proof.} Equilibria can be found by equating the right hand side of the system (1) to zero.

\begin{align}
0 &= \Lambda - \psi(I) S - \mu S + \theta Q_1 - \beta \frac{SI}{(S + E + I + R)} \\
0 &= \psi(I) S - (\mu + \theta) Q_1 \\
0 &= \beta \frac{SI}{(S + E + I + R)} - (\mu + \gamma_1) E - \psi(I) E \\
0 &= \psi(I) E - (\mu + \gamma_2) Q_2 \\
0 &= \gamma_1 E - (\mu + \sigma + \delta_1 + \alpha_1) I \\
0 &= \sigma I + \gamma_2 Q_2 - (\mu + \delta_2 + \alpha_2) Q_3 \\
0 &= \alpha_1 I + \alpha_2 Q_3 - \mu R
\end{align}

If we assume \( I^* \neq 0 \) then we obtain endemic equilibria. From equation (32) we get

\begin{equation}
E^* = m_1 b I^*
\end{equation}

where \( m_1 = \frac{1}{\gamma_1} \) and \( b = \mu + \sigma + \delta_1 + \alpha_1 \).

Substituting (35) in (31) we get,

\begin{equation}
Q_2^* = m_3 \eta b \psi(I^*) I^*
\end{equation}

where \( h = \mu + \gamma_2 \), \( \eta = \frac{2 \lambda}{\gamma_1 + \delta_1} \) and \( m_3 = \frac{1}{\gamma_2} \).

Using (33) and (36) we get,

\begin{equation}
Q_3^* = m_2 [\sigma + \eta b \psi(I^*)] I^*
\end{equation}

where \( m_2 = \frac{1}{\gamma_2} \).

Substituting (37) in (34) we get

\begin{equation}
R^* = (\xi_1 + \xi_2 m_2 [\sigma + \eta b \psi(I^*)]) I^*
\end{equation}
where \( \xi_1 = \frac{a_1}{\mu} \) and \( \xi_2 = \frac{a_2}{\mu} \).

Equation (29) results in,
\[
Q_1^* = \frac{\psi(I^*)S^*}{d}
\]  
(39)

where \( d = \mu + \theta \).

Adding equations (28) and (30) we get,
\[
\Lambda - \psi(I)S - \mu S + \theta Q_1 - (\mu + \gamma_1)E - \psi(I)E = 0
\]  
(40)

Substituting (35) and (39) in (40) yields,
\[
S^* = M(I^*)[\Lambda - a(I^*)bm_1I^*]
\]  
(41)

where \( M(I^*) = \frac{d}{\mu(d + \psi(I^*))} \) and \( a(I^*) = \mu + \gamma_1 + \psi(I^*) \). Hence, equation (39) becomes,
\[
Q_1^* = \frac{\psi(I^*)M(I^*)[\Lambda - a(I^*)bm_1I^*]}{d}
\]  
(42)

On substituting (35) in (30) results,
\[
\beta S^* = m_1ba(I^*)[S^* + E^* + I^* + R^*]
\]  
(43)

Using values of \( S^* \), \( E^* \) and \( R^* \) from equations (41), (35) and (38) in (43) we get following equation in \( I^* \),
\[
[\beta - m_1ba(I^*)][\Lambda - m_1ba(I^*)I^*]M(I^*) = m_1ba(I^*)\{m_1b + 1 + \xi_1 + \xi_2 \sigma + \eta b \psi(I^*)\}I^*
\]  
(44)

Since \( \psi(I^*) \) is an increasing function of \( I^* \), the right hand side of equation (44) is an increasing function of \( I^* \geq 0 \) which is zero for \( I^* = 0 \) and goes to \( \infty \) as \( I^* \to \infty \).

On the other hand, \( M(I^*) \), \( [\Lambda - m_1ba(I^*)I^*] \) and \( [\beta - m_1ba(I^*)] \) are decreasing functions of \( I^* \geq 0 \). Since \( R_c > 1 \) i.e. \( [\beta - m_1ba(0)] > 0 \), therefore as a function of \( I^* \geq 0 \) the left hand side of (44) is strictly decreasing with value \( (R_c - 1)m_1a(0)bM(0)\Lambda \) at \( I^* = 0 \) and becoming zero at some \( I^* \). This happens when either the first or second factor of left hand side of (44) becomes zero.

If from Equation (44),
\[
\beta - m_1b(\mu + \gamma_1 + \psi(I)) = 0
\]
\[
\Rightarrow \beta - m_1b(\mu + \gamma_1) = \psi(I). \tag{45}
\]

Since \( \psi \) is monotonic increasing function, it follows that it’s inverse exists. We set \( \hat{I} = \psi^{-1}(\frac{\beta - m_1b(\mu + \gamma_1)}{m_1b}) \). Note \( \frac{\beta - m_1b(\mu + \gamma_1)}{m_1b} > 0 \).

If \( \sup \psi(I) = \psi < \infty \) for all \( I \) (that is \( \psi \) is bounded) and if \( \beta - m_1b(\mu + \gamma_1 + \hat{I}) > 0 \) then \( \beta - m_1b(\mu + \gamma_1 + \psi(I)) = 0 \) has no solution. In this case we set \( \hat{I} = \infty \).

If from Equation (44), \( \Lambda - m_1b(\mu + \gamma_1 + \psi(I))I = 0 \Rightarrow \frac{\Lambda}{m_1b} = (\mu + \gamma_1 + \psi(I))I =: f(I) \). We set \( \tilde{I} = f^{-1}(\frac{\Lambda}{m_1b}) \). So \( I^{**} = \min(\hat{I}, \tilde{I}) \). It follows that Equation (44) has only one solution for \( I \) in the interval \((0, I^{**})\). □

REFERENCES


Received January 28, 2009; Accepted February 8, 2010.

E-mail address: anujmubayi@yahoo.com
E-mail address: kribs@uta.edu
E-mail address: maia@ufl.edu
E-mail address: chavez@math.asu.edu