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A WEIGHTED RESIDUAL PARABOLIC ACCELERATION
TIME INTEGRATION METHOD FOR PROBLEMS

IN STRUCTURAL DYNAMICS
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Abstract — In the proposed method, the variation of displacement in each time step
is assumed to be a fourth order polynomial in time and its five unknown coefficients are
calculated based on: two initial conditions from the previous time step; satisfying the
equation of motion at both ends of the time step; and the zero weighted residual within
the time step. This method is non-dissipative and its dispersion is considerably less
than in other popular methods. The stability of the method shows that the critical time
step is more than twice of that for the linear acceleration method and its convergence
is of fourth order.
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1. Introduction

Time integration methods are the most suitable methods for nonlinear problems in structural
dynamics and for dynamic analysis of very large structures. Among different methods, those
related to the Newmark method are the most common ones. The time integration algorithms
are categorized based on the satisfying of the equation of motion either at the beginning or
at the end of each time step. The algorithms in which the equation of motion is satisfied at
the beginning of the time step, to calculate the values of the displacement and velocity at the
end of the time step, are called explicit methods. On the other hand, algorithms in which
the equation of motion is satisfied at the end of each time step are called implicit methods.
The efficiency of each method depends on the convergence, consistency, and stability of the
method. A review of several implicit and explicit methods is found in [7-12].

The explicit-implicit analysis technique is often used when the domain of the system under
consideration contains both stiff and flexible components, for example, in fluid-structure
interaction problems. For fluid and structure regions, explicit and implicit methods are
used, respectively. In this method, in each time step, the explicit regions are first analyzed,
and the results are used as the boundary conditions for the implicit regions, which share a
boundary with the explicit regions as shown in [13, 14].

For accuracy evaluation of the time integration methods, usually the following quantities
are determined: numerical damping (dissipation), periodic error (dispersion), and overshoot.
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Some methods have a numerical damping that causes a response of the structure to the
damping. For instance, in the absence of physical damping, the free vibration response
shows a damped behavior, which is unexpected. This numerical damping is a function of
the time step of integration.

Dispersion introduces numerical errors by elongating or shortening the natural period
of vibration compared to its exact value. The numerical error due to overshoot causes an
amplitude reduction in the first few time steps, which was first observed in the Wilson-6
method and later was investigated for other methods in [17]. The presence of this error is
due to the fact that short-term solutions are a function of the norm of the amplification
matrix, while long-term solutions depend on the spectral radius. Therefore, for a stable
integration method, the norm of the amplification matrix can be a large number, even
though the spectral radius is small.

Stability of a method requires bounded solutions (limited errors). Indeed, the stability
of a method depends on the degree of error propagation from one time step to the next one,
and if a considerable amount of error propagates to the next time step from the previous
ones, after a while, the solution will diverge from the exact solution. In conditionally stable
methods, this instability happens when the size of the time step is more than a specific
value called the critical time step, while for unconditionally stable algorithms, instability
never occurs regardless of the time step size. A systematic procedure was proposed in [18] to
investigate the stability and accuracy of time integration methods. This procedure is used
to evaluate the proposed method.

According to the Lax theorem, there is a relationship between the following numerical
notions: convergence, consistency and stability. It says consistency and stability guarantee
convergence of an algorithm [19]. Almost all of the explicit methods are conditionally stable
and for a few of them with unconditional stability, the consistency is conditional.

The explicit methods require less calculation within each time step with a large number of
time steps, while implicit methods require more calculation in each time step with a smaller
number of time steps. Generally, it has been shown that the implicit methods are more
accurate than the explicit ones [7, 11].

2. Proposed method

In the proposed method, the displacement in each time step is assumed to be a fourth
order complete polynomial which means quadratic variation of acceleration with time. This
displacement function contains five constants that are calculated based on the following
conditions: 1) two initial conditions from the previous time step are used; 2) the equation
of motion is exactly satisfied at both ends of the time step, and 3) the approximate solution
in each time step is forced to have a zero average error in satisfying the equation of motion
(a weighted residual equation with the weight function of unity). When the average residue
in each time step is forced to vanish, it makes the approximate solution take one of the
two forms: either have a zero residue everywhere in the time step, or have both negative
and positive errors which are small for smooth functions within a short time step The
aforementioned five conditions provide an adequate number of equations to be solved for the
coefficients of the assumed polynomial for the displacement function from which the values
of the displacement and velocity at the end of the time step can be calculated.

Also, the amplification matrix is derived and the spectral radius (norm of the complex
eigenvalue of the amplification matrix) is calculated to evaluate the stability of the proposed
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method, which shows that the algorithm is stable for time steps (CTS) of up to 1.24T
(T' = natural period of vibration). This proposed CTS is compared to the Newmark linear
acceleration method with CTS = 0.557, the central finite difference method with CTS =
0.32T, and the Fox — Goodwin method with CTS = 0.397". This indicates that this method
possesses a stability range, which is superior to other conditionally stable methods with the
CTS = 1.24T, which is uniquely greater than the period of vibration, 7', of the system. To
compare the accuracy of this method with other methods in the literature, dissipation and
dispersion errors are obtained which indicates a high degree of accuracy. This method is
nondissipative and its dispersion error is significantly lower than in the other methods. In
addition, as an example, the spectral displacement for the harmonic load with this method
is compared with several well-known methods to confirm a higher degree of accuracy of the
proposed method. To evaluate the order of convergence of the method, harmonic loads are
applied and for a fixed time, with a different number of time steps, the displacement errors at
that time are calculated, and using logarithmic regression analysis, the order of convergence
is determined. It is shown that in the proposed method the order of convergence is four,
while the family of Newmark methods is second order.

3. Development of the governing equations and the integration al-
gorithm

The equation of motion for a linear SDOF system is
Mi+ Ciu+ Ku = P,

where M, K and C' are mass, stiffness and damping, and P is the applied force. The initial
conditions are

u(0) = uo, (0) = o,

where 1y and 1 are the initial displacement and velocity.

For the nth time step, a change of the variable is applied as follows: 7 =t — t,, so that,
t € [ty, tne1] and, therefore, 7 € [0, At], where Atis the time step.

The displacement function is assumed to vary as a complete fourth order polynomial
within each time step At as follows:

U= a,m + b, + ey + dyT + e, (3.1)

where q,, to e, are the unknown coefficients that should be determined.
Therefore, the velocity and acceleration are defined as

U = 4a, 7 + 3b,7* + 2¢,7 + d, (3.2)

i = 12a,7° + 6b,7 + 2¢,,. (3.3)

The five coefficients are calculated based on the following conditions. The two initial values
of the displacement and velocity based on the previous time step would form two equations

u(t =0) = u,, which yields to e, = u,, (3.4)

u(t =0) =1,, which yields to d, = ,. (3.5)
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The equation of motion is satisfied at both ends of the time step. (The approximate solution
will exactly satisfy the equation of motion at each end of the time step). This means
iy, + Cu, + Ku,, = P, or

M(2¢,) + C(d,) + K(e,) = P,. (3.6)

From Egs. (3.4), (3.5) and (3.6) we have
ey = (P, — Ciy,, — Kuy,)/(2M), (3.7)
also Miigpq1) + Clignyr) + Kuny1y = Pgry or
M (12a,,(At)? + 6b,(At) + 2¢,) + O(4a, (At)? 4 3b, (At)? 4 2¢,(At) T d, )+

K (an(A)! + b, (AL + (AL + dy,) = Pg).- (3.8)

The last condition requires that the approximate solution has a zero average of the residue
upon solving the equation of motion within the time step. It should be noted that this does
not necessarily mean that the displacement, velocity or acceleration have a zero average of

the error fOAt(Re sidue) dt = 0 or

At
/(MijJrCquKu—P) dt = 0. (3.9)

0

Using Egs. (3.1)—(3.3), (3.8), and (3.9), the values of a,, b, can be determined as

NER!

o = Piog1) — ca(2M + 2C(AL) + K(At)?) — d,(C + K(At)) — Ke,,

qi1  qi12
g21 Q22

where

R — <2M(At) LA + %(At)?’) _d, (C(At) + g(At)Q) ~ en(K(A),

At

I, = / P(r +t,) dr. (3.11)

Therefore, I,, is the impact due to the applied load in the nth time step, and if the load
P is known analytically, this integral can be evaluated, however, for complicated loads, the
variation of P is assumed to be linear within the time step

P(T + tn) = Pn —+ (P(n+1) — Pn)T/At.

Then, Eq. (3.11) becomes
I, = (Pn + P(,,H_D)At/Q,

where the values of ¢,, d,, e, are known from (3.4)—(3.6), respectively, and the other coeffi-
cients in (3.10) are

qu1 = 12M (A1) + 4C(A)? + K(AL)*,  qa = 6M(At) 4+ 3C(AL)? + K(At)?,
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K K
Qo1 = AM(At)? + C(At)* + 3(At)f), Go = 3SM(A)? + C(AL)? + Z(At)4'

Therefore, the values of the two other coefficients are

(n, 1 Q22 —q12 T
= — 3.12
{ b, } Det | —go1 911] { Sn } ( )

where Det = ¢1¢20 — q12¢o1- By using the calculated values of the five parameters of the
assumed polynomial for the variation of the displacement, it is possible to calculate the
displacement and velocity at the end of the nth time step by Egs. (3.1) and (3.2) as follows:

Uins1) = An(AD)* + b, (AL)? + ¢, (A1) + d, (AL) + e, (3.13)

Ugnr1) = dan (AL)® + 3b, (A1) + 2¢,(AL) + d,. (3.14)

Therefore, in each time step the five unknown coefficients are calculated by Eqgs. (3.4), (3.5),
(3.7), and (3.12) and the values of the displacements and velocity at the end of the time step
are calculated by Eqgs. (3.13) and (3.14).

4. Numerical stability

To check the stability of the method, the magnification matrix is derived and the undamped
free vibration of the SDOF system is considered for calculating the eigenvalues of the afore-
mentioned matrix.

Similarly to the other one-step time integration techniques, it is possible to write the
values of the displacement and velocity at the end of each time step in terms of those at the

beginning of each time step
Up, F1
4.1

Untn) | _
U(nt1)

where the first and the third matrices on the right side of Eq. (4.1) are the magnification
and force matrices, respectively. Hence, the magnification matrix is defined by

All Al2
A21 A22

K 2 ¢ 2
An A | (At)* (At)? (p1  An2 N _W(At) +1 _W(At) + (A1)
A21 A22 N 4(At)3 3(At)2 bnl bn2 K C
_M(At) _M(At) +1
(4.2)
where
(n1  Qn2 _L Q22 —q12 Tni Tn2
b1 b2 Det | —ga q11 Snl  Sn2
and

ot = %(QC(AtﬁK(At)Z), Fs — %(20(&)%(&)2) _ K(AY),
oo = o (CL07+ Ta0), s = o (ctan?+ Tan’) - Fan®
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The force vector in Eq. (4.1) is defined as

Fl . anf Pn (At)2
(T by [ T2M) (AD)
Lo o L)

bnf Det II .

For free vibration, the load vector is zero and Eq. (4.1) becomes

et}
U(n+1) Un

The eigenvalues and eigenvectors of A are calculated using ([A] — A\[I]){®} = {0} or |A —
M| = 0. Tt is now possible to write A in terms of its eigenvalues and eigenvectors [A] =
[®][A][®] . Here, [®] consists of the eigenvectors of A, and [)] is a diagonal matrix consisting
the eigenvalues of A. Therefore

{ ?(nﬁ-l) }: [(I)H)\](n+1)[q)]1{ 1‘40 }
U(n+1) Ug

Now to have a stable solution, the norm of the elements of [A] should not be more than unity

p(A) = max(|[A]], [|A2]]) < 1.0.

(At (At)?
4(At)? 3(At)?

where
G2 —q12

—q21 q11

In this equation, p(A) is the spectral radius, which is a function of the time step length (At),
and also slightly changes with the damping ratio.

To compare the stability of the proposed method to the members of the Newmark method,
the amplification matrices for those methods derived in [18] are used.

Figure 4.1 presents the comparison of the spectral radius of the proposed method to those
of the other methods, which shows that the proposed method is stable for time steps of up
to 1.247T.
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Figure 4.1 also shows that all nondissipative conditionally stable methods (the proposed
method, the linear acceleration, the central finite difference and the Fox-Goodwin) method
have a spectral radius of unity up to their critical time steps after which it increases without
bound. On the other hand, for dissipative unconditionally stable methods like the Wilson-
0, spectral radius is always less than unity and for non-dissipative unconditionally stable
methods, like the average acceleration method it is always equal to one. It should also
be noted that the CTS for the proposed method is much larger than those for the other
methods.

Finally, it is important to note that the proposed method suffers a local instability for the
range of At/T between 0.51 and 0.55, and after that stability is gained. A similar situation
is observed in the method presented in [37]. This local instability is only true for undamped
behavior, and for £ > 5% this local instability does not exist, as is shown in Fig. 4.2.
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Fig. 4.2. Spectral radius of the proposed method (£ =5 %)

5. Numerical accuracy

The accuracy evaluation of the time integration methods requires assessments of two types
of error (dissipation and dispersion), which are calculated as functions of At/T. These errors
are determined in terms of the eigenvalues of the amplification matrix as follows:

)\1 o = e*@At(éii)’
where \; o denotes the complex conjugate eigenvalues of the amplification matrix and @, £
stand for the numerical frequency and numerical damping induced by the time integration
method. Equation 45 can be rewritten in the form

B 1 Img(Ai2)
= -— : .1
v JAN? te (Re al(Ai2) (5.1)

and

_ 1
= ———Ln|[A1]. 5.2
£ = - Lnllhsal (5:2)
Img and Real in (5.1) represent the imaginary and the real parts of the eigenvalues, re-
spectively. Equation (5.2) is employed to examine the accuracy of the proposed method by

evaluating it using the norm of the eigenvalues ||\ 2| as follows: 1) for ||\ 2| less than unity,
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the equation yields to positive numerical damping; 2) for ||A; 2| greater than unity, the nu-
merical damping is negative, which makes the solution become unstable; and for || A; 2||equal
to one, there will be no numerical damping.

To calculate the period error (dispersion), we can write

T = 27 /barw.

Here T is the period of the numerical solution and, therefore, the period error would be
equal to
pE=1"1_1
T T

Equation (4.2) shows that the size of the amplification matrix of the proposed method is
2 x 2 and the complex eigenvalues are conjugate. The size of this matrix for the Newmark
family of methods, on the other hand, is 3 x 3, and it always has a real eigenvalue (called
a spurious root and it is not considered) in addition to the pair of complex conjugate roots,
which are taken into account for stability and accuracy evaluations.

Figure 5.1 compares the numerical damping of the proposed method to those of the other
methods listed in the graph. It is seen that all Newmark methods, for which v = 0.5, are
nondissipative up to their CTS, and then they have positive numerical damping (except for
the average acceleration that is always nondissipative). The proposed method follows the
same behavior with larger CTS.
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Fig. 5.1. Numerical damping (dissipation) of the proposed

method compared to other methods: ¢ — proposed method;

B — average acceleration method; A — linear acceleration
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method; ¢ — Whilson-theta method

Figure 5.2 compares the amplitude error of the proposed method and other methods.
Here it is seen that the dispersion of the proposed method is much less than that of the
others and will elongate the period like the average acceleration method and the Wilson-6
method, but in the central difference and Fox — Goodwin methods, period is shortened.
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Figure 5.3 shows the accuracy of the proposed method for harmonic excitations. The
error of the magnification factor for the displacement calculated using the proposed method
and the other methods listed in the graph are compared to show that the error of the
proposed method is much smaller than in the other methods. Here W, W are the frequency
of the applied load and the natural frequency of the SDOF system.
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6. Numerical convergence

To evaluate the order of convergence, a constant time is considered and the error for a
different number of time steps (different sizes of time steps), displacement error, is calculated
and using the regression analysis, the best value of the power is determined:

|(un — u")| = c(AL/T)*.

n
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Here u,, and u{" are the approximate and exact values of the displacement at the specified
time, t,, and ¢, a are constants to be determined using the regression analysis for different
values of time step sizes. « is called the order of convergence. In Fig. 6.1 the values of the
order of the convergence for different values of frequency ratios are plotted and it is seen
that the proposed method has an order of convergence of more than four, while the family
of Newmark methods are about second order. (Fox — Goodwin method has the third order
of convergence, it is an exception and maybe for this reason is called Royal Road method).
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0 1 2 3 4 5 6 method; x — central difference method; m —
Wo/ W Fox — Goodwin method

The fourth order convergence means that upon halving the time step size the displacement
error will be sixteen times smaller.

7. Conclusions

A new method of time integration for structural dynamics is proposed in which the displace-
ment in each time step is assumed to be a fourth order polynomial (therefore, the acceleration
is quadratic in time). The polynomial has five unknown coefficients and to calculate them
five equations are required. The equations are as follows: two initial conditions from the
previous time step, two equations from the satisfying of the equation of motion at both ends
of the time step, and one equation based on the equating of the weighted average of the
residual (with the weight function of unity), within the time step, to zero. The proposed
method has higher stability, accuracy, and the rate of convergence compared to other meth-
ods. The critical time step ( the time step beyond which numerical instability occurs) for
the proposed method is 1.24 times the natural period of the structure, while the critical
time step for linear acceleration, central difference, and Fox — Goodwin methods are 0.55,
0.32 and 0.39, respectively. Also this method is non-dissipative and its dispersion error is
significantly less than in other methods. The order of convergence for the proposed method
is 4 compared to 2 for the Newmark methods.
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8. Appendix

To verify the results of the method, exact solutions are required. For a harmonic load, a
close form solution is available but, for the general case of loading, the Duhamel integral is

considered; .
(n+1)
1
u(tm+1)) = Mo / P(r)e~nltentn =) gin (wp(tnyy — 7)] dr (8.1)

0

and if the load is assumed to vary linearly in each time step Pi(7) = a;7 + b;. Equation (8.1)

can be written as
tiit1)

1
Z / (a;7 + by)e~Swpltmin=") sinfwp(t () — 7)) dT.
i=0 §

B MWD

u(t(ns1))
On the other hand, we have the close form solutions of these two integrals
(aX) 2 _ b2 2ab
aX) - G a ) a
/Xe( )sm(bX) dX = m |:(CLX — m) sm(bX) — (bX — m) COS(bX):|
and
el@X) (asin(bX) — beos(bX))
a? + b2 '

Hence, the exact solution is determined in closed form. This means that for the general case
of loading, it is also possible to have the exact solution.

/e(ax) sin(bX) dX =
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