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ABSTRACT

DNS STUDY FOR THE ORIGIN OF THE CHAOS IN LATE BOUNDARY LAYER

TRANSITION OVER A FLAT PLATE

MANOJ KUMAR THAPA, Ph.D.

The University of Texas at Arlington, 2013

Supervising Professor: Chaoqun Liu

This dissertation is devoted to the investigation of the origin and mechanism of chaos

( asymmetric or disorganized flow) in late boundary layer transition over a flat plate without

pressure gradient. This kind of flow not only exists at the very late stage of transition but

also is a crucial component for turbulence formation- still not well understood. Accord-

ing to existing theories, the formation of the chaos in late boundary layer transition was

considered due to big background disturbances (noises) and use of non-periodic spanwise

boundary condition during numerical simulations. It was further assumed that universal

coherent structures (ring-like vortices) are first affected by background disturbances, and

then the change in the coherent structures quickly affect the small length scale voritces,

which directly leads to flow chaos and eventually the laminar flow changes into turbulence.

However, after contemplating our high-order Direct Numerical Simulation (DNS) results,

we strongly believe that the internal instability of multiple-level ring cycles triggered by

overlapping of those cycles is main reason. Further, We observed, a completely new phe-

nomenon, that the flow chaos process begins at middle part of the structure when the third

ring cycle overlaps first and second one.
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In this work, we also tried trace to as earlier as location for the origination of the

chaos atleast for our DNS where certain amplitude of perturbation was introduced only

from inlet. A significant asymmetric phenomenon is first noticed from the second cycle

at nearly middle of both streamwise and spanwise direction. More technically, a notice-

able asymmetric phenomenon in the middle cycle starts at time step t = 16.25T and

x = 838.9δin where the top and bottom level rings are still completely symmetric. The

disorganized (asymmetric) structure of middle level ring quickly affects the small length

scale in boundary layer bottom by primary and secondary “sweeps”. The disorganized pro-

cess spreads to top level through multiple level “ejections”. In this way, the whole flow

domain becomes disorganized in all directions and ultimately the flow state is changed into

complex turbulent one. Albeit further research is necessary to complete this work.
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CHAPTER 1

INTRODUCTION

The process of a laminar flow changing into turbulence is known as laminar-turbulence

transition. The transitional flow is a fundamental scientific problem of modern fluid dy-

namics. It has been subject of intensive research for more than a century due to its great

importance to various engineering applications in aerospace engineering, mechanical engi-

neering, energy engineering, bio engineering and many others. Our understanding of the

problem is still far from complete. Main difficulty in understanding of the problem is it’s

dependency on the large number of factors which are co-related to each other. However,

after hundreds of years of futile efforts to the subject, it is known that the process completes

through a series of stages [1, 2, 3]. This is an extraordinarily complicated process-One of

the most challenging still fascinating unsolved problems of natural science-from antiquity

to present days.

Although the laminar-turbulent transitional process applies to all kind of fluid flows,

it is most often related to the context of boundary layers and in fact most of laminar-

turbulence researches are concentrated on the transition related with boundary-layers. The

boundary-layers are ubiquitous in all kinds of real flows and their important role in a vari-

ety of practical applications. For instance, delaying the onset of transition phenomenon on

an airfoil definitely reduces the frictional force (drag), hence decreasing the fuel consump-

tion of the aircraft [4]. However, for the optimized flow control demands the fundamental

understanding of the transitional flow in boundary layer.

The following comments about the turbulence can be found in Wikipedia web page

at http://en.wikipedia.org/wiki/Turbulence, made by some great Scientists. Nobel Laureate
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Richard Feymann described turbulence as “the most important unsolved problem of classi-

cal physics.” According to an apocryphal story, another Nobel Laureate Werner Heisenberg

was asked what he would ask God, given the opportunity. His reply was: “When I meet

God, I am going to ask him two questions: Why relativity? And why turbulence? I re-

ally believe he will have an answer for the first.” A similar witticism has been attributed to

Horace Lamb . Lamb was quoted as saying in a speech to the British Association for the

Advancement of Science, “I am an old man now, and when I die and go to heaven there are

two matters on which I hope for enlightenment. One is quantum electrodynamics, and the

other is the turbulent motion of fluids. And about the former I am rather optimistic.” Note

that they weren’t very optimistic for the turbulence. Actually, the mechanism of turbulence

formation is still a veil of mystery in the nature.

Turbulence-one of the top secrets of the nature, in general, is composed of two main

parts: small length-scale vortices generation and chaos formation [5, 6]. Despite the great

amount of research devoted to the mechanism of turbulence formation and sustenance in

late boundary layer transition , there are only very few research papers about the mechanism

of chaotic flow in late boundary layer transition [7, 8, 9, 10] . One main reason may be that

fluid dynamic community always relied on the classical theories (main classical theories

are presented in section 1.1) at least for turbulence generation and sustenance. According

to the classical theories, turbulence is generated when the large vortices at very late stage of

boundary-layer transition breakdown into smaller vortices. The vortices again breakdown

into further smaller pieces. Finally , small length length-scales will be formed. The en-

ergy will be distributed throughout division. Unfortunately, breakdown and re-connection

process couldn’t be observed by our DNS. Moreover, this phenomenon is theoretically

impossible and could never happen in practice [11].

While taking into an account of earlier research works about the mechanism of chaos

formation at late boundary layer transition, one milestone work was done by Daniel Meyer
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and his colleagues [7]. They believed that “the inclined high-shear layer between the legs

of the vortex exhibits increasing phase jitter (i.e. chaos) starting from its tip towards the

wall region.” However, from our numerical simulation, we observed a phenomenon which

is different from the theory given by Meyer and his co-workers. We use periodic boundary

condition in span-wise direction and disturbances are present only at inflow, outflow and

far field. Still, we observe chaotic flow. So, it is unlikely to consider flow chaos due to back

ground noise and use of non-periodic condition in spanwise direction.

In general, turbulence or turbulent flow is characterized by chaotic and seemingly

random property changes in time and space co-ordinates. More, it is highly irregular(sensitive

to initial conditions),has efficient mixing capability (rapid diffusion of mass, momentum

and energy) and contains vorticity components [12, 13]. Then obviously some of funda-

mentally important questions may come to our mind such as from where irregular fluctua-

tion starts and by which mechanism flow becomes chaotic?

In order to get deep understanding on the nature of the nonlinear stages of late flow

transition in a boundary layer, we recently conducted a high order direct numerical sim-

ulation (DNS) over a flat plate without an adverse pressure gradient at Mach number 0.5

based on the complete solution of Navier-Stokes equations governing fluid motion with

1920 × 128 × 241 grid points and about 600,0000 time steps. Based on the DNS results,

our research group has investigated many significant role playing phenomena in the late

stages of the transition - nonlinear growth of disturbances, evolution of universal coherent

structures, multiple rings formation, small length scales generation, transfer of energy from

inviscid region to the boundary layer wall turbulence etc.- and purposed a novel approach

about turbulence generation and sustenance in late boundary layer transition [14, 15].

It is interesting to note that most of researches in this area are either on very earlier

stages of evolution (typically on linear stage and weakly nonlinear stage) or after the flow is

well developed (mostly after well developed turbulent flow). Due to the mysterious nature
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of turbulence, researchers are trying to attack the subject matter with different approaches

such as, some groups assume that the coherent vortical structures play significant role,

while other downplay the importance of such structures and advocate the use of purely

statistical methods [9].

In this work, we concentrate our investigation mainly at the last and very complex

stage of transition process-the origination and formation of chaos. The chaos is an impor-

tant constituent of turbulence.It is well validated since the age of Reynolds that the first

appearance of the turbulence is very sensitive to the size of the disturbances at the inlet

and the type of inlet. We thoroughly investigate our well validated DNS results and try to

trace as earliest as possible location and time step for fixed size of disturbances introduced

in inlet only (validation will be presented in chapter 2). We also try to shed some more

light on the mechanism about chaos formation in late boundary layer transition. It has been

found an interesting directly propositional relation between skin-friction drag and small

scale vortices genration near the wall. The mechanism of boundary layer thickening is also

investigated which will be explained in chapter 5.

1.1 Classical theories on turbulence generation and sustenance

1.1.1 Richardson’s vortex and energy cascade theory (1928)

Being impressed from Jonathan Swift’s poem (left side of Figure 1.1), Richardson

assumed that a turbulent flow is composed by “eddies” of different length scale. The large

eddies will be stretching, unstable and breaking up to smaller eddies. These smaller eddies

undergo the same process, giving rise to even smaller eddies which produces a hierarchy of

eddies. This process will continue until reaching a sufficiently small length scale such that

the viscosity of the fluid can effectively dissipate the kinetic energy into internal energy.The

energy cascades from these large-scale eddies to smaller scale eddies by an inertial and
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essentially inviscid mechanism and the kinetic energy of the initial large eddy is divided

into the smaller eddies [16].

Figure 1.1: A schematic representation of Richardson’s energy cascade process (Frisch et
al, 1978).

1.1.2 Kolmogorov assumption (1941)

In 1941, Andrey Kolmogorov, a famous russian mathematician introduced the classi-

cal theory on turbulence [17, 18]. In general, large length-scales of a flow are not isotropic,

because they are determined by the characteristic length of the apparatus. For example,

the largest integral length scale of pipe flow is equal to the pipe diameter. Agreeing with

Richardson, Kolmogorov postulated that in the Richardson’s notion of energy cascade, the

geometrical and directional information is lost, while the scale is reduced and so that the

statistics of the small scales has a universal character. Means when the Reynolds number is

sufficiently high, the smallest length scales are statistically isotropic for all turbulent flows.

Actually, it was assumed that there is no dissipation during the energy transfer from large

vortex to small vortex through “vortex breakdown”.
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1.1.3 Kolmogorov’s first and second hypotheses (1941)

Based on his assumption, Kolmogorov (1941) further gave two very famous theories

on smallest length scale, which is later called Kolmogorov scale (first hypothesis), and

turbulence energy spectrum (second hypothesis) [19]:

η = (
ν3

ε
)
1
4 ,

E(k) = Cε
2
3κ−

5
3 and

ε = γ{2(
∂u1
∂x1

)2 + 2(
∂u2
∂x2

)2 + 2(
∂u3
∂x3

)2 + (
∂u2
∂x1

+
∂u1
∂x2

)2 + (
∂u3
∂x2

+
∂u2
∂x3

)2 + (
∂u1
∂x3

+
∂u3
∂x1

)2}

where, η is Kolmogorov scale, ν is kinematic viscosity, ε is the rate of turbulence dissipa-

tion, E is the energy spectrum function, C is a constant and κ is the wave number. These

formulas were obtained by Kolmogorov’s hypothesis that the small length scales are deter-

mined by ν and ε, and E is related to κ and ε.

1.2 A brief review of researches on the laminar-turbulence transition

The word “ turbulence” comes from the Latin word: turbulentia, which originally

refers to the disorderly or irregular motion of a crowd (turba).In the middle age the word

turbulence was frequently used to indicate just “trouble”. Even today the word may refer to

social and personal behavior. Scientifically there is no accurate definition of the turbulence

covering every aspect of it but it can be characterized by some important features such as

disorderly motion, with high mixing scale and presence of vorticity components. These

characteristics are very helpful to distinguish the turbulent flow from other various wave-

like flows from our nature [10].

The turbulent flow has attracted human being since long time ago. More than two

thousand years ago Lucretius explains about eddy motion in his book “De rerum natura”

[20]. Over five centuries ago Leonardo da Vinci was probably the first to originated the
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word the turbulence (in Italian turbolenza) with its scientific meaning and to observe the

various sizes of eddies formed behind the pillars of a bridge Figure (1.2).

Figure 1.2: Leonardo’s imagery of falling water (1508-1509).

Nearly after a century later, Euler (1757) introduced the rigorous mathematical equa-

tions of incompressible or inviscid (zero-viscosity) flow in both two and three dimensions

and realized the importance of vorticity. Seventy years later Navier (1827) generalized

these equation to include viscosity. Because of further work by Stokes (1845), the equations

are known as the NavierStokes equation. They constitute a set of nonlinear and nonlocal

evolution equations for the three-dimensional velocity field. Kelvin was the first to pro-

pose studying turbulence using random solution of the Navier-Stokes equations. In 1883,

Osborne Reynolds was first to make an early hypothesis on the mechanism of laminar-
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turbulence transition by conducting various pipe flow experiments (Reynold’s dye exper-

iment). He assumed that transition is consequence of instability of the laminar boundary

layer. Further, he introduced a dimensionless number (now called the Reynolds number)

Re = LV
γ

, where L and V are a typical length scale and a typical velocity of the flow. Lam-

inar, transitional ( intermittently turbulent) and fully developed turbulent pipe flow were

illustrated by experiments as shown Figure 1.3. A lot more information on the early history

of the subject can be found on the book [21].

Figure 1.3: The Reynolds experiment; (a) Laminar flow, (b) Transitional flow (still lami-
nar) ,and (c) Turbulenence [G. Degrez,2012].

One of the major breakthrough on the research of transition from laminar to turbu-

lent flow, which expedited whole theoretical and experimental research into a great height,

was Luding Prandtl’s (1904) boundary-layer concept. The notion that in flows over solids
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at high Reynolds numbers, the effects of viscosity are important only in a thin layer in

the vicinity of the solid boundary. From that point of time, the general laminar-turbulent

flow research was/is shifted to boundary-layer transition. Heisenberg (1924) investigated

linear hydro-dynamic stability theory for laminar flow and nature of turbulence by using

the OrrSommerfeld equation, a fourth order linear differential equation for small distur-

bances from laminar flow. The first calculation of boundary layer stability were achieved

by the pioneer works of Tollmien (1928) [22] and Schlichting (1933) [23, 24]. Schubauer

& Skramstad (1948) [25], Liepmann (1943) [26], Laufer and Vrebalovich (1960) [27] and

Kendall (1967) [28] demonstrated important role of small-disturbance stability theory pro-

viding a basis for Reynolds-Rayleigh hypothesis for the mechanism of transition. Now it

is well established that the transition to turbulence in shear flows at small and moderate

levels of environmental disturbances occurs through development of instability waves in

the laminar base flow. During the period of 1930 − 1970 the concept of boundary-layer

transition was widely enlarged mathematically and experimentally [29].

Nevertheless, some researchers have tried to study the transition mechanism indepen-

dently of stability theory. These efforts have produced neither a reliable transition mecha-

nism nor any clue of predicting transition Reynolds numbers [30].

The physical mechanism of boundary-layer transition greatly depend upon the nature

of base flow, amplitude of environmental disturbances and surface roughness [2] . Based on

the growth of perturbation in the boundary-layer, there are mainly two classes of transition

are known [31, 32, 33, 34]. The first type of scenario is known as “natural” transition. It is

one of the more common methods by which a laminar boundary layer transitions to turbu-

lence. The T-S waves are initiated with the transformation of environmental disturbances

into perturbations when some disturbance (sound, for example) interacts with leading edge

roughness in a process known as receptivity. These waves are slowly amplified as they

move downstream until they may eventually grow large enough that nonlinearities take
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over and the flow transitions to turbulence. This kind of transition takes place only when

environmental disturbances have relatively weak intensity. The second type of transition is

referred as “bypass” transition which is associated with the extremely high level of pertur-

bations where the laminar flow directly changes into turbulent flow.

As we are concerned for purely fundamental mechanism of the transition, we put our

effort on first type of transition ( natural transition). Actually, most of laminar-turbulence

transition researches are carried out for the natural transition.

The transition process in boundary-layer complete through a complicated sequences

of spatial changes. The initial phase of the natural transition process is referred as the

receptivity [32, 35] where the transformation of environmental disturbances ( both acoustic

and vortical) into small instability modes occur within the boundary-layer. In general, it

has been well believed that acoustic disturbances are responsible for the growth of two-

dimensional instabilities such as Tollmien-Schlichting waves (T-S waves), while vortical

disturbances are responsible to the growth of three-dimensional phenomena such as the

cross-flow instability [3].

Initially these instability modes may be small enough so can’t be measure,their pres-

ence can only be realized only after the onset of an instability. In this case, the initial

amplification ( growth or decay) of environmentally-generated wave can be well predicted

by the linear instability theory [36]. If these amplitude attain maximum value (1-2 % of

free-stream velocity) [2] then the flow enters into a different phase-as the instability modes

grow and distort the mean flow and linear stability theory no longer applies. The non-linear

development such as large coherent structure, small length scale generation, disorderly flow

formation takes place in this phase. The earlier stage of the non-linear phase is also known

as weakly non-linear.

At late (essentially nonlinear) stages the two types of transition are characterized

by transformation of instability waves into intensive vortical structures. λ-vortices are the
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Figure 1.4: Schematic of boundary-layer transition.

most typical of them [37]. They start to form at weakly nonlinear stages and have dif-

ferent peculiar properties and relative spatial positions in the K-type (alligned) [38] and

N-type (staggered) [31]. However, it has been found in later experiments [39, 40]that local

nonlinear mechanisms of boundary-layer break-down observed in the in both regions in

the vicinity of Λ-vortices are qualitatively same.This similarity was fond also in case of a

pulse-like excitation when only single Λ-structure was formed in the boundary-layer at non-

linear stage of transition development [41]. These results have shown that the mechanisms

of disturbance development predominant at late stages of of boundary-layer transition are

rather universal: First a Λ-vortex is generated, then the Λ-vortex becomes the hairpin and

ring-like vortex,and a chain of ring-like vortices are developed.
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Although the enormous amount of research is devoted on the subject matter, the level

of understanding of each phase varies greatly, from near complete understanding of primary

mode growth to little knowledge about late stages of transition. After over a hundred of

years of futile study , there has been a significant progress for understanding linear and

weakly non-linear stages of flow transition [2, 31]. However, for late non-linear transition

stages, there are still many questions remaining for research [42, 43, 44, 45, 46, 47]. Adrian

(2007) [48] generated hairpin vortex organization in wall turbulence, but we can’t find any

discussion about the important constitute such as the ‘sweep’ and ‘ejection’ events and

the possible playing of the shear layer instability. Wu & Moin (2009) [49] claimed a new

DNS for flow transition on a flat plate. They did obtained fully developed turbulent flow

with ring-like vortices structure by flow transition at zero pressure gradient. Still, they did

not discuss about the important mechanism of boundary layer transition such as sweeps,

ejections, positive spikes exctra. Recently, Guo et al(2010) [50] conducted an experimental

study for late boundary layer transition with . They believed that the U-shaped vortex is a

barrel-shaped head wave, secondary vortex, and is induced by second sweeps and positive

spikes.

1.3 Questions to classical theory on boundary-layer transition

The classical theory considers “vortex breakdown” as the last stage of boundary layer

transition on a flat plate. According to Richardson’s energy cascade and Komogorovs as-

sumption, “vortex breakdown” is a unique source of turbulence generation. The serious

weakness of classical theory given by Richardson and Kolmogorov is that nobody ever ob-

served the “vortex breakdown” process. While Komogorovs third hypothesis or (−5
3
) spec-

trum law is proved correct, Richardsons eddy cascade and vortex breakdown, Kolmogorov

first (statistically isotropic for small eddies) and second (Kolmogorov scales) hypotheses
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are never confirmed. As a roughly estimation, 15 vortex breakdown cycles are needed to

get Kolmogorov scale for a Reynolds number of 105 , but even a single vortex breakdown

has not been observed yet. As the experiment tools are so powerful and the visualiza-

tion technology is so advanced nowadays, it is very hard to believe one still cannot detect

the vortex breakdown process. The only conclusion we can believe is that the classical

theory on turbulence generation may need to be revisited . Although the classical turbu-

lence theory is about the high Reynolds number flow and the topic discussed here is mainly

the transitional flow, it is not believed there are two different mechanisms for turbulence

generation.

Dr. Chaoqun Liu presented a new theory on turbulence generation and sustenance

recently [11, 14]. The new theory is able to well interpret the physics of turbulence which is

currently considered by many people as a topic “impossible to understand, impossible for

ever, or God has no answer.” Contradicting to most of classical theory and/or currently dom-

inant theories, Liu’s theory may bring a revolution to not only the basic fluid mechanics,

but also to flow control for flow transition, turbulence, drag reduction, design optimization,

etc. It may also bring a revolution to turbulence modeling.

1.4 New theory on boundary layer transition by Liu

Classical theory on boundary layer transition can be described by four stages: 1)

Boundary layer receptivity; 2) Linear instability; 3) Non-linear growth; 4) Vortex break-

down to turbulence. Apparently, we disagree with the classical theory on “vortex break-

down to turbulence”. The new theory of boundary layer transition can be described by

five stages: 1) Boundary layer receptivity; 2) Linear instability; 3) Large vortex structure

formation; 4) Small vortices generation; 5) Symmetry loss and “chaos formation”. By the
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way, the vortex cascade in turbulence given by Richardson, Kolmogorov and others is not

observed.

1.5 Summary of the new theory on turbulence generation by Liu

The new theory on turbulence formation and sustenance shows that all small length

scales (turbulence) are generated by shear layer instability which is produced by large vor-

tex structure with multiple level vortex rings, multiple level sweeps and ejections, and

multiple level negative and positive spikes near the laminar sub-layers. Therefore, “turbu-

lence” is not generated by ”vortex breakdown” but rather positive and negative spikes and

consequent high shear layers. “Shear layer instability” is considered as the “mother of tur-

bulence”. This new theory may give a universal mechanism for turbulence generation and

sustenance - the energy is brought by large vortex structure through multiple level sweeps.

1.6 Highlights of Liu’s turbulence theory

1. The fluid motion can be mainly decomposed as a pure shear part and rotation part

ignoring the translation part. The shear part is conditionally unstable and rotational

part is stable. The laminar flow is dominated by shear part and the turbulent flow is

dominated by rotation. Flow has trend to change the shear part to rotation when away

from the wall. Therefore, flow transition from laminar state (unstable) to turbulent

flow (stable) is doomed.

2. The vorticty is large near the wall surface where the shear is dominant. The role of

all linear unstable modes is to push the vorticity up from the wall (roll up). The flow

trend to change shear to rotation will occur inside the flow field and the spanwise

vortex will form due to the trend from shear to rotation. The unstable linear modes
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are small and cannot form vortex. Therefore, the N-factor which is based on linear

analysis is questionable.

3. The linear unstable modes cannot form vortex and the non-linear stage is not inter-

action of 2-D modes with 3-D modes, but spanwise vortex with 3-D modes. The

analytic linear solution departs from DNS at the beginning. They do not agree with

each other even in very early stages.

4. There is no such a process that the Λ-vortex self deforms to hairpin vortex. The

Λ-vortex root and ring head are formed separately and ring is not part of Λ-vortex.

5. Λ-vortex is a pair of open rotation cores (never close) and is not a vortex tube

6. A momentum deficit zone (low speed zone) is formed above the Λ-vortex and further

generates a Λ shaped high shear due to the vortex root ejection. The vortex rings are

generated by the high shear layer (K-H type) instability

7. Multiple vortex rings are all formed by shear layer instability which is generated by

momentum deficit (There are not vortex breakdown and reconnection and multiple

ring formation is not governed by Crow theory)

8. U-shaped vortex is a tertiary vortex with the same sign of vorticity as the prime vortex

9. The vortex structure is stable and can travel for long distance. “Votex breakdown”

never happened and is theoretically incorrect

10. No matter how to define “vortex”, small vortices (turbulence) cannot be generated

by “vortex breakdown”. All small vortices are generated by shear layer without

exception. In other words, “shear layer instability is the mother of turbulence”

11. If we define vortex is a rotation core, the rotation core is stable and cannot breakdown.

Therefore “vortex breakdown” cannot happen. The only way is that the vortex can

be weakened by dissipation when it travels.

12. The multiple level shear layers are generated by vortex sweeps and ejections. The

sweep brings high speed flow down (positive spike) to the lower boundary layer and
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the ejection brings the low speed flow up (negative spike) to the upper boundary

layer. They form the multiple level shear layers

13. These multiple shear layers generate small vortices with different sizes

14. The energy transport channel is that the high energy is brought down to the lower

boundary layer by multiple level sweeps. Without these sweeps, all small vortices

(turbulence) would dissipate quickly

15. Large vortex cannot pass energy to smaller vortices through “vortex breakdown”

which was never observed by any experiment or DNS

16. The disordering of flow structure is mainly not caused by the background noise

or non-symmetric spanwise boundary condition, but internal property of the vortex

structure. The non-symmetry starts in the middle of the vortex package. The classical

theory including the Richardson’s eddy cascade, Kolmogorov universal and isotropic

hypothesis on smallest vortices, Kolmogorov small length scales are not confirmed

and observed. Their theory should be revisited.

17. Richardson eddy cascade revisit (There is no such a cascade)

18. Kolmogorov hypothesis revisit (There is no vortex breakdown and there is no

energy passing through vortex breakdown. There is no proof of existence of

Kolmogorov small scale.) The smallest scale should be determined by smallest

shear layer which is measured by y+(1− 10)

19. There is no “turbulence intermittence”. The faked term is generated by misunder-

standing of turbulence package self motion and relative motion

20. There is no “vortex breakdown” which is caused by faked visualization by using

improper λ2 values.
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CHAPTER 2

CASE SET UP AND CODE VALIDATION

2.1 Governing equations

The Navier-Stokes equations governing the flow of viscous compressible ideal gas

in vector form are

ρ[
∂q

∂t
+ (q.∇)q] = ∇p+∇.[λ(q.∇) ¯̄I] +∇.[µ(∇q +∇qtr)] (2.1)

∂q

∂t
+∇.(pq) = 0 (2.2)

ρcp[
∂h

∂t
+ (q.∇)h] = ∇.(k∇h) +

∂p

∂t
+ (q.∇)p+ Φ (2.3)

p = ρRT (2.4)

where, q = (u, v, w) is the velocity vector, ρ the density, p the pressure, τ is the tem-

perature, R the ideal gas constant, cp the specific heat at constant pressure, k the thermal

conductivity, µ the first coefficient of viscosity, λ the second coefficient of viscosity. The

viscous dissipation Φ is given by Φ = λ(q.∇)2 + µ
2
[(∇q +∇qtr)]2.

The three-dimensional governing Navier-Stokes equations for a compressible fluid

can be derived into generalized curvilinear coordinates in a conservative form as follows

[51]:
1

J

∂Q

∂t
+
∂(E − Ev)

∂ξ
+
∂(F − Fv)

∂η
+
∂(H −Hv)

∂ζ
= 0 (2.5)
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Where, the vector of conserved quantities Q, inviscid flux vector (E,F,G), and viscous

flux vector (Ev, Fv, Gv) are defined as follows :

Q =



ρ

ρu

ρv

ρw

e


, E =

1

J



ρU

ρuU + pξx

ρvU + pξy

ρwU + pξz

U(e+ p)


, F =

1

J



ρV

ρuV + pηx

ρvV + pηy

ρwV + pηz

V (e+ p)


,

H =
1

J



ρW

ρuW + pζx

ρvV + pζy

ρwV + pζz

W (e+ p)


, Ev =

1

J



0

τxxξx + τyxξy + τzxξz

τxyξx + τyyξy + τzyξz

τxzξx + τyzξy + τzzξz

qxξx + qxξy + qzξz


,

Fv =
1

J



0

τxxηx + τyxηy + τzxηz

τxyηx + τyyηy + τzyηz

τxzηx + τyzηy + τzzηz

qxηx + qxηy + qzηz


, Hv =

1

J



0

τxxζx + τyxζy + τzxζz

τxyζx + τyyζy + τzyζz

τxzζx + τyzζy + τzzζz

qxζx + qxζy + qzζz


More, J = ∂(ξ,η,ζ)

∂(x,y,z)
is the jacobian of coordinate transformation between the Curvilinear (ξ,

η, ζ) and Cartesian (x,y,z) frames, and ξx,ξy, ξz,ηx, ηy, ηz,ζx, ζy, ζz are coordinate trans-

formation matrices. The contravariant velocity components U,V,W are defined as follows

[52, 53, 54]:

U = uξx + vξy + wξz,
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V = uηx + vηy + wηz,

W = uζx + vζy + wζz

where, e is the total energy. The components of viscous stress and heat flux are denoted by

τxx, τyy, τzz, τxy,τxz, τyz and qx, qy, qz respectively.

We change Equation (2.5) into dimensionless form by using the following reference

values for length, density, veloities, temperature, pressure and time as L, ρ∞, U∞, T∞, p∞

and ρ∞U2
∞ respectively. The Reynolds number and the Mach number are defined as

Re = ρ∞U∞δin
µ∞

,

M∞ = U∞√
γRT∞

respectively and the Prandtl number is defined as

Pr = Cpµ∞
k∞

, here µ∞ is the viscosity, δin is the displacement thickness. The specific heat

coefficients at constant pressure cp and the specific heat coefficient at constant volume cv

are related by

cp = γcv and cp − cv = R and cv = R
γ−1 .

In this work, Pr=0.7 and γ = 1.4. Sutherland’s formula in dimensionless form is used to

determine the viscosity as:

µ = T 3/2(1+S)
T+S

, S = 110.3K
T∞

.

Equation (2.5) is written as :

∂Q

∂t
= R (2.6)

Where the right hand side of the Equation (2.6), R, is given by

R = −J [Dξ(E − Ev) +Dη(F − Fv) +Dζ(G−Gv)] (2.7)

The symbols Dξ,Dη,Dζ represent the partial differential operators in the ξ,η and ζ direc-

tions respectively.
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2.2 Numerical methods

A regular central difference scheme where five points are used to get fourth order

numerical error is given as:

f
′

j =
fj−2 − 8fj−1 + 8fj+1 − fj+2

12h
+O(h4)

A Sixth Order Compact Scheme (five points and two derivatives to get sixth order) :

1

3
f

′

j−1 +
1

3
f

′

j+1 =
1

h
(− 1

36
fj−2 −

7

9
fj−1 +

7

9
fj+1 +

1

36
fj+2) +O(h6)

The right side of the Equation (2.6) is discretized by using a six order finite differ-

ence compact scheme developed by S. Lele [55] for the spatial discretization in stremwise

direction and wall normal directions. For internal points j = 3, ...., N − 2, the the six order

compact scheme is as follows:

1

3
f

′

j−1 +
1

3
f

′

j+1 =
1

h
(− 1

36
fj−2 −

7

9
fj−1 +

7

9
fj+1 +

1

36
fj+2), (2.8)

where, f ′ is the derivative at point j.

The fourth order compact scheme is used at points j= 2,N-1, and the third order one-sided

compact scheme is used at the boundary points j=1,N.

In the spanwise direction where periodic conditions are applied, the pseudo-spectral

method is used. In order to eliminate the spurious numerical oscillations caused by center

difference schemes, a high-order spatial scheme is used instead of artificial dissipation. An

implicit sixth-order compact scheme [55] for space filtering is applied for primitive vari-

ables u, v, w, ρ, p after a specified number of time steps. The high-order implicit filter given

as:

α ˆφi−1 + φ̂i + αφi−1 =
N∑
n=0

an
2

(φi+n + φi−n)
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where 2N is the number of neighboring points, φ̂ is filtered and φ is the original.

The left side of the Equation (2.6) is time integrated explicitly by a 3rd order TVD

Runge-Kutta scheme [56];

Q0 = Qn

Q1 = Q0 + ∆tR0

Q2 =
3

4
Q0 +

1

4
Q1 +

1

4
∆tR1

Qn+1 =
1

3
Q0 +

2

3
Q2 +

2

3
∆tR2

CFL ≤ 1 is required to ensure the stability.

(2.9)

The adiabatic and the non-slipping conditions are enforced at the wall boundary on the flat

plate. On the far field and the outflow boundaries, the non-reflecting boundary conditions

[56, 57] are applied. Based on the 1-D characteristic analysis, the hyperbolic terms in the

ξ direction can be modified as:

∂ρ

∂t
+ d1 + V

∂ρ

∂η
+ ρ(ηx

∂u

∂η
+ ηy

∂v

∂η
+ ηz

∂w

∂η
) +W

∂ρ

∂ζ

+ ρ(ζx
∂u

∂ζ
+ ζy

∂v

∂ζ
+ ζz

∂w

∂ζ
) + vis1 = 0

∂u

∂t
+ d2 + V

∂u

∂η
+

1

ρ
ηx
∂p

∂η
+W

∂u

∂ζ
+

1

ρ
ζx
∂p

∂ζ
+ vis2 = 0

∂v

∂t
+ d3 + V

∂v

∂η
+

1

ρ
ηy
∂p

∂η
+W

∂v

∂ζ
+

1

ρ
ζy
∂p

∂ζ
+ vis3 = 0

∂w

∂t
+ d4 + V

∂w

∂η
+

1

ρ
ηz
∂p

∂η
+W

∂w

∂ζ
+

1

ρ
ζz
∂p

∂ζ
+ vis4 = 0

∂p

∂t
+ d5 + V

∂p

∂η
+ γp(ηx

∂u

∂η
+ ηy

∂v

∂η
+ ηz

∂w

∂η
) +W

∂ρ

∂ζ

+ γp(ζx
∂u

∂ζ
+ ζy

∂v

∂ζ
+ ζz

∂w

∂ζ
) + vis5 = 0

(2.10)
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

d1

d2

d3

d4

d5


=



1

c2
[
1

2
(L1 + L5) + L2]

ξx
2βρc

(L5 − L1)−
1

β2
(ξyL3 +z L4)

ξy
2βρc

(L5 − L1) +
1

β2ξx
[(ξ2x + ξ2z )L3 −z yL4]

ξz
2βρc

(L5 − L1)−
1

β2ξx
[yzL3 − (ξ2x + ξ2z )L4]

1

2
(L1 + L5)


In the above equation c is the speed of sound and β =

√
ξ2x + ξ2y + ξ2z . Li represents the

amplitude variations of the characteristic waves corresponding to the characteristic veloci-

ties, which are given by

λ1 = U − Cξ,

λ2 = λ3 = λ4 = U,

λ5 = U + Cξ, (Cξ = cβ),

L1 = (U − Cξ)[−
ρc

β
(ξx

∂u

∂ξ
+ ξy

∂v

∂ξ
+ ξz

∂w

∂ξ
) +

∂p

ξ
],

L2 = U(c2
∂ρ

∂ξ
− ∂p

∂ξ
),

L3 = U(−ξy
∂u

∂ξ
+ ξx

∂v

∂ξ
),

L4 = U(−ξz
∂u

∂ξ
+ ξx

∂w

∂ξ
) and

L5 = (U + Cξ)[
ρc

β
(ξx

∂u

∂ξ
+ ξy

∂v

∂ξ
+ ξz

∂w

∂ξ
) +

∂p

ξ
].

The above equations are used for neighbors of boundary points in the ξ direction. The

equations for η and ζ directions are similar. In this way, the non-physical wave reflection

can be effectively eliminated.
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Blasius solution with enforced disturbunce is introduced into inlet as a laminar base

inflow. The disturbance includes a two-dimensional T-S wave and a pair of conjugate three-

dimensional T-S waves. The inflow has a form:

q = qlam + A2dq
′

2de
i(α2dx−ωt) + A3dq

′

3de
i(α3dx±βy−ωt)

where q = [u, v, w, T ]t, qlam is the Blasius solution for a two-dimensional laminar flat-

plate boundary layer. ei(α2dx−ωt) and ei(α3dx±βy−ωt) are 2-D and 3-D pertubation waves (T-S

wave). The streamwise wavenumber, spanwise wavenumber, frequency and amplitude are

given as follows:

λ2d = 0.29919− i5.09586× 10−3,

β = ±0.5712, ω = 0.114027,

A2d = 0.03, A3d = 0.01

The T-S wave parameters are obtained by solving the compressible boundary layer stability

equations [58].

2.3 Computational domain

The computational domain is displayed in Figure (2.1). The grid level is 1920×128×

241, representing the number of grids in streamwise (x), spanwise (y), and wall normal (z)

directions. The grid is stretched in the normal direction and uniform in the streamwise

and spanwise directions. The length of the first grid interval in the normal direction at the

entrance is found to be 0.43 in wall units (Y +=0.43). The parallel computation is accom-

plished through the Message Passing Interface (MPI) together with domain decomposition

in the streamwise direction (Figure 2.2). The flow parameters, including Mach number,

Reynolds number, etc. are listed in Table (1). Here, xin represents the distance between

leading edge and inlet, Lx, Ly, Lzin are the lengths of the computational domain in x-, y-,

and z-directions respectively, and Tw is the wall temperature.
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Figure 2.1: Domain decomposition along the streamwise direction in the computational
space.

Figure 2.2: Computation domain.

Table 2.1: Flow parameters
M∞ Re xin Lx Ly Lzin Tw T∞
0.5 1000 300.79δin 798.03δin 22δin 40δin 273.15K 273.15K

2.4 Code validation

The DNS code “DNSUTA” has been validated by NASA Langley and UTA re-

searchers [15, 37, 59, 60] carefully to make sure the DNS results are correct.

2.4.1 Comparison with linear theory

The spatial evolutions of the small disturbance imposed at the inlet are simulated.

At the inlet boundary, the most amplified eigenmode of two-dimensional T-S waves is

enforced. Figure (2.3) compares the velocity profile of the T-S wave given by our DNS

results to linear theory [61]. Figure (2.4) is a comparison of the perturbation amplification
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rate between DNS and LST. The agreement between linear theory and our numerical results

is quite good.

Figure 2.3: Comparison of the numerical and LST velocity profiles at Rex = 394300.

Figure 2.4: Comparison of the perturbation amplification rate between DNS and LST.
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2.4.2 Grid convergence

The skin friction coefficient calculated from the time-averaged and spanwise-averaged

profile for various streamwise locations on a coarse and fine grid is displayed in Figure2.5.

The spatial evolution of skin friction coefficients of laminar flow is also plotted out for

comparison. It is observed from these figures that the sharp growth of the skin-friction

coefficient occurs after x ≈ 450δin, which is defined as the “onset point”. The skin fric-

tion coefficient after transition is in good agreement with the flat-plate theory of turbulent

boundary layer by Cousteix in 1989 (Ducros, 1996)[62]. Figures 2.5(a) and 2.5(b) also

show that we get grid convergence in skin friction coefficients.

Figure 2.5: Streamwise evolutions of the time-and spanwise-averaged skin-friction coeffi-
cient: (a) Coarse grids (960× 64× 121), (b) Fine grids (1920× 128× 241).

2.4.3 Comparison with log law

Time-averaged and spanwise-averaged streamwise velocity profiles for various stream-

wise locations in two different grid levels are shown in Figure (2.6). The inflow velocity

profiles at x=300.79δin is a typical laminar flow velocity profile. At x=632.33δin ,the mean
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velocity profile approaches a turbulent flow velocity profile (Log law). This comparison

shows that the velocity profile from the DNS results is turbulent flow velocity profile and

the grid convergence has been realized.

Figure 2.6: Log-linear plots of the time-and spanwise-averaged velocity profile in wall unit:
(a) Coarse grids (960× 64× 121), (b)Fine grids(1920× 128× 241).

2.4.4 Spectra and reynolds stress (velocity) statistics

Figure (2.7) shows the spectra in x- and y- directions. The spectra are normalized

by z at location of Rex = 1.07 × 106 and y+ = 100.25 . In general, the turbulent region

is approximately defined by y+ > 100 and y/δ < 0.15 . In our case, The location of

y/δ = 0.15 for Rex = 1.07× 106 is corresponding to y+ ≈ 350 , so the points at y+ = 100

and 250 should be in the turbulent region. A straight line with slope of -3/5 is also shown

for comparison. The spectra tend to tangent to the κ−3/5 law. The large oscillations of the

spectra can be attributed to the inadequate samples in time when the average is computed.
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Figure 2.7: Spectral analysis: (a)Spectra in x direction, (b)Spectra in y direction.

2.4.5 Comparison with Other DNS

Although it doesn’t make much sense to compare our DNS results with those given

by Borodulin et al [45] quantitatively, it still can be found that the shear layer structures are

very similar in two DNS computations in Figure (2.8).

Figure 2.8: Qualitatively comparison of contours of streamwise velocity disturbance u in
the (x, z)-plane (Light shades of gray correspond to high values): (a) Our DNS, (b) Boro-
duline et al. (2002).
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2.4.6 U-shaped vortex in comparison with experimental results

Figure 2.9(a) (Guo et al. [50]) is an experimental investigation of the vortex structure

including ring-like vortex and barrel-shaped head (U-shaped vortex). The vortex structures

of the nonlinear evolution of T-S waves in the transition process are given by DNS in Figure

2.9(b). By careful comparison between the experimental work and DNS, we note that the

experiment and DNS agree with each other in a detailed flow structure comparison.

Figure 2.9: Qualitative vortex structure comparison with experiment: (a) Experimental
results given by Guo et al(2010), (b) DNS result of U-shaped vortex.

2.5 Conclusion

We compared our DNS results with well known theories and then we tried find the

qualitative similarities between our DNS results and experiments. There were interesting

matching between those entirely different approach( Numerical simulation, theoretical and

experimental data). It is impossible to be just a coincidence rather they may be some

important clues:
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1. Both DNS and experiment should be correct.

2. Although there are totally differences in inflow boundary conditions (random noises

VS enforced T-S waves) and spanwise boundary conditions (non-periodic VS peri-

odic) between experiment and DNS, the vortex structures are same. It means Turbu-

lence has certain coherent structures (CS) for generation and sustenance.

3. No matter K-, H- or mixed types of transition, the final vortex structures are same.

4. There is an universal structure for late boundary layer transition.
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CHAPTER 3

THE LAMINAR BOUNDARY-LAYER FLOW OVER A FLAT PLATE-BASE FLOW

3.1 Prandtl’s boundary-layer concept

German scientist Ludwg Prandtl introduced the concept of aerodynamic boundary

layer first on August 12, 1904 at the third International Congress of Mathematicians in

Heidelberg, Germany [63]. The break through concept has enormous impact for the study

of fluid dynamics. He made hypothesis that for the fluid with small viscosity (friction), the

flow field around solid object moving along with the fluid may be divided into two regions

as shown in Figure (3.1).

• A very thin layer very close to the body (known as boundary layer) where the fluid

flow is dominated by viscosity so viscous effects are important along with inertia

effects. Here velocity gradient along the normal wall (∂u
∂y

) is very large so the viscous

stress µ∂u
∂y

has significantly important even if µ is very small.

• The region outside this layer (known as outer region) where the frictional effects

(or viscous effects) may be considered as negligible and fluid is regarded as inviscid

(potential flow or friction less flow). Here the velocity gradient normal to the wall

(∂u
∂y

) is very small or the viscous effect may be ignored completely.

Based on this boundary layer assumption, the Navier-Stokes equations which are el-

liptic partial differential equation (PDE) in behavior can be deducted into mathematically

tractable from which is known as boundary layer equation. Further, using an order of mag-

nitude analysis, the boundary layer equation subsequently can be simplified into parabolic

ordinary differential equation [26]. The deduction of the boundary layer equations was one

of the most important advances in fluid dynamics [64]. By making the boundary layer as-
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sumption, the total flow field is divided into an inviscid portion -which simply can be solve

by a number of methods- and the boundary layer, which is governed by an easier PDE. The

closed form of solution is obtained on both cases.

Although there is no precise dividing line between the boundary layer and potential

flow region, it is customary to define the boundary is that region where the fluid velocity

parallel to the surface is less than 99% of the free stream velocity described by the potential

flow theory.

Figure 3.1: A sketch of boundary layer which was first introuduced by L. Prantel in 1905
[JD Anderson Jr - Physics Today, 2005]

Earlier than Prantel’s 1905 paper, the Navier-Stoke equations were of very limited

use in practical engineering problems due to the two main reasons:

• These equations are highly nonlinear PDE. Due to this fact, engineers weren’t able

to use classical approaches for solving PDEs such as superposition of several simple

solutions, and the separation of variables approach where main flow properties such

as velocity, density, pressure, temperature etc. are supposed to dependent each other.
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• It was kind of impossible to calculate aerodynamic drag for any solid body immersing

on any fluid since every flow property at a point on flow field is influenced by every

other point in entire flow field. For instance,according to Navier-Stokes equations,

the skin friction at a point on the nose of a jumbo jet will depend on the behavior of

a point way downstream on the tail. This difficulty demands to solve the complex

Navier-Stokes equations simultaneously, alone with the specific boundary conditions

provided through the whole boundary of the flow.

Figure 3.2: Flow properties at points A and B are coupled to each other because steady
state form of Navier-Stokes equations are elliptic.

3.2 Compressible laminar flow over a flat plate

3.2.1 Governing equations

While deriving the two-dimensional compressible laminar boundary-layer equations,

with(u,v) being the velocity components along parallel and normal to the wall, respectively.

We assume the following approximations hold: v << u and ∂
∂x
<< ∂

∂y
[29]. Then the gov-
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erning equation for a steady, two-dimensional, compressible, laminar flow over a flat plate

without body forces and bulk heat transfer and without a pressure gradient is as follows:

Continuity equation:
∂(ρu)

∂x
+
∂(ρv)

∂y
= 0 (3.1)

Momentum equation:

ρu
∂u

∂x
+ ρv

∂u

∂y
=

∂

∂y
(µ
∂u

∂y
)

∂P

∂y
= 0

(3.2)

Energy equation:

ρu
∂h

∂x
+ ρv

∂h

∂y
=

∂

∂y
(k
∂T

∂y
) + µ(

∂u

∂y
)2 (3.3)

An equation of state:

p = ρRT (3.4)

h = cpT (3.5)

where, h = e + p
ρ

is the fluid enthalpy. From the y-momentum equation, we also note that

pressure is independent in normal direction of the flow field that means p = p(x). There are

five unknowns(u, v, ρ, h, T ) and five equations. µ and k are properties of the fluid which

depend upon temperature. That is µ = µ(T ) and k = k(T ).

3.2.2 Boundary conditions

The boundary conditions at the wall, i.e., y=o are given by the no-slip velocity con-

dition with or without mass transfer or heat transfer.

At y = 0 : u = 0, v = 0, T = Tw

At the edge of the boundary-layer, we assume that the viscous flow inside the boundary-

layer smoothly change into the inviscid flow outside the boundary-layer.

At y →∞ : u→ Ue, T → Te
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where the subscript e is used for conditions at the edge of the boundary layer.

Let us introduce nondimensional variables as follow:

ū =
u

Ue
v̄ =

v

Ue
x̄ =

x

L
ȳ =

y

L

p̄ =
p

ρeU2
e

h̄ =
h

he
µ̄ =

µ

µe
ρ̄ =

ρ

ρe

where, L is the characteristics length, Ue is the flow velocity which is aligned with x-

direction.

Substituting the above quantities into Equations (3.1) to (3.3), we get

∂(ρ̄ū)

∂x̄
+
∂(ρ̄v̄)

∂ȳ
= 0

ρ̄ū
∂ū

∂x̄
+ ρ̄v̄

∂ū

∂ȳ
=

1

Re

∂

∂ȳ
(µ̄
∂ū

∂ȳ
)

∂P̄

∂ȳ
= 0

ρ̄ū
∂h̄

∂x̄
+ ρ̄v̄

∂h̄

∂ȳ
=

1

Re

1

Pr

∂

∂ȳ
(k̄
∂T̄

∂ȳ
) +

(γ − 1)M2
e

Re
µ̄(
∂ū

∂ȳ
)2

where Re = ρeUeL
µe

and (γ − 1)M2
e = U2

e

he

It can be clearly noted from the nondimensional energy equation that the work done

due to compression and viscous dissipation play role as the Mach number of the external

flow increases.

3.2.3 Energy equation in terms of enthalpy

It is sometimes convenient to rewrite the energy equation in terms of the total en-

thalpy , H = h+ V 2

2
,as the dependent variable in the energy equation, other than the static

enthalpy as written in Equation (3.3). Here we assume the y component of velocity, v, is

very small. So, H = h+ V 2

2
= h+ (u

2+v2

2
) ≈ h+ u2

2
.
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Now multiply Equation (3.2) by u, and add to Equation (3.3)

ρu
∂(u2/2)

∂x
+ ρv

∂(u2/2)

∂y
= u

∂

∂y
(µ
∂u

∂y
) (3.6)

Adding Equations (3.3) and (3.6), we get

ρu
∂(h+ u2/2)

∂x
+ ρv

∂(h+ u2/2)

∂y
=

∂

∂y
(k
∂T

∂y
) + µ(

∂u

∂y
)2 + u

∂

∂y
(µ
∂u

∂y
) (3.7)

From perfect gas assumption, dh = cpdT , we have

∂T

∂y
=

1

cp

∂h

∂y
=

1

cp

∂

∂y
(H − u2

2
) (3.8)

Substituting the Equation (3.8) into Equation (3.7), we get

ρu
∂H

∂x
+ ρv

∂H

∂y
=

∂

∂y
[
k

cp

∂

∂y
(H − u2

2
)] + µ(

∂u

∂y
)2 + u

∂

∂y
(µ
∂u

∂y
) (3.9)

Also,
k

cp

∂

∂y
(H − u2

2
) =

µk

µcp

∂

∂y
(H − u2

2
) =

µ

Pr
(
∂H

∂y
− u∂u

∂y
) (3.10)

And

µ(
∂u

∂y
)2 + u

∂

∂y
(µ
∂u

∂y
) =

∂

∂y
(µu

∂u

∂y
) (3.11)

finally, substituting the Equations (3.9), (3.10) and (3.11) into the Equation (3.8) and sim-

plifying we get

ρu
∂H

∂x
+ ρv

∂H

∂y
=

∂

∂y
[
µ

pr

∂H

∂y
+ (1− 1

Pr
) + µu

∂u

∂y
] (3.12)

The nonlinear partial differential Equations (3.1), (3.2) and (3.12) can be considered as the

governing equations for laminar compressible flow over a flat plate without any pressure

gradient.
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3.2.4 Similarity solutions

Although the compressible boundary layer Euations (3.2), (3.2) and (3.12) can be

directly attacked by finite-difference methods, similarity transformation give easier solu-

tions. As for incompressible boundary layers, a number of beautiful transformations for

incompressible flows has been developed by earlier researchers. Here, we discuss only one

of these transformations, the Illingworth transformation, given by Illingworth in 1950 [65].

The compressible stream function ψ(x, y) is defined as

∂ψ

∂y
= ρu

∂ψ

∂x
= −ρv

(3.13)

The Equation (3.13) automatically satisfies the continuity Equation (3.1). Now, substitut-

ing the Equation (3.13) into momentum Equation (3.2) and Energy Equation (3.12), we get

∂ψ

∂y

∂

∂x
(
1

ρ

∂ψ

∂y
)− ∂ψ

∂x

∂

∂y
(
1

ρ

∂ψ

∂y
) =

∂

∂y
[µ
∂

∂y
(
1

ρ

∂ψ

∂y
)] (3.14)

∂ψ

∂y

∂H

∂x
− ∂ψ

∂x

∂H

∂y
=

∂

∂y
[
µ

pr

∂H

∂y
+ (1− 1

Pr
) + µ(

1

ρ

∂ψ

∂y
)
∂

∂y
(
1

ρ

∂ψ

∂y
)] (3.15)

The corresponding boundary conditions are modified into

At y = 0 :
∂ψ

∂x
= 0,

∂ψ

∂y
= 0, T = Tw

At y →∞ :
∂ξ

∂x
→ Ue, T → Te

(3.16)

As in incompressible flow case, we try to seek a self-similar transformations and the corre-

sponding similar solutions by changing the independent variables(x,y) to (ξ, η); however,

the transformed independent variables are introduced slightly differently as follows:

ξ =

∫ x

0

ρe(x)Ue(x)µe(x) dx = ξ(x) (3.17)

η = η(x, y) (3.18)
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Whereas, the dependent variable transformations are introduced as follows:

ψ(x, y) =
√

2ξf(η) (3.19)

u(x, y) = Ue(ξ)f
′
(η) (3.20)

H(x, y) = He(ξ)g(η) (3.21)

The relation between independent and dependent variable transformation can be derived by

using the definitions of compressible stream functions in Equation (3.13) :

∂ψ

∂y
=

√
2ξ
∂η

∂y
f

′
(η) = ρu = ρe(x)Ue(x)f

′
(η) (3.22)

Comparing the above Equation (3.22), we get:

∂η

∂y
=
Ue(x)√

2ξ
ρ (3.23)

Integrating The Equation (3.23),

η =
Ue√
2ξ

∫ y

0

ρ dy (3.24)

Using the chain rule, we get

∂

∂x
=

∂

∂ξ

∂ξ

∂x
+

∂

∂η

∂η

∂x
(3.25)

∂

∂y
=

∂

∂ξ

∂ξ

∂y
+

∂

∂η

∂η

∂y
(3.26)

From the Equation (3.17), we have

∂ξ

∂x
= ξ

′
(x) = ρe(x)Ue(x)µe(x) (3.27)

∂ξ

∂y
= 0 (3.28)
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( Here, we don’t have to calculate ∂η
∂x

since this term will cancel in our equations)

Now, substituting Equations (3.27) and (3.28) into the Equations (3.25) and (3.26), we have

∂

∂x
= ρeUeµe

∂

∂ξ
+

∂

∂η

∂η

∂x
(3.29)

∂

∂y
=

∂

∂η

Ue√
2ξ
ρ (3.30)

Now, let us calculate the following terms:

v = −1

ρ

∂ψ

∂x

= −1

ρ
[ρeUeµe

∂ψ

∂ξ
+
∂ψ

∂η

∂η

∂x
]

= −1

ρ
[
ρeµeUe√

2ξ
f(η) +

√
2ξf

′
(η)

∂η

∂x
]

(3.31)

∂u

∂x
= ρeUeµe

∂u

∂ξ
+
∂u

∂η

∂η

∂x

= Uef
′′
(η)

∂η

∂x

(3.32)

Again,
∂u

∂y
=
∂u

∂η

Ue√
2ξ
ρ

=
U2
e√
2ξ
ρf

′
(η)

(3.33)

And,
∂

∂y
(µ
∂u

∂y
) =

∂

∂η
[µ
U2
∞(x)√

2ξ
ρf

′
(η)]

U∞(x)√
2ξ

ρ

= ρµf
′′
(η)

U2
e

2ξ

=
ρµU2

e

2ξ
f

′′
(η)

(3.34)

Now, substituting the Equations (3.31), (3.32), (3.33)and Equation(3.34) into the Equation

(3.2, we get

ρU2
e f

′
f

′′ ∂η

∂x
− 1

2ξ
ρρeµeU

3
e ff

′′ − ρU2
e f

′
f

′′ ∂η

∂x
= (ρµf

′′
)
′U3

e ρ

2ξ
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ρ
U3
e

2ξ
[(ρµf

′′
)
′
+ ρeµeff

′′
] = 0

(ρµf
′′
)
′
+ ρeµeff

′′
= 0

(
ρµ

ρeµe
f

′′
)
′
+ ff

′′
= 0 (3.35)

The boundary-layer energy Equation (3.12) can also be reduced to an ordinary differential

equation. For this, we split the enthalpy into a magnitude times a shape as:

H(x, y) = He(ξ)g(η) (3.36)

By using the Equations (3.36), (3.29) and (3.30), we can immediately calculate the follow-

ing expressions:
∂H

∂x
= ρeUeµe

∂H

∂ξ
+
∂H

∂η

∂η

∂x

= Heg
′
(η)

∂η

∂x

(3.37)

Similarly,
∂H

∂y
=
∂H

∂η

Ue√
2ξ
ρ

=
ρUeHe√

2ξ
g

′
(η)

(3.38)

Substituting the Equations (3.37) and (3.38) into the Equation (3.12) or (3.15), we get:

ρUef
′
Heg

′ ∂η

∂x
− [

ρeµeUe√
2ξ

f+
√

2ξf
′
(η)

∂η

∂x
]
ρUeHe√

2ξ
g

′

= [
µ

Pr

ρUeHe√
2ξ

g
′
+ (1− 1

Pr
)
ρµU3

e√
2ξ

f
′
f ”]

′ ρUe√
2ξ

(
ρµ

ρeµe

1

Pr
g

′
)
′
+ fg

′
+
U2
e

He

[(1− 1

Pr
)
ρµ

ρeµe
f

′
f ”]

′
= 0 (3.39)

Hence the Equations (3.2) and (3.12) transform into the ordinary differential equations as

(
ρµ

ρeµe
f

′′
)
′
+ ff

′′
= 0 (3.40)

(
ρµ

ρeµe

1

Pr
g

′
)
′
+ fg

′
+
U2
e

He

[(1− 1

Pr
)
ρµ

ρeµe
f

′
f ”]

′
= 0 (3.41)
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With the corresponding boundary conditions from the Equation (3.16)

At η = 0 : f = 0, f
′
= 0, g = gw

At η →∞ : f
′
= 1, g = 1

(3.42)

Where, the prime denotes the differentiation with respect to η. The product ρµ is a variable

quantity and mainly depends upon temperature.

3.2.5 Numerical solution

If we carefully examine the the Equations (3.40) and (3.41), we find that these equa-

tions are ordinary differential equations which are coupled to each other through the quan-

tities ρµ, f, f ′
and f ”. These equations requires to be solved simultaneously. In order to

solve these Equations (3.40) and (3.41), we use classical nonlinear shooting technique. As

we see Equation (3.40) is third order ordinary differential equation, we need three bound-

ary conditions at η = 0. But we have only two conditions, f = f
′

= 0. Therefore, we

consider another condition f ”(0) and iterate until the boundary condition at edge f ′
(η) = 1

is obtained. Again, Equation (3.41) is second order differential equation. In order to solve

this equation along the boundary layer it requires two boundary conditions at the wall. The

problem is we have only one boundary condition, g(0) = g(w). So, we assume g′
(0) and

iterate the Equation (3.41) until the outer boundary condition, g′
= 1 is achieved.

The similarity solution of Equations (3.40) and (3.41) of the velocity and temperature

profiles for a laminar compressible flow over flat plate is given in the Figures (3.3) and (3.4)

respectively. Figure (3.5) is the velocity profile for compressible boundary-layer velocity

profile over a flat with insulated wall given by Van Drist (1952) [66].
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Figure 3.3: Velocity profile in a compressible laminar boundary-layer over our flat plate
(adabatic wall).

Figure 3.4: Temperature profile in a compressible laminar boundary-layer over our flat
plate (adabatic wall).
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Figure 3.5: Velocity profile in a compressible laminar boundary-layer over an insulated flat
plate [Van Drist (1952].

3.3 Conclusion

As we used 2-D compressible laminar boundary layer solution as a “base flow” of our

DNS, so, the base flow was thoroughly investigated in this chapter. A numerical self-similar

solution of viscous compressible laminar flow was obtained by using classical shooting

method which matches with the earlier numerical simulation by Van Drist (1952).
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CHAPTER 4

ORIGIN OF THE CHAOS IN LATE BOUNDARY-LAYER TRANSITION

4.1 Introduction

It is now well known that the late stages of the laminar-turbulent transition in bound-

ary layer is dominated by complex and multi-scaled flow dynamics and occurrence of

universal coherent vortical structures such as horseshoe, hairpin and ring-like vortices

[67, 68, 69]. These vortical structures are robust and persist for long time [6]. Actually,

these ring-like vortices travel downstream without breakdown until the sufficient amount

of dissipation comes into play. That means,even if the well developed turbulent flow seems

very entangled and chaotic but still the universal structures are present there. Under this

circumstance it is reasonable to consider the basic flow structure between late stage of tran-

sitional flow and developed turbulence are likely not fundamentally different. Since the

transitional flow structure is less chaotic and easier for analysis which may be helpful to

better understand wall-bounded turbulent shear flow and eventually modeling such kind

of flow. The focus of our present work is on the late (essentially nonlinear) stages of the

transition.

In contrast to the earlier stages of the transitional process which can be sufficiently

described by linear and secondary stability theory, the super late stages of transition-where

the state laminar flow changes into turbulent one- is not yet as clearly understood and it’s

numerical simulation requires large computer resources. Although the laminar-turbulent

transition is very sensitive to details of inflow, it is still important to locate the earliest

location of turbulence for a particular inflow condition. In order to shed some light on the

late stage transition, we thoroughly analyze our huge amount of data obtained by new high
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order DNS and try to locate as earliest as possible streamwise location originating the chaos

(turbulent spots) for a particular inflow conditions [70].

4.2 Nature of the non-linear flow in late stages of the laminar-turbulent transition

To gain additional insight for the mechanism of chaos formation process in very late

stage of the transition, here we present a short review of origination and evolution of coher-

ent vertical structures which are produced by interaction of non-linear Tollmien-Schlichting

(T-S) waves at the late stage. Blasius solution is introduced into inlet as a base inflow along

with artificial 2-D and 3-D perturbations. For identification of vortex structures in viscous

flow, we use λ2-eigenvalue technology developed by Jeong and Hussain [71]. This method

uses the eigenvalues of the symmetric 3× 3 tensor

Mij :=
3∑

k=1

ΩikΩkj + SikSkj,

where,

Ωij :=
1

2
(
∂ui
∂xj

+
∂uj
∂xi

) and Sij :=
1

2
(
∂ui
∂xj
− ∂uj
∂xi

)

represent the symmetric and anti-symmetric components of the velocity gradient tensor,

5u . If the three real eigen-value of M are listed as λ1 ≤ λ2 ≤ λ3, then any region for

which λ2 corresponds to a vortex core. Figure (4.1) is the evolution of time dependent

vortical structures at the stage of transition. Actually, the late stage of transition starts with

development of two pairs of counter-rotating Λ (horse shoe)-vortices at time t = 6T as

shown in Figure 4.1(a). These structures are rather short at the beginning (x = 412 −

420δin). They are continuously stretching during their evolution- the velocity for top and

bottom is different- and become much larger while moving downstream. While moving

further downstream , Ω-(hairpin) vortices appear. Perfectly circular and perpendicular ring-
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like vortices are generated by the interaction of primary and secondary streamwise vortices

and they are gradually lifted up due to boundary layer mean velocity profile [72].

Figure 4.1: Evolution of vortex structure at the late-stage of transition(Where T is the period
of T-S wave); (a) t=6.0T, (b) t=7T, (c) t=8T, (d) t=10.3T, and (e) t=17.0T (For the purpose
of clear visualization, the color of vortex sturucture is changed after t= 8T)

Two important phenomena, namely “sweep” (downdraft motions) [73, 74] and “ejec-

tion” (updraft motion) [50, 73] represent the primary constitutive events in late transitional

flow which are connected with ring-like vortices. When the first sweep motion between
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legs of Λ and the second sweep from the center of ring-like vortices mix with each other,

becomes much stronger downdraft motion and bring low speed flow from the boundary-

layer bottom to high speed zone near the inviscid area causing high shear layer just above

the ring legs. This shear layer is very unstable. Hence multiple ring-like vortices are formed

by following first Helmholtz vortex conservation law as shown in Figure 4.1(b). For detail

mechanism [75, 76]. From Figure 4.1(c), we observe that second ring cycle overlaps first

cycle (x = 472 − 490δin). This phenomenon will be described in more detail in section

5.3. The coherent vertical structures which were demonstrating very salient feature at the

beginning , now started to entangle each other. As we see from Figure 4.1(d), the third

level cycle just starts to overlap previous cycles in time step t = 10.3T at x ≈ 500. The

complicated and nonlinear flow field in the late stage of time can be visualized as Figure

4.1(e).

4.3 Chaos starts from Second ring cycle nearly at middle in both streamwise and spanwise

directions

Here we mainly focused on the flow field which is viable through our DNS. Figure

4.2(a) and (b) are top and bottom view of vortices structure at t = 16.25T . We can clearly

see from the figure 4.2(a) that the top ring structures are symmetric. To investigate the

symmetry of the bottom structure, a slice in streamwise direction of flow field has inserted

at very bottom. From figure 4.3(a) and 4.3(b) it looks that the bottom structure is still

symmetric.

To further investigate the bottom structure at the above mentioned time, three differ-

ent slices are considered at three different position (z = 0.4; z = 1.5; andz = 2.3). While

taking consideration of iso-surface of pressure for these slices, it can be clearly claimed
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Figure 4.2: Asymmetric phenomenon started in middle while top and bottom still preserve
symmetry (t=16.75T); (a) Top view, (b) Bottom view.

Figure 4.3: Bottom ring cycle structure (t = 16.75T ); (a) Bottom view with a slice, (b)
Bottom slice with flood and line.

From the Figures 4.4(a),(b) and (c) that the bottom ring cycles are also asymmetric and

periodic ( in spanwise direction).

Meanwhile, to investigate the mechanism of flow chaos in spanwise direction, a slice

from Figure 4.2(a) is chosen in stremwise direction at x = 838.9δin. With development of
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Figure 4.4: Bottom ring cycle structure (t = 16.75T ); (a) z = 0.4, (b) z = 1.5, (c) z = 2.3.

advanced tools for flow visualization in our modern era of research, stream-traces are useful

to check intensity of vortices. We can clearly see from Figure 4.5(a) that the two vortex

rings inside left and right white rectangular boxes are generated with different intensity

of verticity.Figure 13(b) is the enlarged cross section of Figure 4.5(b). However, all other

vortices have same magnitude of intensity.

To justify that the two vortices indeed have different intensities, we further check two

other variables namely pressure and spanwise vorticity (Ωy). From Figure 4.6(a), we see

that there is less pressure at the left vortex ring position in black rectangle than in the right

black rectangle. Also, from Figure 4.6(b), we can visualize that left vortex ring has greater

intensity of spanwise vorticity than the right vortex ring. This observation is consistent

with the theory that vortex core always has low pressure.

We further try to confirm our claim ( subsection 3.2) by using 3-dimensional coherent

vertical structures. Here, we cut our domain in such a way that the visible tail of vertical

structure starts from exactly the same slice in Figure (4.5) and (4.6). Figure (4.7) is tail
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Figure 4.5: Chaos started in middle while top and bottom still preserve symmetry (t =
16.75T ); (a) Cross-section of λ2 (b) Enlarged cross-section of λ2 and stream-trace

Figure 4.6: Asymmetric phenomenon started in middle while top and bottom still preserve
symmetry(t = 16.75T ); (a) Cross-section of pressure, (b) Cross-section of spanwise
vorticity.

view of iso-surface of λ2 at t=16.25T. From the black rectangles in Figure 4.7, it can be

clearly observe that the vortex structures are not symmetric. From here on, we will consider
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the above mentioned time step and streamwise location- t = 16.25T , x = 838.9 δin - as the

origin of such kind of the chaos for our DNS because a significant asymmetric phenomenon

starts from that time step and the location. The phenomenon of losing symmetry from the

middle ring structure is also reasonable. Since each ring cycle itself is very stable structure,

it will be symmetric until it start changing position in spanwise direction.The bottom ring

cycle structure is in inviscid zone where it get support from the solid wall so it still keeps

symmetry. At the same time the top ring cycle is in inviscid region where the flow is regular

so the top will remain symmetric until the sweeps push up the asymmetric small length

scales to the top . Hence, the only possible region for originating asymmetric phenomenon

is middle ring cycle structure.

Figure 4.7: 3-D visulization of flow (t = 16.75T ); (a) Tail view of iso-surface of λ2 and
stream-trace, (b) Enlarged cross-section of tail view of iso-surface of λ2.
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4.4 Overlapping of multiple-level ring cycles

Figure (4.8) is a side view of iso-surcface of λ2 at t = 16.25T . From this Figure, we

observe that the transitional boundary layer is getting thicker and thicker. This thickening

is due to overlapping of multiple-level of ring cycles. This overlapping phenomenon can

be described in this way. Since, the ring head is located in the inviscid area and has much

higher moving speed than the ring legs which are located near the bottom of the boundary

layer, the hairpin vortex is stretched and multiple rings are generated. This will lead to an

overlapping of second ring cycle upside of the first ring cycle. However, no mixing of two

cycles is observed by our new DNS (Figures 10(c) and 9(d)).

The second ring cycle is generated by the wall surface, then separated from wall and

Figure 4.8: Side view of iso-surface of λ2 for whole domain.

Figure 4.9: Enlarged view side view of iso-surface of λ2.
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convected to downstream. By the same reason the third ring cycle overlaps first two cycles

and so on. This is the reason why the transitional boundary layer becomes thicker and

thicker.

While investigating the mechanism for flow chaos, it is found an interesting connec-

tion between the origin of chaos (x = 838.9 δin) and thickness of transitional boundary

layer. Figure (4.9), which is enlarged view of Figure (4.8) clearly shows that the asym-

metric flow starts from the place where the boundary layer has maximum thickness. More

interestingly, it is found that the loss of symmetry begins from nearly the middle of the flow

field in the streamwise and spanwise direction. Since, all noises ( perturbations) are mainly

introduced through the inflow, outflow or far field, it is unlikely that the reason to cause

asymmetry is due to the large background noises, but is pretty much the internal property

of the multiple-level vortices structures in boundary layer.

4.5 Completely chaotic flow at very late stage

As we found the asymmetric fluctuation is originated at the middle level ring cy-

cle. Another question is immediately raised how this loss of symmetry spreads in the

normal direction. To answer this question, we investigate the coherent vertical structures at

t = 17.625T . By observing Figure 4.10(a), we notice the top level rings still preserve sym-

metry. Meanwhile we found that the bottom level of ring cycles completely lost symmetry

[Figure 4.10 (b)]. This can be concluded that the asymmetric phenomenon which was

started in the middle just affected bottom level ring cycle through sweeps. Here we found

“Sweeps” motion play important role to spread the asymmetric phenomenon to bottom.

Actually, the sweep brings high speed fluid from inviscid region to bottom of boundary

layer. The small length scale in bottom is direct consequence of sweeps so these small

scales are now victim.
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Figure 4.10: Assymetric phenomenon has spreaded to bottom; (a) Top view iso-surface of
λ2, (b) Bottom view iso-surface of λ2.

To further confirm the claim that the deformed vortices in middle affect the small-

scale vortices on bottom, we choose a cross section in Figure 4.10 (a) and (b) at the stream-

wise loaction x ≈ 931.5δin. We use stream traces of velocity perturation as shown in Figure

4.12(a). Here, the assymetric fluctation has just spreaded to bottom while top structure is

Figure 4.11: Top view of iso-surface of λ2.
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still symmetric. Figure 4.12(b) is one cross-section taken from the Figure (4.11).

Figure 4.12: Complete chaos at very late stage; (a) Velocity perturbation, (b) Velocity of
stream-traces.

4.6 Conclusion

The follwoing conclusions can be made by the current DNS results:

1. The spatial position of the origin of flow chaos for a particular disturbances have

been claimed.

2. Although we still use the symmetric boundary condition (period is π for inflow and

2π for the whole domain) without intentional introduction of background noises from

the inflow, outflow, and far-field, we still find that the vortices finally become chaos in

the whole flow field. Unlike the earlier claim that the origin of the chaos in boundary

layer was due to big back ground noises and span-wise periodic boundary condition,

we found that the process due to internal property the flow structure and will be

triggered by the overlapping of multiple-level ring cycles.
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3. There are small vertex rings generated at the middle by different streamwise velocity

shear levels which will affect the intensity of positive spikes. This will result in

deformation of the small vortices near the bottom of the boundary layer.

4. The asymmetric lower level vortices deform the shape of the upper level vortices

through ejection. Simultaneously, the deformed small vortices in middle quickly

affect the small length scale in bottom.

5. Finally, we can find that the top flow structure loses the symmetry and the whole flow

field is randomized.
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CHAPTER 5

SKIN-FRICTION AND BOUNDARY-LAYER THICKENING AT LATE STAGE OF

THE TRANSITIONAL FLOW

5.1 Abstract

This part of the dissertation expands upon the results presented in [77] also expends

those results by investigating the possible connection with origin of the chaos in late bound-

ary layer transition. The skin-friction drag on a surface of most transportation systems

moving in a fluid is one of a prime concern by engineers. It is widely accepted that turbu-

lent flow has higher friction than laminar flow due to the higher mixing in boundary layer.

However, our new and well validated high order Direct Numerical Simulation (DNS) data

show that the sudden ( probably exponential ) growth of skin-friction in a laminar-turbulent

transitional zone. This can be explained as whenever the small length scales are generated,

the velocity shear becomes very large in the laminar sub-layer which is due to momentum

increment. Then the surface friction quickly jumps to a very high level even the flow is

still transitional phase. Since for incompressible flow the viscous coefficient is a constant,

there is no direct co-relation between high surface friction and turbulence mixing. There-

fore, high skin-friction is only directly related to velocity gradient which is immediately

provoked by small length scale generation near the wall. From the earlier experiments it is

found that the turbulent boundary layer is much thicker than laminar boundary layer. This

part also presents the mechanism that why the overlapping of multiple-level ring cycles

play an important role for the boundary layer thickening in transitional flow. Numerical

data obtained from our DNS shows that the second and third level of multiple ring cycles

would overlap with the primary level of multiple ring cycle since ring head usually located
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in inviscid region will have greater velocity than ring legs attached in bottom(viscid re-

gion). Another interesting phenomena is that even the second ring cycle directly over lap

first and also have sign of viscosity but still does not mix with the first ring cycle. Actually

these ring cycles are separated by a secondary vortex rings which are generated by the wall

surface and moved to the middle between two ring cycles. The overlapping of multiple ring

cycles leads to thickening of the transitional boundary layer.

5.2 Background and motivation

As aviation and marine industries are growing bigger and bigger, the fuel consump-

tion and emission of harmful gases on air being an important issue. Engineers are al-

ways concerned for designing energy-efficient and environmentally appropriate technolo-

gies. While talking about fuel economy in aircraft and ship, one of the main interest lies

in the skin-friction drag reduction in boundary surface since it is a main contributor to the

total drag and can contribute up to 50% for a subsonic transport aircraft [78] and upto 60%

of a ship’s total resistance when Froude number is on the order of 10−1 [79]. Skin-friction

is also an important factor for depicting the turbulent state of flow in boundary layer, which

is important both to basic understanding of such kind of flows and to assist in boundary

layer control. As a result, there has been numerous amount of experimental and numerical

research work related to the skin-friction drag, specially how to reduce the shear-stress in

wetted surface and many novel technologies such as boundary layer delay, aircraft surface

laminarization, boundary layer suction and surface cooling etc. have been implemented.

Mainly, two types of methods have used to reduce the skin-friction such as active (e.g. gas

or polymer injection) and passive (e.g. hydrophobic coating) methods [4, 80].

For the recent years the interest for the laminar flow control (LFC) has increased

greatly [81]. Laminar flow control is an active boundary-layer flow control technique,

58



which will be beneficial to maintain the laminar flow (LF) state at chord Reynolds num-

bers behind those that are normally considered to be transitional or turbulent state with out

use of control [82]. It is important to note that the laminar flow control doesn’t imply the

relaminarization of a turbulent flow. It has been shown experimentally that the surface fric-

tion coefficient for the turbulent boundary layer may be two to five times greater than that

laminar layer at same Reynolds number [83]. Obviously, laminar flow will be more desir-

able than the turbulent one from the view point of skin-friction drag reduction of aircraft.

Although achieving the laminar over an entire domain is impractical due to sensitivity of

laminar flow with external disturbances,the drag reduction generated by LF over selected

portions of a vehicle ( for example, for an aircraft,the wing, engine nacelles, fuselage nose

etc are candidates for achieving LF) is achievable.

Meanwhile, some of the current researches also have been focusing on how to design

a device that can artificially increase the thickness of the boundary layer in the wind tunnel.

For instances, one way to increase is by using an array of varying diameter cross flow jets

with the jet diameter reducing with distance downstream and there are other methods like

boundary layer fence, array of cylinders, gauze screen, or distributed drag method [84].

It is well-known that turbulent boundary-layers are much thicker than the laminar

layer. However, there are few literature related for the mechanism of the multi-level rings

overlapping and how boundary-layer thickening. From the Figure (5.1) which is taken from

the book of Schilichting, it can be clearly noted that the boundary layer becomes thicker

and thicker while the flow state is changing from laminar to turbulence. This phenomenon

is also observed by our DNS of flow transition over a flat plate. Figure (5.2) is visualization

of the multiple-level ring overlapping. Moreover, even though they have same direction of

rotation still never mix to each other.
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Figure 5.1: Schematic of flow transition on a flat plate( page 474,Boundary-Layer Theory
by Schilichting et al, (2000)[26])

Figure 5.2: Mutliple ring cycles overlapping and boundary thickening (our DNS)

5.3 Relation between small length-scale vortices generation and skin-friction coefficient

The concept of “ hairpin vortex breakdown” was well accepted and it was further

assumed that the process of breakdown was responsible for small scale generation (tur-

bulence formation) [26, 85]. However, from our DNS results, we didn’t observe any “

breakdown” [Figure 5.5] moreover it is impossible theoretically [11] as well. The immedi-

ate question is how the small-scale vortices are generated. Interestingly, all small vortices,

and thus turbulence, are generated by high shear (HS) layer near the wall instead of by

“vortex breakdown” [5]. From the Figure (5.3) and (5.4) it can be easily observe that lots

of small-length scales are already generated around HS and most of them appear between
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the bottom of the wall and the high shear layer region and some of them are located above

the HS.

Figure 5.3: 3-D visualization of flow with stream traces at t = 15.0T and x = 508.633δin
[Ping Lu et al., (2011)]

Figure 5.4: 3-D visualization of flow with stream traces and velocity perturbation at t =
15.0T and x = 508.633δin [Ping Lu et al., (2011)]
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Figure (5.5) is the 3-D visualization of late stage of transition by bottom view. Mean-

while, the shapes of positive spikes along x-direction is shown in Figure (5.6). Actually,

these positive spikes are formed due to the sweep motion of inviscid fluid. Originally, these

spikes are formed separately with different intensity later combine together to form a much

stronger high speed area. Finally, two red regions (high speed areas) depart further under

the ring-like vortex.

Figure 5.5: Visualization of flow transition at t = 18.0T based on eigenvalue λ2.

To investigate the relation between small length scale vortices generation and sud-

den increment of skin- friction, we will first analyze one of two slices from Figure 5.7(a)

in more details. The streamwise location of the positive spikes and their wall-normal po-

sitions with the co-existing small structures can be observed in this section. Figure 5.7(a)

demonstrates that the small length scales (turbulence) are generated near the wall surface in

the normal direction and Figure 5.7(b) is the contour of velocity perturbation at an enlarged

section x = 508.63 in the streamwise direction. Red spots at the Figure 5.7(b) indicates
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Figure 5.6: (a) bottom view of λ2 structure;(b)Visualization of shape of positive spikes
along x-direction.

the region of high shear layer generated around the spike. It shows that small vortices are

all generated around the high speed region (positive spikes) due to instability of high shear

layer, especially the one between the positive spikes and solid wall surface.

Figure 5.7: (a) Isosurface of λ2 and streamtrace at x = 508.633δin; (b) Iso-surface of λ2
and velocity perturbation at x=508.633 δin.

Figure (5.8) is a graph plotted the skin-friction coefficient calculated from the time-

averaged and spanwise-averaged profile along various streamwise locations. The spatial

evolution of skin-friction coefficients of laminar flow is also plotted out for comparison.
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It is observed from this figure that the sharp growth of the skin-friction coefficient occurs

after x ≈ 450δin , which is defined as the “onset point”. The skin-friction coefficient after

transition is in good agreement with the flat-plate theory of turbulent boundary layer by

Cousteix in 1989 [62].

Figure 5.8: Streamwise evolutions of the time and spanwise averaged skin-friction coeffi-
cient.

To collect more supporting materials for the relationship between the downdraft mo-

tions and small length scale vortex generation we take consider the four ring-like vortices

at different spanwise locations and for same time step t = 8.0T as shown in Figure (5.9).

When the primary vortex ring is perpendicular and perfectly circular, it will generate a

strong second sweep which brings a lot of energy from the inviscid area to the bottom of

the boundary layer and makes that area very active. However, when the heading primary

ring is skewed and sloped but no longer perfectly circular and perpendicular, the second

sweep immediately becomes weak. This phenomenon can be verified from Figure (5.10)
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that the sweep motion is getting weak as long as the vortex rings do not keep perfectly

circular and perpendicular.

Figure 5.9: Side view for multiple-level ring cycles at t = 8.0T .

Figure 5.10: Side view for multiple rings with vector distribution at t = 8.0T .

Figure 5.11: Side view for multiple rings with velocity perturbation at t = 8.0T .
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By looking at Figure 5.11 around the region of x = 508δin, we note that there is a

high speed area (red color region) under the ring-like vortex, which is caused by the strong

sweep motion. However, for the ring located at x = 537δin, we can see there is no high

speed region below the first ring due to the weakness of the sweep motion. That gives us an

idea that we can try to change the gesture and shape of the vortex rings in order to reduce

the intensity of positive spikes. Eventually, the skin friction can be reduced consequently.

5.4 Conclusion

At the late stage of transition, the flow is essentially nonlinear and complex so it’s

very hard to approach. However, based on our recent numerical simulation, the following

conclusions can be made.

1. There is direct relationship between The enlargement of skin-friction and the small

length scale vortices generation during the transition process. It clearly indicates that

the shear stress is only related to velocity gradient rather than viscosity change.

2. If the ring-like vortex is skewed and/or the standing position is inclined,the second

sweep from the vortex and the intensity of the positive spikes will be weakened.

This direct consequence is that small length scales quickly damp. This might be an

important indication that we should mainly consider the sharp velocity gradients for

turbulence modeling instead of only considering the change of viscous coefficients

in the near wall region.

3. The overlapping of multiple-level ring cycles is the main region for the thickening of

the transitional boundary layer. However, they never mix because the two different

level cycles are separated by a vortex trees which has a different sign with the primary

vortex cycle.
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APPENDIX A

MORE VISUALIZATION ABOUT LATE STAGE OF FLOW
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A.1 Nature of flow field at the late stage of transition

Figure A.1: Ring type vortex generation, λ2 = −0.001; (a) t=6.0T, (b) t=6.2T, (c) t=6.4T,
(d) t=7.0T

Figure A.2: 3-D visualization of flow field , λ2 = −0.001; t=16.25T
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Figure A.3: Visualization of coherent structures at late of flow , λ2 = −0.001; t = 8.2T,

Figure A.4: Back view of coherent structures at λ2 = −0.001; t = 8.0T,
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Figure A.5: Complete flow visualization at late transition for λ2 = −0.001; t = 16.25T,
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