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ABSTRACT

DISTRIBUTED DATA DIMENSIONALITY REDUCTION AND DENOISING

ABIODUN T. ADUROJA, M. Sc.

The University of Texas at Arlington, 2013

Supervising Professor: Ioannis D. Schizas

With the recent upsurge in the amount of data transmission and use, giving rise to the era of big data, research has put a lot of emphasis on designing efficient methods to extract useful information by reducing the size of a large set of data to a much smaller set. This is the main idea in data dimensionality reduction which is a critical step in applications that involve a constantly increasing data size, and limited computational and communication resources. Such a situation appears in sensor networks where there is a large number of sensors acquiring data. However, the informative part of the sensor data in practice is created by a small number of sources/phenomena of interest and the dimension of data can be effectively reduced.

Data dimensionality reduction by employing principal component analysis has proven to be extremely useful. Traditional principal component analysis involves principal subspace estimation obtained by a decomposition of the data covariance matrix in a centralized fashion. However, such centralized approaches do not account for the fact that sensors are spatially scattered while they may have to communicate through noisy links. This thesis puts forth a distributed algorithmic framework for estimating the principal eigenspace of the sensor data without the need of a central fusion center. Each sensor is only responsible
for estimating only a small part of the principal subspace, and it only communicates with
sensors in its near vicinity, the so called single-hop neighbors. Toward this end, the stan-
dard principal component analysis framework is reformulated as a separable constrained
minimization problem which is solved by utilizing coordinate descent techniques com-
bined with the alternating direction method of multipliers. Computationally simple local
updating recursions are obtained that involve only single-hop inter-sensor communications
and allow sensors to estimate the principal covariance eigenspace in a distributed fashion.
Two different type of algorithms are obtained that can applied in different sensor network
architectures.

The proposed distributed principal eigenspace estimation framework is used in a de-
noising application, where the sensor data are projected onto the estimated principal space
to reduce the noise and improve overall data quality. To this end, a novel distributed de-
noising scheme is presented in this thesis. Extensive numerical tests using both synthetic
and real data demonstrate that the proposed framework has the potential to achieve a con-
siderably faster convergence rate and better steady-state estimation performance compared
to existing alternatives. Further, the proposed distributed algorithms exhibit robustness in
the presence of inter-sensor communication noise whereas alternative techniques do not
converge in the presence of random perturbations.
# TABLE OF CONTENTS

<table>
<thead>
<tr>
<th>Acknowledgements</th>
<th>iv</th>
</tr>
</thead>
<tbody>
<tr>
<td>Abstract</td>
<td>v</td>
</tr>
<tr>
<td>List of Illustrations</td>
<td>ix</td>
</tr>
<tr>
<td>List of Tables</td>
<td>x</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Chapter</th>
<th>Page</th>
</tr>
</thead>
<tbody>
<tr>
<td>1. INTRODUCTION</td>
<td>1</td>
</tr>
<tr>
<td>1.1 Background</td>
<td>1</td>
</tr>
<tr>
<td>1.1.1 Sensor Networks</td>
<td>2</td>
</tr>
<tr>
<td>1.1.2 Distributed Sensing</td>
<td>4</td>
</tr>
<tr>
<td>1.1.3 Principal Component Analysis (PCA)</td>
<td>5</td>
</tr>
<tr>
<td>1.1.4 Previous work</td>
<td>6</td>
</tr>
<tr>
<td>1.1.5 Contributions of the thesis</td>
<td>7</td>
</tr>
<tr>
<td>1.1.6 Outline of Work</td>
<td>7</td>
</tr>
<tr>
<td>2. A DISTRIBUTED FRAMEWORK FOR PERFORMING PRINCIPAL COMPONENT ANALYSIS</td>
<td>8</td>
</tr>
<tr>
<td>2.1 Problem Statement</td>
<td>8</td>
</tr>
<tr>
<td>2.2 Distributed Implementation</td>
<td>10</td>
</tr>
<tr>
<td>2.2.1 Alternating-Direction Method of Multipliers (ADMM)</td>
<td>11</td>
</tr>
<tr>
<td>2.2.2 Batch Distributed PCA Algorithm</td>
<td>12</td>
</tr>
<tr>
<td>2.2.3 Adaptive D-PCA</td>
<td>17</td>
</tr>
<tr>
<td>2.3 Communication cost</td>
<td>20</td>
</tr>
<tr>
<td>3. DISTRIBUTED PCA WITHOUT BRIDGE SENSORS</td>
<td>22</td>
</tr>
<tr>
<td>Section</td>
<td>Title</td>
</tr>
<tr>
<td>---------</td>
<td>----------------------------------------------------------------------</td>
</tr>
<tr>
<td>3.1</td>
<td>Problem Statement</td>
</tr>
<tr>
<td>3.2</td>
<td>Distributed Implementation of PCA</td>
</tr>
<tr>
<td>3.2.1</td>
<td>Application of the ADMM</td>
</tr>
<tr>
<td>3.2.2</td>
<td>Adaptive D-PCA</td>
</tr>
<tr>
<td>3.3</td>
<td>Inter-Sensor Communication Noise</td>
</tr>
<tr>
<td>3.4</td>
<td>Communication and Computational Costs</td>
</tr>
<tr>
<td>3.5</td>
<td>Comparison of bridge/ bridgeless sensor network communication costs</td>
</tr>
<tr>
<td>4.</td>
<td>DISTRIBUTED DATA DENOISING</td>
</tr>
<tr>
<td>4.1</td>
<td>Problem Statement</td>
</tr>
<tr>
<td>4.2</td>
<td>Distributed Implementation</td>
</tr>
<tr>
<td>5.</td>
<td>NUMERICAL TESTS AND DISCUSSION</td>
</tr>
<tr>
<td>5.1</td>
<td>D-PCA in network with bridge sensors</td>
</tr>
<tr>
<td>5.2</td>
<td>D-PCA in a network without bridge sensors</td>
</tr>
<tr>
<td>5.2.1</td>
<td>Subspace Estimation error vs. iteration index</td>
</tr>
<tr>
<td>5.2.2</td>
<td>Post-SNR vs. Number of principal eigenvectors</td>
</tr>
<tr>
<td>5.3</td>
<td>D-PCA with bridge sensors vs. D-PCA without bridge sensors</td>
</tr>
<tr>
<td>5.4</td>
<td>Denoising of Synthetic Data</td>
</tr>
<tr>
<td>5.5</td>
<td>Denoising of Real Data</td>
</tr>
<tr>
<td>5.5.1</td>
<td>pre-SNR vs. actual SNR vs. post-SNR</td>
</tr>
<tr>
<td>5.5.2</td>
<td>post-SNR vs. number of estimated principal components</td>
</tr>
<tr>
<td>6.</td>
<td>CONCLUSIONS AND FUTURE DIRECTIONS</td>
</tr>
<tr>
<td>References</td>
<td></td>
</tr>
<tr>
<td>Biographical Statement</td>
<td></td>
</tr>
</tbody>
</table>
### LIST OF ILLUSTRATIONS

<table>
<thead>
<tr>
<th>Figure</th>
<th>Description</th>
<th>Page</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.1</td>
<td>A ad-hoc sensor network</td>
<td>3</td>
</tr>
<tr>
<td>5.1</td>
<td>Subspace projection estimation error $e(t)$ vs. time index $t$ for $r=1$ (top); and $r=2$ (bottom) in a setting with bridge sensors</td>
<td>42</td>
</tr>
<tr>
<td>5.2</td>
<td>Subspace projection estimation error $e(t)$ vs. time index $t$ for $r=1$ (top); and $r=2$ (bottom) in a network without bridge sensors</td>
<td>44</td>
</tr>
<tr>
<td>5.3</td>
<td>Subspace projection estimation error $e(t)$ vs. time index $t$ for $r=1$ (Steady state performance)</td>
<td>45</td>
</tr>
<tr>
<td>5.4</td>
<td>Subspace projection estimation error $e(t)$ vs. iteration index $t$ for D-PCA with and without bridges for $r = 1$</td>
<td>47</td>
</tr>
<tr>
<td>5.5</td>
<td>Subspace projection estimation error $e(t)$ vs. iteration index $t$ for D-PCA with and without bridges for $r = 2$</td>
<td>47</td>
</tr>
<tr>
<td>5.6</td>
<td>Subspace projection estimation error $e(t)$ vs. iteration index $t$ for different number of consensus iterations for $\text{SNR}<em>{\text{obs}} = -3 \text{dB}$ and $\text{SNR}</em>{\text{comm}} = 25 \text{dB}$</td>
<td>49</td>
</tr>
<tr>
<td>5.7</td>
<td>Subspace projection estimation error $e(t)$ vs. iteration index $t$ with and without communication noise for $\text{SNR}_{\text{obs}} = -3 \text{db}$</td>
<td>51</td>
</tr>
<tr>
<td>5.8</td>
<td>Subspace projection estimation error $e(t)$ vs. iteration index $t$ for $\text{SNR}<em>{\text{comm}} = 5 \text{db}, 10 \text{db}, 20 \text{db}$ with $\text{SNR}</em>{\text{obs}} = 5 \text{db}$</td>
<td>52</td>
</tr>
</tbody>
</table>
## LIST OF TABLES

<table>
<thead>
<tr>
<th>Table</th>
<th>Description</th>
<th>Page</th>
</tr>
</thead>
<tbody>
<tr>
<td>5.1</td>
<td>post-SNR vs. number of estimated principal eigenvectors</td>
<td>46</td>
</tr>
<tr>
<td>5.2</td>
<td>post-SNR vs. Number of consensus iterations</td>
<td>48</td>
</tr>
<tr>
<td>5.3</td>
<td>post-SNR vs. Number of principal eigenvectors</td>
<td>50</td>
</tr>
<tr>
<td>5.4</td>
<td>post-SNR vs. communication noise SNR</td>
<td>50</td>
</tr>
<tr>
<td>5.5</td>
<td>pre-SNR, actual SNR (act-SNR) and post-SNR using real data</td>
<td>53</td>
</tr>
<tr>
<td>5.6</td>
<td>post-SNR vs. number of estimated principal eigenvectors using real data</td>
<td>53</td>
</tr>
</tbody>
</table>
CHAPTER 1

INTRODUCTION

1.1 Background

Data acquired by sensors that sense a particular field are usually confined into a subspace of dimensionality. Efficient in-network processing of the sensor data collected is a major strategy that can enable sensor networks to extract useful information from the acquired data. Since not all data acquired is usually needed, estimation of the principal signal subspace of the sensor data is crucial in reducing the memory and computational requirements imposed by a huge amount of data. Apart from this, sensors have limited resources in terms of energy, computational power and data throughput. Radio communication in particular is an energy consuming process and it is one of the primary reasons in sensor node’s battery depletion [1]. The reduction in the quantity of the data being transmitted is therefore essential in designing sensor networks [2]. Sensor data in practice tend to exhibit temporal and spatial correlations that can be exploited to reduce their dimensionality. The workhorse of recovering the low dimensional signal subspace corresponding to a large set of data is known as Principal Component Analysis (PCA), see e.g., [3]. This method involves estimating the eigenvectors and eigenvalues of the data covariance matrix which can be estimated via sample-averaging of data acquired over a time period. PCA aims to keep estimate a few covariance eigenvectors, the principal eigenvectors, that describe in a compact way the low-dimensional signal subspace where the sensor data lie on. The data acquired are then projected onto the principal eigenspace to obtain a low-dimensional representation. This projection, which is of reduced dimension, finds application in data dimensionality reduction, image denoising and sensor data denoising on an mean square
error (MSE) optimal basis [4–6]. The topic of this thesis is the design and testing of improved distributed algorithms that have the ability to estimate the principal eigenspace over a network of spatially scattered sensors. Combining statistics with message passing techniques an computationally efficient and effective distributed algorithmic framework is put forth that has the ability to outperform existing alternatives when it comes to distributed dimensionality and denoising applications.

1.1.1 Sensor Networks

Recent technological improvements in wireless communications have made the development of small, inexpensive, low-power, distributed devices, which are capable of local processing and wireless communication, possible. Such nodes known as sensors are capable of only a limited amount of processing. Networks of sensors offer spatial diversity when acquiring data in the sense that sensing is carried out at multiple locations, thus the danger of having severely degraded by shadowing measurements when sensing at a single location is eliminated. Thus, multiple sensing nodes that occupy different locations can really lead to improved accuracy and robustness. When coordination/collaboration takes place among multiple sensors that share their information, networks of sensors have the ability to measure a given physical environment in great detail. Thus, a sensor network can be described as a collection of sensor nodes which collaborate to perform some specific action [7]. Figure 1.1 shows a graphical representation of ad-hoc (structure-less) sensor network with 13 sensors/nodes.

The are different basic network topologies, namely; fully connected, mesh, star, ring, tree, as well as ad-hoc networks with such structure as the one provided in 1.1. A single network of sensors may consist of the following different interconnected topologies [8].
Figure 1.1. A ad-hoc sensor network.

1. Fully connected networks basically face complexity problems because as additional nodes are added, the number of links increases exponentially making the routing problem computationally complex.

2. Mesh networks have nodes that are identical permitting communication to their nearest neighbors. They are also called peer-to-peer nets. This topology is robust to both node and link failures. An advantage of mesh nets is that, although all nodes may be identical and have the same computing and transmission capabilities, certain nodes can be designated as bridges that take on additional functions. Similar properties are shared by ad hoc networks too.

3. Star topology involves connection of all sensors to a fusion center that gathers the sensor data. The fusion center does the information processing. If there is a failure in a communication link, only one node is affected. However, if the fusion center breaks down, then the whole network fails.
4. Ring topology involves all nodes performing the same function without a central or a 'bridge' sensor. Messages generally travel around the ring in a single direction. If there is a failure along one of the communication links, the whole network fails.

1.1.2 Distributed Sensing

Traditional sensor networks consisted of small number of sensor nodes that were wired to a central fusion center. However, the focus recently has been on wireless, distributed, ad hoc sensor networks. Sensing in a distributed fashion allows for closer placement to the parameter being measured than a single sensor would permit especially when the exact location of that particular deterministic quantity is unknown. Multiple sensor nodes are also required to overcome environmental obstacles like obstructions, line of sight constraints etc [9]. Typically, the environment to be monitored does not have an existing infrastructure for either energy or communication. As such, factors such as energy, communication cost and memory capacity becomes integral to any network of sensors. In terms of distributed processing, since communication consumes a lot of energy, centralized sensing systems would require huge communication costs to communicate over long distances resulting in energy depletion. This also suffers from communication latency, in which case is the time it takes information to be transferred to a central processing node. This makes localized computation important as well. [7]

Sensor Networks have found huge applications in environmental monitoring - involving monitoring quantities such as air, soil and water, condition based maintenance, habitat monitoring, seismic detection, military surveillance, inventory tracking etc. It is worth noting that, because of the pervasive nature of micro-sensors, sensor networks have the potential to revolutionize the ways data collection and model development are used to construct complex physical systems [10]. Despite its applications, sensor network poses some challenges in terms of ease of ad hoc deployment, performance in an unattended operation,
sensor outage detection and compensation. Hence, the task of optimizing sensor network communication have been extensively studied with regards to energy efficiency, computation localization, and minimizing routing [7, 11].

1.1.3 Principal Component Analysis (PCA)

PCA is a statistical technique for simplifying a dataset. It was first introduced by Pearson(1901) [12] as a method of linear regression through geometric derivation. Later, it was developed and got its current name through Hotelling(1933) [13, 14] when it was first presented in algebraic form. Hotelling derived it as a technique for analysis of correlation between many random variables. PCA aims to reduce the dimensionality of a set of data whilst preserving as much of the relevant information as possible. It also relies entirely on the input data without reference to the corresponding target data [15] (the criterion to be minimized is the reconstruction mean-square error) [16].

This is achieved by transforming to a new set of variables; the principal components (PC) that are uncorrelated, linear functions of the original variables, and the greatest variance by any projection of the data comes to lie on the first coordinate, the second greatest variance on the second coordinate, and so on. This is done practically by computing the covariance matrix for the full data set. Next, the eigenvectors and eigenvalues of the covariance matrix are computed, and sorted according to decreasing eigenvalue [15]. These eigenvalues give the variances of their respective principal components, and the ratio of the sum of the first say \( p \) eigenvalues to the sum of the variances of all say \( r \) original variables represents the proportion of the total variance in the original dataset, accounted for by the first \( p \) principal components.

PCA has been extended to non-linear applications such as approach to multivariate analysis [17] and also implemented in neural networks [18].
1.1.4 Previous work

PCA has been developed for different settings that include the aggregation of data to a central processing unit [5, 6, 19]. But sensor data are generally scattered among sensors in a sensor network, some other approaches were developed such as the fusion center-based algorithm in [20] where all sensors are assumed to be fully connected and each node is able to transmit its measurements to a FC. Now the FC performs all computation including computing the covariance matrix, performing the singular value decomposition (SVD), and subsequently extracting the principal components. However, performing such computation requires a lot of computational capabilities and communication bandwidth. Also, there is potentially a single point of failure in the sensor network, i.e. once the fusion center is down, the whole network is down. Consequently, decentralized methods have been developed. Partially decentralized PCA algorithms have been proposed either by local computation [20–23] or by data aggregation. However, these still required the presence of a fusion center for merging measurements. The work in [24] puts forth a distributed Karhunen-Loeve transform considering distributed compression and source coding, but convergence is generally not guaranteed while again a fusion center is needed. The work in [25] developed a distributed algorithm, but this is dependent on the assumption that the covariance matrix is decomposable. Distributed PCA algorithm with in-network processing capabilities were proposed in [26, 27]. However, the approach in [27] relies on the fact that the sensors are either fully connected or there is a special tree structure. The approach in [26] relies on consensus averaging techniques, see e.g., [28], but it is well known that these diverge in the presence of noise in inter-sensor links. In this thesis, an efficient, distributed PCA setting is considered that has the potential to converge faster than [26] while demonstrating better steady-state performance. Also, this algorithm is robust both to communication and observation noise in contrast to [26] which is not as resilient and may diverge since it relies on consensus techniques.
1.1.5 Contributions of the thesis

The contributions of this thesis include:

1) Developing a distributed algorithm for dimensionality reduction in sensor networks with a few sensors more powerful than others robust to noise across communication links.
2) Developing a distributed algorithm for dimensionality reduction in sensor networks with all sensors having the same capabilities robust to noise across communication links.
3) Introducing a distributed algorithm for denoising data acquired during sensor measurements. 4) The proposed algorithmic framework has the potential to achieve better convergence rates and lower steady-state estimation errors than existing alternatives. 5) It exhibits robustness in the presence of inter-sensor communication noise, while other approaches do not exhibit robustness and diverge.

1.1.6 Outline of Work

This research work proposes different distributed techniques for dimensionality reduction and denoising. Before designing these algorithms, the sensor network, the motivation for the distributive framework as well as the PCA framework are introduced. Chapter 2 focuses on dimensionality reduction in sensor networks having a few computationally strong sensors-called bridges and a distributed PCA framework is put forth. Chapter 3 focuses on dimensionality reduction in those sensor networks where all sensors have the same capabilities. Chapter 4 illustrates how the proposed algorithmic framework proposed in Chapters 2 and 3 can be used for data denoising to remove as much sensing noise as possible after acquiring data across sensors. Chapter 5 provides extensive numerical tests using both real and synthetic data, and how compare the performance of our framework with existing alternatives. Chapter 6 concludes by showing the extent of work done, while highlighting future research directions that we are pursuing.
Estimation of the principal eigenspace of a data covariance matrix is instrumental in applications such as data dimensionality reduction and denoising. In sensor networks the acquired data are spatially scattered which further calls for the development of distributed principal subspace estimation algorithms. Toward this end, the standard principal component analysis framework is reformulated as a separable constrained minimization problem which is solved by utilizing coordinate descent techniques combined with the alternating direction method of multipliers. Computationally simple local updating recursions are obtained that involve only single-hop inter-sensor communications and allow sensors to estimate the principal covariance eigenspace in a distributed fashion.

2.1 Problem Statement

Consider an ad hoc sensor network with $p$ sensors in which each sensor is capable to exchange messages only with other sensors within its transmission/reception range via single-hop communications. The single-hop neighborhood of a sensors $j$ is denoted by $\mathcal{N}_j$, and its cardinality (number of single-hop neighbors for sensor $j$) is denoted by $|\mathcal{N}_j|$. Assuming links in the sensor network are symmetric, we model the sensor network as an undirected connected graph whose vertices correspond to the sensors and the edges represent single-hop communication links. We characterize this network by an adjacency matrix $E \in \mathbb{R}^{p \times p}$ where $E_{ij} = E_{ji} = 1$ for $i \in \mathcal{N}_j$, and $E_{ji} = 0$ if $i \notin \mathcal{N}_j$. Each sensor acquires a set of zero-mean measurements $\{x_r(j)\}_{j=1}^p$ of a particular deterministic quantity.
at discrete time instances $\tau = 0, 1, 2, \ldots, t$. Let $x_\tau := [x_\tau(1), \ldots, x_\tau(p)]^T$ contain all the sensor data at a given time instant. Note that $x_t$ is not stored somewhere and its given here for notational purposes. The ensemble covariance of the sensor data $x_t$ is denoted by:

$$\Sigma_x = \mathbb{E}[x_\tau x_\tau^T].$$

The ensemble covariance in practice is not available and we rely on the sensor observations to approximate this as

$$\Sigma_x \approx \frac{1}{t} \sum_{\tau=0}^{t} [x_\tau x_\tau^T].$$  \hspace{1cm} (2.2)

Assuming temporally white data and using the law of large numbers [29], it follows that the right hand side sample-average estimate in (2.2) will converge as $t \to \infty$ to the ensemble covariance $\Sigma_x$.

Let $\Sigma_x = U_x \Lambda_x U_x^T$ denote the eigenvalue decomposition of the covariance matrix, where $U_x \in \mathbb{R}^{p \times p}$ is the eigenvector matrix, which is the eigenspace, and the diagonal matrix $\Lambda_x$ contains the corresponding eigenvalues. Using principal component analysis, the principal eigenspace $U_{x,r}$ can be found by estimating the $r \leq p$ principal eigenvectors of the covariance matrix $\Sigma_x$ using the gathered sensor data. These estimates can be used in data compression, dimensionality reduction, image processing, denoising and so on [30–32]. The principal components constituted by the eigenspace $U_{x,r}$ can be found, see e.g., [5], by minimizing

$$\hat{C} = \arg \min C \in \mathbb{R}^{r \times p} (t + 1)^{-1} \sum_{\tau=0}^{t} \|x_\tau - C \hat{y}_\tau\|_2^2,$$  \hspace{1cm} (2.3)

with respect to $C \in \mathbb{R}^{r \times p}$. The following equation follows from setting $y_\tau = C x_\tau$ in (2.3)

$$(\hat{C}, \{\hat{y}_\tau\}_{\tau=0}^t) = \arg \min C, y \in \mathbb{R}^{r \times p} (t + 1)^{-1} \sum_{\tau=0}^{t} \|x_\tau - C^T y_\tau\|_2^2,$$  \hspace{1cm} (2.4)

The minimization framework given in (2.4) pertains to a centralized PCA formulation that requires all data to be available at a central location (fusion center) in order to be able to estimate the principal eigenspace of $\Sigma_x$. 
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By estimating the covariance using \( \hat{\Sigma}_{x,t} = (t+1)^{-1} \sum_{\tau=0}^{t} x_\tau x_\tau^T \) and obtaining the \( r \) principal eigenvectors for which \( \hat{\mathbf{C}} = \hat{\mathbf{U}}_{x,r} \), we form a minimizer for (2.3) which forms a separable PCA cost function that is amenable to distributed minimization. By setting \( \mathbf{C}^T (\hat{\mathbf{C}} \hat{\mathbf{C}}^T)^{-1} \hat{\mathbf{C}} = \hat{\mathbf{U}}_{x,r} \hat{\mathbf{U}}_{x,r}^T \), both (2.4) and (2.3) reach the same minima even though (after applying first order optimality conditions) (2.3) yields \( \hat{\mathbf{y}}_\tau = (\hat{\mathbf{C}} \hat{\mathbf{C}}^T)^{-1} \hat{\mathbf{C}} \mathbf{x}_\tau \) which is different from \( \hat{\mathbf{y}}_\tau = \hat{\mathbf{C}} \mathbf{x}_\tau \). Now let \( \hat{\mathbf{C}} = \mathbf{U}_c \mathbf{S}_c \mathbf{V}_c^T \) denote the singular value decomposition of the minimizer in (2.4), where \( \mathbf{U}_c \in \mathbb{R}^{r \times r} \) and \( \mathbf{V}_c \in \mathbb{R}^{p \times p} \) contain the left and right singular vectors of \( \hat{\mathbf{C}} \), while diagonal matrix \( \mathbf{S}_c \) contains the singular values. The last two equations indicate that \( r \) left singular vectors of \( \hat{\mathbf{C}} \) corresponding to the largest singular values, say \( \mathbf{U}_{c,r} \), satisfy \( \mathbf{U}_{c,r} = \hat{\mathbf{U}}_{x,r} \mathbf{W} \) where \( \mathbf{W} \) is an arbitrary \( r \times r \) unitary matrix. Thus, \( \mathbf{U}_{x,r} \) can be estimated from \( \hat{\mathbf{C}} \) in (2.4) up to a unitary matrix ambiguity. A distributed PCA algorithm is derived next for a wireless sensor network equipped with bridge sensors [33].

2.2 Distributed Implementation

In this section, the centralized PCA cost in (2.4) is re-written in a separable way, after which the alternating method of multipliers (ADMM) [34] combined with block coordinate descent iteration [34, 35] yields a distributed estimation algorithm. The method of multipliers actually exploits the decomposable structure of the associated Lagrangian function [36]. Hence, (2.4) is easily decomposed into smaller subtasks that can be carried out in parallel across all sensors. Our aim is to form a cost function in which each sensor \( j \) forms updates for \( \mathbf{C}_{j,j} \), \( j \)th column of \( \mathbf{C} \) for \( j = 1, \ldots, p \). Starting from the cost function in (2.4) we have

\[
J(\mathbf{C}, \{\mathbf{y}_\tau\}_{\tau=0}^t) = (t+1)^{-1} \sum_{j=1}^{p} \sum_{\tau=0}^{t} (x_\tau(j) - \mathbf{C}_{j,j}^T \mathbf{y}_\tau)^2.
\]  

(2.5)

To form a separable PCA formulation, we introduce auxiliary vectors \( \mathbf{y}_{\tau,j} \) for each sensor \( j \), responsible for estimating the principal components in \( \mathbf{y}_\tau \), subject to the appropriately
set consensus equality constraints $y_{\tau,j} = y_{\tau,b}$ that will ensure that the local estimates $y_{\tau,j}$ are the same across all sensors. The following separable constrained optimization problem is then formed

$$
(\hat{C}, \{\hat{y}_{\tau,j}\}_{j=1,\tau=0}^{p,t}) = \arg\min_{t=0}^{\tau} \sum_{j=1}^{p} \sum_{\tau=0}^{t} ||x_{\tau}(j) - C_{j}^{T}y_{\tau,j}||^{2},
$$

s. to $y_{\tau,j} = y_{\tau,b}, b \in B_{j}$ and $\tau = 0, \ldots, t$ \hspace{1cm} (2.6)

where $B_{j} := N_{j} \cap B$ represent a set of ‘bridge’ neighbors of the $j$th sensor and its cardinality represented by $|B_{j}|$ for $j = 1, \ldots, p$. The set $B \subseteq [1, p]$ is a subset of bridge sensors maintaining local vectors $y_{\tau,b}$ that are utilized to impose consensus among all local variables $y_{\tau,j}$ across all sensors. If, for example, $B \equiv [1, p]$ , then the communication graph is connected, i.e. there exists a path connecting any two sensors, and the constraints $y_{\tau,j} = y_{\tau,b}, y_{\tau,j} = y_{\tau,b}, b \in B_{j}$ will render $y_{\tau,j} = y_{\tau,b} \forall i, j \in \{1, \ldots, p\}$. This further implies that the PCA cost in (2.4) is equivalent to the constrained separable formulation given in (2.6).

The set of bridge sensors $B$ is selected such that, see e.g., [33]:

(a1) $\forall j \in [1, p]$ there exists at least one $b \in B_{j}$ so that $b \in N_{j}$; and

(b1) If $j_{1}$ and $j_{2}$ are single-hop neighboring sensors, there must exist a bridge sensor $b$ such that $b \in N_{j_{1}} \cap N_{j_{2}}$.

Note that (a1) ensures that every node has a bridge sensor neighbor. Further, (b1), guarantees that that all bridge variables $\{y_{\tau,b}\}_{b\in B}$, as well as the local principal component estimates $\{y_{\tau,j}\}_{\tau=0}^{t}$ can reach consensus i.e. become equal.

2.2.1 Alternating-Direction Method of Multipliers (ADMM)

To solve (2.6) in a distributed fashion we will exploit the decomposable structure of the so called augmented Lagrangian function (see e.g., [34]) and update the local variables
\[
\hat{y}_{\tau,j}, \ y_{\tau,b} \text{ and } C_{ij} \text{ by combining the method of multipliers with block coordinate descent iterations. This approach will yield a distributed adaptive estimation algorithm.}
\]

Let us define the \( \{v_{b\tau,j}\}_{b \in B_j} \) that correspond to the Lagrange multipliers associated with the constraints \( y_{\tau,j} = y_{\tau,b} \) for \( b \in B_j \) and updated at sensor \( j \). Then, the augmented Lagrangian function corresponding to (2.6) can therefore be written as

\[
\mathcal{L}(C, \{y_{\tau,j}\}_{\tau=0,j=1}^{t}, \{y_{\tau,b}\}_{\tau=0,b \in B_j}^{t}, v) = (t + 1)^{-1} \sum_{j=1}^{p} \sum_{\tau=0}^{t} (x_{\tau}(j) - C_{ij}^T y_{\tau,j})^2
\]

\[
+ \sum_{\tau=0}^{t} \sum_{j=1}^{p} \sum_{b \in B_j} \left( (v_{b\tau,j})^T (y_{\tau,j} - y_{\tau,b}) \right) + 0.5c \sum_{\tau=0}^{t} \sum_{j=1}^{p} \sum_{b \in B_j} \left[ \|y_{\tau,j} - y_{\tau,b}\|^2 \right],
\]

(2.7)

where \( c > 0 \) are penalty coefficients that introduce the constraints-related second-order terms to make the PCA formulation in (2.6) strictly convex without affecting its optimal solution. The vector \( v \) in the left hand side of (2.7) contains the multipliers \( v_{b\tau,j} \) for \( \tau = 0, \ldots, t, b \in B_j \) and \( j = 1, \ldots, p \).

2.2.2 Batch Distributed PCA Algorithm

Let \( \kappa = 0, 1, \ldots, \) denote the index for a coordinate descent cycle and \( k = 1, \ldots, K \) indicate the consensus iteration index within a coordinate cycle. Then \( \kappa \cdot K + k \) enumerates the total number of ADMM (consensus) iterations from the beginning and after \( k \) consensus iterations have been completed during the \( \kappa \)th coordinate descent cycle. One coordinate descent cycle will entail one iteration per sensor to update \( C_{ij} \)'s, and \( K \) consensus iterations associated with ADMM to respect the equality constraints. Hence, we let \( y_{\tau,j}(\kappa K + K) \) indicate the most recent updates for \( y_{\tau,j} \), after \( K \) consensus iterations have been completed during coordinate cycle \( \kappa \). We now tackle (2.6) first by using the block coordinate descent method. First, (2.6) is minimized with respect to \( C \) after fixing \( y_{\tau,j} \) to their most up-to-date values \( y_{\tau,j}(\kappa K + K) \). Due to the separability of (2.6) with respect to the columns of \( C \), it turns out that sensor \( j \) has to tackle during coordinate descent cycle \( \kappa + 1 \) the minimization
task

\[ C_j(\kappa + 1) = \arg \min_{C_j} \left[ \sum_{\tau=0}^{t} (x_{\tau}(j) - C_j^T y_{\tau,j}((\kappa + 1)K))^2 \right], \quad (2.8) \]

via which sensor \( j \) can update the \( j \)th column of matrix \( C \). After calculating the first-order derivative of the cost in (2.8) and setting it equal to zero (first-order optimality conditions) it turns out that:

\[
-2 \sum_{\tau=0}^{t} y_{\tau,j}((\kappa + 1)K)x_{\tau}(j) \\
+ 2 \left[ \sum_{\tau=0}^{t} y_{\tau,j}((\kappa + 1)K)(y_{\tau,j}((\kappa + 1)K))^T \right] C_j(\kappa + 1) = 0,
\]

from which it follows that

\[
C_j(\kappa + 1) = \left[ \sum_{\tau=0}^{t} y_{\tau,j}((\kappa + 1)K)(y_{\tau,j}((\kappa + 1)K))^T \right]^{-1} \times \sum_{\tau=0}^{t} y_{\tau,j}((\kappa + 1)K)x_{\tau}(j). \quad (2.9)
\]

For simplicity in exposition, let \( y_{\tau,j}((\kappa + 1)K) := y_{\tau,j}(k) \) in the notation used from now on. Note than in (2.9), a single iteration will be enough since \( \hat{C} \) will be evaluated in closed form. Next, the local variables \( y \)’s and \( v \)’s multipliers are updated across sensors by applying ADMM. The first step in ADMM involves updating the Lagrange multipliers using gradient ascent at coordinate iteration \( \kappa + 1 \) as follows

\[
\mathbf{v}^{\kappa+1,b}_{\tau,j}(k) = \mathbf{v}^{\kappa+1,b}_{\tau,j}(k - 1) + \mathbf{c} \left[ \mathbf{y}^{\kappa+1}_{\tau,j}(k) - \mathbf{y}^{\kappa+1}_{\tau,b}(k) \right] \quad (2.10)
\]

for \( b \in B_j, k = 1, \ldots, K, \kappa = -1, 0, \ldots, \) and \( \tau = 0, \ldots, t \). Here, \( \mathbf{v}^{\kappa+1,b}_{\tau,j}(0) = \mathbf{v}^{\kappa,b}_{\tau,j}(K) \) which is the multiplier update after \( K \) consensus iterations, so coordinate cycle \( \kappa + 1 \) starts using the most up-to-date \( v \)’s and \( y \)’s from cycle \( \kappa \).
Next, we form updates for $y_{\tau,j}$ by minimizing (2.7) with respect to $y_{\tau,j}$ after fixing $C$ and the multipliers $v$’s to their most-up-date values. Multiple iterations $K$ will however be needed for the local variables $y_{\tau,j}$ to reach consensus.

$$y^{\kappa+1}_{\tau,j}(k+1) = \arg\min_{y_{\tau,j}} [L(y_{\tau,j}, y_{b}(k), v(k))] = \arg\min_{y_{\tau,j}} \left[ \sum_{\tau=0}^{t} \sum_{j=1}^{p} (x_{\tau}(j) - C_{\tau,j}^T(k+1)y_{\tau,j})^2 \right]$$

$$+ \sum_{b \in B_j} \sum_{\tau=0}^{t} (v_{\tau,j}^b(\kappa))^T (y_{\tau,j} - y_{\tau,b}(\kappa)) + 0.5c \sum_{b \in B_j} \sum_{\tau=0}^{t} \|y_{\tau,j} - y_{\tau,b}(\kappa)\|_2^2.$$  \hfill (2.12)

Applying the first-order optimality conditions to find the optimal solution of the strictly convex problem in (2.11) it turns out that

$$-2(C_{\tau,j}(\kappa+1)) [x_{\tau}(j) - (C_{\tau,j}(\kappa+1))^T y^{\kappa+1}_{\tau,j}(k+1)]$$

$$+ \sum_{b \in B_j} \sum_{\tau=0}^{t} (v_{\tau,j}^b(\kappa))^T (y_{\tau,j} - y_{\tau,b}(\kappa)) + 0.5c \sum_{b \in B_j} \sum_{\tau=0}^{t} [2y_{\tau,j}^{\kappa+1}(k+1) - 2y_{\tau,b}^{\kappa+1}(k+1)] = 0.$$  \hfill (2.13)

Solving with respect to $y^{\kappa+1}_{\tau,j}(k+1)$ it follows that

$$y^{\kappa+1}_{\tau,j}(k+1) = \left[ 2C_{\tau,j}(\kappa+1)(C_{\tau,j}(\kappa+1))^T + c|B_j|I \right]^{-1} \times \left[ 2C_{\tau,j}(\kappa+1)x_{\tau}(j) - \sum_{b \in B_j} v_{\tau,j}^{\kappa+1,b}(k) + c \sum_{b \in B_j} y_{\tau,b}^{\kappa+1}(k) \right].$$  \hfill (2.14)

where $\kappa = 0, 1, \ldots, k = 1, \ldots, K$ and $\tau = 0, \ldots, t$ for $b \in B$.

The final step in ADMM involves updating $y_{\tau,b}$ by minimizing (2.6) with respect to $y_{\tau,b}$ after fixing $C$ and $y_{\tau,j}$ to their most up-to-date values. The associated cost that has to be minimized at bridge sensor $b$ can be obtained from (2.7) after isolating the terms involving $y_{\tau,b}$, i.e.,

$$y^{\kappa+1}_{\tau,b}(k+1) = \arg\min_{y_{\tau,b}} [L(y_{\tau,b}(k+1), y_{b}, v(k))] = \arg\min_{y_{\tau,b}} \left[ \sum_{j=1}^{p} \sum_{\tau=0}^{t} (x_{\tau}(j) - C_{\tau,j}^T(k+1)y_{\tau,j})^2 \right]$$

$$= \arg\min_{y_{\tau,b}} \left[ \sum_{j=1}^{p} \sum_{\tau=0}^{t} (x_{\tau}(j) - C_{\tau,j}^T(k+1)y_{\tau,j})^2 \right].$$
\[ + \sum_{j \in \mathcal{N}_b} \sum_{\tau=0}^{t} \left[ (\mathbf{v}_{\tau,j}^{b}(k))^T (\mathbf{y}_{\tau,j}(k+1) - \mathbf{y}_{\tau,b}) \right] + 0.5c \sum_{j \in \mathcal{N}_b} \sum_{\tau=0}^{t} \left[ \|\mathbf{y}_{\tau,j}(k+1) - \mathbf{y}_{\tau,b}\|^2 \right], \]  

(2.16)

After applying first-order optimality conditions in the convex cost of (2.15) it follows readily that

\[ \mathbf{y}_{\tau,b}^{\kappa+1}(k+1) = \sum_{j \in \mathcal{N}_b} \frac{1}{(\sum_{\beta \in \mathcal{N}_b} c_{\beta})} \left[ \mathbf{v}_{\tau,j}^{\kappa+1,b}(k) + c \mathbf{y}_{\tau,j}^{\kappa+1}(k+1) \right] \]  

(2.17)

where \( \kappa = 0, 1, \ldots, k = 1, \ldots, K \) and \( \tau = 0, \ldots, t \) and \( b \in \mathcal{B} \).

Let the Lagrange multipliers \( \{\mathbf{v}_{\tau,j}^{b}(-1)\}_{b \in \mathcal{B}_j} \), local estimates \( \{\mathbf{y}_{\tau,j}(0)\}_{j=1}^{p} \) and consensus variables \( \{\mathbf{y}_{\tau,b}(0)\}_{b \in \mathcal{B}_j} \) be arbitrary [33] with the WSN reaching consensus as \( k \to \infty \). It turns out that if an infinite number of consensus iterations \( (K \to \infty) \) is applied during coordinate cycle \( \kappa + 1 \) then consensus is reached such that \( \lim_{k \to \infty} \mathbf{y}_{\tau,j}^{\kappa+1}(k) = (\mathbf{C}(\kappa+1) \mathbf{C}(\kappa+1)^T)^{-1} \mathbf{C}(\kappa+1) \mathbf{x}_r \) which constitute the principal component vectors; for all sensors \( j = 1, \ldots, p \), while \( \mathbf{C}(\kappa+1) := [\mathbf{C}_1(\kappa+1) \ldots \mathbf{C}_p(\kappa+1)] \). The latter convergence claim can be established using similar arguments as the ones given in [33].

Equations (2.10), (2.14) and (2.17) constitute the recursions that are executed for \( K \) consensus iterations during each cycle \( \kappa \). Together with (2.9), these form our batch D-PCA approach. The proposed algorithm is tabulated below as Algorithm 1.

All sensors \( j \in [1, p] \) keep track of:

i) \( \mathbf{C}_j(k+1) \in \mathbb{R}^{r \times 1} \), that estimates the \( j \)th row of \( \mathbf{U}_{x,r} \);

ii) the multipliers \( \{\mathbf{v}_{\tau,j}^{\kappa,j'}(k)\}_{j' \in \mathcal{N}_j} \); and

iii) the principal components in \( \mathbf{y}_{\tau,j}(k+1) \) for \( \tau = 0, \ldots, t \).

All sensors belonging to \( \mathcal{B} \) also keep track of \( \mathbf{y}_{\tau,b}^{\kappa}(k+1) \) for \( \tau = 0, \ldots, t \).
Algorithm 1 Batch Distributed Principal Component Analysis

1: Lagrange multipliers \( \{v_{\tau, b}^{\kappa+1}(-1)\}_{b \in B_j} \), sensor local estimates \( y_{\tau, j}^{\kappa+1}(0) \), consensus enforcing variables \( y_{\tau, j}^{\kappa+1}(0) \) are randomly initialized

2: Every sensor \( j \) gathers \( t + 1 \) measurements \( \{x_j(\tau)\}_{\tau=0}^t \).

3: for \( \kappa = 1, 2, \ldots \) do

4: Each sensor \( j \) the \( j \)th row of the principal component matrix \( C \), estimating \( U_{x, r}^T \), and forms \( C_{j}(\kappa + 1) \in \mathbb{R}^{r \times 1} \) via (2.9).

5: for \( k = 1, 2, \ldots, K \) do

6: Sensor \( j \) updating the multipliers \( \{v_{\tau, j}^{\kappa+b}(k)\}_{b \in B_j} \) using (2.10).

7: Bridge sensor \( b \) belonging to \( B \) updating the consensus-enforcing variables \( y_{\tau, b}^{\kappa+1}(k + 1) \) using (2.17).

8: Sensor \( j \) receiving the consensus variables from all its neighbors in the subset \( B (b \in B_j) \) and estimates \( y_{\tau, j}^{\kappa+1}(k + 1) \) using (2.14).

9: end for

10: If \( \max_{j=1,...,p}(\|C_{j}^{\kappa+1} - C_{j}^{\kappa_n}\|_2) \leq \epsilon \) then stop (for desired tolerance \( \epsilon \)).

11: end for

In the batch process, sensors first gather \( t + 1 \) measurements (for fixed \( t \)) i.e. \( x_0, \ldots, x_t \). The D-PCA algorithm then takes effect. During coordinate descent cycle \( \kappa + 1 \), sensor \( j \) forms \( C_{j}(\kappa + 1) \in \mathbb{R}^{r \times 1} \) via (2.9), using local principal components \( y_{\tau, j}^{\kappa}(K) \) for \( \tau = 0, \ldots, t \).

Each sensor now runs \( K \) consensus iterations comprising the following steps:

i) At consensus iteration \( k + 1 \) still during coordinate descent cycle \( \kappa + 1 \), each sensor \( j \) receives consensus variables \( y_{\tau, b}^{\kappa+1}(k) \) from all its neighbors in the subset \( B \), namely all \( b \in B_j \). Based on these consensus variables, it updates the Lagrange multipliers \( \{v_{\tau, j}^{\kappa+1+b}(k)\}_{b \in B_j} \) using (2.10).

ii) Sensor \( j \) then combines \( \{v_{\tau, j}^{\kappa+1+b}(k)\}_{b \in B_j} \) which is used along with \( \{y_{\tau, b}^{\kappa+1}(k)\}_{b \in B_j} \) to form \( y_{\tau, j}^{\kappa+1}(k + 1) \) via (2.14). After determining \( y_{\tau, j}^{\kappa+1}(k + 1) \), sensor \( j \) transmits to each of its
neighbors $b \in B_j$ the vector $v_{\tau,j}^{k+1,b}(k) + cy_{\tau,j}^{k+1}(k+1)$.

iii) Each sensor $b \in B_j$ receives $v_{\tau,j}^{k+1,b}(k) + cy_{\tau,j}^{k+1}(k+1)$ from all its neighbors $j \in \mathcal{N}_b$ which then initializes the $(k+1)$th consensus iteration.

For an increasing number of consensus iterations $K \to \infty$ and coordinate descent cycles ($\kappa \to \infty$), $C(\kappa)$ and $y_{\tau,j}(\kappa)$ converge at least to a stationary point of the PCA cost in (2.5). This can be established using the convergence properties of block coordinate descent and ADMM in [33, 34, 36].

2.2.3 Adaptive D-PCA

In situations where real time processing of data is of utmost importance as compared to estimation performance, a batch implementation will not be suitable. This particularly comes to play in cases where the number of measurements $t+1$ is not fixed. This is because every sensor has to carry out $(t+1)K$ consensus iterations for updating $\{y_{\tau,j}^{\kappa}\}_{\tau=0}^t$.

For an increasingly large $t$, i.e. with sensors collecting a large amount of data, a batch implementation will have a large computational complexity, as well as high communication and memory costs. Building on batch D-PCA we derive an adaptive D-PCA scheme that is capable to process data online, while having a manageable computational, communication and memory cost [37]. In batch D-PCA the separable PCA cost in (2.6) is time-invariant. For a constant $t$, the batch D-PCA consisted of multiple coordinate descent cycles that could be run until, e.g., the the updates for matrix $C$ (or PCA cost) do not decrease below a desired limit.

In an adaptive setting sensors acquire new data at every time instant $t$. Thus, for an increasing $t$ the cost (2.6) will be augmented with new data terms at every time instant. Therefore, it becomes important at $t$ to apply a small number of coordinate cycles; here one coordinate cycle per $t$ is employed to update the $C$ matrix. Thus, the time $t$ and coordinate cycle
indices $\kappa$ coincide. It should be noted that $K$ consensus iterations are still performed using (2.10), (2.14) and (2.17). Specifically, at time $t$ the following steps are taking place

$$C_{ij}(t + 1) = \left[\sum_{\tau=0}^{t} y_{\tau,j}(K)(y_{\tau,j}(K))^T\right]^{-1} \times \sum_{\tau=0}^{t} y_{\tau,j}(K)x_{\tau}(j),$$

(2.18)

$$y_{t+1,j}(k + 1) = \left[2C_{ij}(t + 1)(C_{ij}(t + 1))^T + 2c|B_j|I\right]^{-1} \times \left[2C_{ij}(k + 1)x_{t+1}(j) - \sum_{b \in B_j} y_{t+1,j}^b(k) + c \sum_{b \in B_j} y_{t+1,b}(k)\right],$$

(2.19)

$$y_{t+1,b}(k + 1) = \sum_{j \in N_b} \frac{1}{\sum_{\beta \in N_b} c_{\beta}} \left[\sum_{\beta \in N_b} y_{t+1,j}^\beta(k) + cy_{t+1,b}(k + 1)\right],$$

(2.20)

$$v_{t+1,j}^b(k) = v_{t+1,j}^b(k - 1) + 0.5c[y_{t+1,j}(k) - y_{t+1,b}(k)], k = 1, \ldots, K$$

(2.21)

which is a single recursion that updates $C$, and then updates $y_{t,j}$, $y_{t,b}$, $v_{t,j}^b$ over $K$ consensus iterations. (where $k = 0, 1, \ldots, K-1$ in (2.19)). Note that coordinate cycle superscripts '$\kappa$' have been removed since one cycle takes place per $t$. Note that in contrast to the batch approach, in the adaptive implementation ADMM (consensus iterations) is applied only for the $y_{t,j}$ and $y_{t,b}$ that contain the most recent data and not for all $\{y_{\tau,j}, y_{\tau,b}\}_{\tau=0}^{t}$. The multipliers at $t = 0$, namely $v_{j,0}(0)$, are initialized randomly, whereas at time instant $t > 0$ warm-starts are employed to set $v_{t,j}(0) = v_{t-1,j}(K)$. At time instant $t$ variables $y_{t,j}$ are initialized as $y_{t,j}(0) = C_{ij}(t)x_{t}(j)$.

As stated earlier, what results a smaller computational complexity compared to the batch algorithm, is that at time $t$ the ADMM updating recursions (2.10), (2.14) and (2.17) will only be performed the multipliers $v_{t,j}$, the principal vectors $y_{t,j}$ and the consensus enforcing variables $y_{t,b}$ that contain the most recent data at time instant $t$. On the contrary, in the batch algorithm the ADMM is applied for all $\{v_{\tau,j}, y_{\tau,b}, y_{\tau,j}\}$ for $\tau = 0, \ldots, t$.

Let us define now the following quantities

$$M_{x,t} := \sum_{\tau=0}^{t} y_{\tau,j}(K)(y_{\tau,j}(K))^T$$

(2.22)
and

\[ m_{xy,t} := \sum_{\tau=0}^{t} y_{\tau,j}(K)x_{\tau}(j), \tag{2.23} \]

which are necessary in implementing updating \( C_{ij}(t+1) \) using (2.18).

At time \( \tau = t + 1 \), \( M_{x,t} \) and \( m_{xy,t} \) are updated in an adaptive fashion as

\[ M_{x,t+1} = M_{x,t} + y_{t+1,j}(K)(y_{t+1,j}(K))^T \tag{2.24} \]

and

\[ m_{xy,t+1} = m_{xy,t} + y_{t+1,j}(K)x_{t}(j) \tag{2.25} \]

such that the \( M_{x,\tau} \) and \( m_{xy,\tau} \) for \( \tau = 0, \ldots, t \) remains constant. Results from (2.24) and (2.25) are used to update \( C_{ij}(t + 1) \) using (2.18). The ADMM process kicks in by initializing as

\[ y_{t+1,j}(0) = C_{ij}(t + 1)x_{t+1}(j) \tag{2.26} \]

\[ y_{t+1,b}(0) = y_{t,b}(K) \tag{2.27} \]

\[ v_{t+1,j}(0) = v_{t,j}(K) \tag{2.28} \]

During the \( k \)th consensus iteration, each sensor \( j \) receives updates \( y_{t+1,b} \) from its bridge neighbors \( b \in B_j \) and the multipliers \( v_{t+1,j}^b \) are updated using (2.21). Sensor \( j \) then updates \( y_{t+1,j} \) at time \( k + 1 \) for \( k \in K \), using (2.19) with \( v_{t+1,j}^b \) and \( y_{t+1,j} \) obtained from the bridge neighbors \( b \in B_j \) in the previous iteration. Updates \( y_{t+1,b} \) are then formed at the bridge sensors \( b \in B_j \) using the \( y_{t+1,j} \) update and the multiplier update \( v_{t+1,j}^b \). This process is repeated for \( K \) ADMM iterations.

Further, during time instant \( \tau = t + 2 \), \( M_{x,t+1} \) and \( m_{xy,t+1} \) are updated as

\[ M_{x,t+2} = M_{x,t+1} + y_{t+2,j}(K)(y_{t+2,j}(K))^T \tag{2.29} \]
and
\[ m_{xy,t+2} = m_{xy,t+1} + y_{t+2,j}(K)x_t(j) \] (2.30)

Results from (2.29) and (2.30) are used to update \( C_{ij}(t+2) \) using (2.18). ADMM is applied for \( K \) iterations, and the whole process continues for \( \tau = t + 3, t + 4, \ldots \). Notice that for all \( \tau = 0, \ldots, t \), updates \( v^b_{r,j}(K), y_{t,j}(K) \) and \( y_{t,b}(K) \) remain constant for the time instances \( \tau + 1, \tau + 2, \ldots \) for \( \tau < t \) since consensus is only applied for \( y_{t,j}, y_{t,b} \) and \( v^b_{t,j} \).

2.3 Communication cost

For the communication costs associated with a D-PCA network setting with bridge sensors, simple sensor \( j \) in D-PCA has to transmit \( r(|B_j|) \) scalars per consensus iteration corresponding to the entries of the multipliers \( v^b_{t,j}(k) \) and the local estimate \( y_{t,j}(k) \). Given that at each time instant \( t \) there are \( K \) consensus iterations taking place, the total transmission load per sensor during time instant \( t \) is \( rK(|B_j|) \). For the bridge sensors, a bridge sensor \( b \) has to transmit \( r(|N_j| + 1) \) scalars per consensus iteration corresponding to the entries of the consensus enforcing variables \( y_{t,b}(k) \). Similarly, for \( K \) consensus iterations, the total transmission load per sensor during time instant \( t \) is \( rK(|N_j| + 1) \). Generally, since \( |B_j| < |N_j| \), then \( rK|B_j| < rK(|N_j| + 1) \) and hence a bridge sensor has a higher transmission cost than a simple sensor \( j \). In S-PCA each sensor has to transmit \( rK(r + 1) \) to carry out consensus-iterations involving \( r \times r \) matrices and \( r \times 1 \) vectors. Comparing with the bridge sensors, if \( r < (|B_j| - 1) \) is smaller than the size of the single-hop neighborhoods then S-PCA has a smaller transmission cost, whereas if \( r > (|B_j| - 1) \) D-PCA will have an advantage. When compared with the simple sensors, if \( r < |N_j| \) is smaller than the size of the single-hop neighborhoods then S-PCA has a smaller transmission cost, whereas if \( r > |N_j| \) D-PCA will have an advantage.
When considering the reception cost it can be seen that in D-PCA each *simple* sensor receives $2rK|B_j|$ scalars during $K$ consensus iterations pertaining to $\{y_{t,b}(k)\}_{b \in B_j}$. Considering the bridge sensors, each bridge sensor receives $2rK(|N_j|)$ scalars per consensus iteration corresponding to the entries of the multipliers $v^b_{t,j}(k)$ and the local estimate $y_{t,j}(k)$. Again, since $|B_j| < |N_j|$, the bridge sensors have higher receiving cost than the *simple* sensors. However, in S-PCA sensor $j$ receives $(r + 1)rK|N_j| \geq 2rK|N_j| > 2rK|B_j|$ due to the reception of $N_j \times r \times r$ matrices and $r \times 1$ vectors per consensus iteration. Thus, D-PCA has a smaller reception cost for $r > 1$. Even though the transmission cost of D-PCA may be greater than the one in S-PCA, it will be corroborated via numerical examples that the higher transmission cost in D-RLS pays off in improved convergence rates and steady-state performance.

The use of bridge sensors is ideal for networks in which a few sensors (the bridges) have higher computational and memory capabilities than the rest. However, in a situation where all sensors have equal capability, and want to avoid the extra coordination required for setting and updating the bridge sensor set an alternative separable formulation for PCA is set forth that does not require the utilization of bridge sensors.
CHAPTER 3
DISTRIBUTED PCA WITHOUT BRIDGE SENSORS

In the previous chapter to enable task parallelization of PCA via ADMM was achieved by relying on the so called bridge sensor subset. Not only setting up, but also readjusting the bridge sensor set, e.g., when sensors inevitably run out of battery resources, requires additional coordination among sensors. To allow a distributed implementation in sensor networks where all sensors are the same and therefore there are not special bridge sensors a different formulation is proposed here. As in Chpt. 2 the machinery utilized will be ADMM. However, a simpler algorithm that can be applied in sensor networks with no hierarchical structure. On the other hand the approach proposed in Chapter 2, has a smaller communication cost for the no-bridge sensors while it exhibits faster convergence rates compared to the framework put here. Thus, selecting between the bridge-based D-PCA and no-bridge D-PCA depends on the available resources, as well as the desired convergence speed.

3.1 Problem Statement

Next, we consider an ad hoc sensor network with \( J \) sensors in which each sensor \( j \) is only capable of single-hop communication. Here, a sensor can only communicate with its directly connected neighbour in \( \mathcal{N}_j \) with cardinality \( |\mathcal{N}_j| \). Assuming links in the sensor network are symmetric, we model the sensor network as an undirected connected graph whose vertices are sensors and edges represent communication links. We characterize this network by an adjacency matrix \( E \in \mathbb{R}^{J \times J} \) where \( E_{ij} = E_{ji} = 1 \) for \( i \in \mathcal{N}_j \) and \( E_{ji} = 0 \) if \( i \notin \mathcal{N}_j \). Each sensor acquires a set of zero-mean measurements \( \{x_r(j)\}_{j=1}^J \) of a particular
deterministic quantity at discrete time instances \( \tau = 0, 1, 2, \ldots, t \). As in Chpt. 2 these measurements are stacked in \( \mathbf{x}_\tau := [x_\tau(1), \ldots, x_\tau(J)]^T \), and the covariance becomes

\[
\Sigma_x = \mathbb{E}[\mathbf{x}_\tau \mathbf{x}_\tau^T]. \tag{3.1}
\]

For a very large number of observations \( t \), the covariance can be approximated as

\[
\Sigma_x \approx \frac{1}{t} \sum_{\tau=0}^{t} [\mathbf{x}_\tau \mathbf{x}_\tau^T], \tag{3.2}
\]

where equality holds for an infinite number of observations.

Let \( \Sigma_x = \mathbf{U}_x \Lambda_x \mathbf{U}_x^T \) denote the eigenvalue decomposition of the covariance matrix, where \( \mathbf{U}_x \in \mathbb{R}^{J \times J} \) is the eigenvector matrix, which is the eigenspace, and the diagonal matrix \( \Lambda_x \) contains the corresponding eigenvalues. Using principal component analysis, the principal eigenspace \( \mathbf{U}_{x,r} \) can be found by estimating the \( r \) principal eigenvectors of the covariance matrix \( \Sigma_x \) using the gathered sensor data. The principal components constituted by the eigenspace \( \mathbf{U}_{x,r} \) can be found, see [5], by minimizing

\[
\hat{C} = \arg \min_{C} (t + 1)^{-1} \sum_{\tau=0}^{t} \| \mathbf{x}_\tau - C^T \mathbf{C} \mathbf{x}_\tau \|_2^2, \tag{3.3}
\]

with respect to \( C \in \mathbb{R}^{r \times J} \). The following equation follows from setting \( \mathbf{y}_{\tau} = \mathbf{C} \mathbf{x}_\tau \) in (3.3)

\[
(\hat{C}, \{\hat{\mathbf{y}}_{\tau}\}_{\tau=0}^{t}) = \arg \min_{C, \mathbf{y}_{\tau}} (t + 1)^{-1} \sum_{\tau=0}^{t} \| \mathbf{x}_\tau - C^T \mathbf{y}_\tau \|_2^2, \tag{3.4}
\]

The above equation in the centralized PCA cost function. By estimating the covariance using \( \hat{\Sigma}_{x,t} = (t + 1)^{-1} \sum_{\tau=0}^{t} \mathbf{x}_\tau \mathbf{x}_\tau^T \) and obtaining the \( r \) principal eigenvectors for which \( \hat{C} = \hat{\mathbf{U}}_{x,r} \), we form a minimizer for (3.3) which forms a separable PCA cost function that is amenable to distributed minimization.

Now let \( \hat{C} = \mathbf{U}_c \mathbf{S}_c \mathbf{V}_c^T \) denote the singular value decomposition of the minimizer in (3.4), where \( \mathbf{U}_c \in \mathbb{R}^{r \times r} \) and \( \mathbf{V}_c \in \mathbb{R}^{J \times J} \) contain the left and right singular vectors of \( \hat{C} \), while
diagonal matrix $S_c$ contains the singular values. The last two equations indicate that $r$
left singular vectors of $\mathbf{C}$ corresponding to the largest singular values, say $U_{c,r}$, satisfy
$U_{c,r} = \hat{U}_{x,r} W$ where $W$ is an arbitrary $r \times r$ unitary matrix. Thus, $U_{x,r}$ can be estimated
from $\mathbf{C}$ in (3.4) up to a unitary matrix ambiguity. A distributed PCA setting without bridge
sensors is now considered in the next section.

3.2 Distributed Implementation of PCA

In order to develop a distributed (D-) PCA algorithm without bridge sensors, we will rewrite
the centralized PCA cost in (3.4) in a separable way and then employ the alternating di-
rection method of multipliers (ADMM) [33–35] combined with block coordinate descent
techniques, see e.g., [36], to split the optimization problem into smaller subtasks that can be
implemented in parallel across sensors. Towards this end, the cost in (3.4) can be rewritten
as

$$J(C, \{y_\tau\}_{\tau=0}^t) = (t + 1)^{-1} \sum_{j=1}^{J} \sum_{\tau=0}^{t} (x_\tau(j) - C_j^T y_\tau)^2;$$

(3.5)

where $C_{j}$ denotes the $j$th column of $C$ for $j = 1, \ldots, J$. Sensor $j$ is responsible for
forming updates for $C_{j}$ that estimates the $j$th row of $U_{x,r}$. Since summands in (3.5) are
coupled through the vectors $y_\tau$, separate minimization of $\sum_{\tau=0}^{t} (x_\tau(j) - C_j^T y_\tau)^2$ at sensor $j$
will not return the minimizer of (3.4). A separable PCA formulation that is equivalent to the
centralized minimization problem in (3.4) is obtained by introducing the auxiliary vectors
$y_{\tau,j}$ for each sensor $j$ and impose the consensus constraint $y_{\tau,1} = y_{\tau,2} = \ldots = y_{\tau,J}$. The
following separable constrained optimization problem is obtained

$$\arg\min_{(\mathbf{C}, \{y_{\tau,j}\}_{j=1,\tau=0}^{J t})} (t + 1)^{-1} \sum_{j=1}^{J} \sum_{\tau=0}^{t} (x_\tau(j) - C_j^T y_{\tau,j})^2,$$

s. to $y_{\tau,j} = y_{\tau,j'}$, $j' \in N_j$ and $\tau = 0, \ldots, t$

(3.6)
Since the network is connected it follows readily that (3.6), (3.5) and (3.4) are equivalent in the sense that \( \{ \bar{y}_{\tau,j} = \bar{y}_{\tau} \} \). 

3.2.1 Application of the ADMM

In order to solve (3.6) in a distributed implementation, we employ ADMM which will allow sensor \( j \) to obtain iteratively estimates for the \( j \)th row of \( U_x \) via \( C_{\cdot,j} \). To facilitate utilization of ADMM, consider the auxiliary variables \( z_{\tau,j}^{j'} \) for \( j' \in \mathcal{N}_j \) and \( \tau = 0, \ldots, t \). Then, substitute the constraints in (3.6) with the equivalent ones

\[
y_{\tau,j} = z_{\tau,j}^{j'} \text{ and } y_{\tau,j} = z_{\tau,j}' \text{ for } j' \in \mathcal{N}_j \text{ and } j \neq j'.
\] (3.7)

The variables \( z_{\tau,j}^{j'} \) are just used to derive the local recursions run across sensors to find \( C_{\cdot,j} \), and eventually these variables are eliminated. Next, let \( v_{\tau,j}^{j'} \) and \( w_{\tau,j}^{j'} \) denote the multipliers associated with the constraints \( y_{\tau,j} = z_{\tau,j}^{j'} \) and \( y_{\tau,j} = z_{\tau,j}' \), respectively. ADMM exploits the decomposable structure of the augmented Lagrangian function [36, Ch. 3] which for (3.6) is written as

\[
L[C; \{ y_{\tau,j} \}_{\tau=0,j=1}^{t,J}, v, w] = (t + 1)^{-1} \sum_{j=1}^{J} \sum_{\tau=0}^{t} (x_{\tau}(j) - C_{\cdot,j}^T y_{\tau,j})^2
\]

\[
+ \sum_{j=1}^{J} \sum_{j'\in\mathcal{N}_j} \sum_{\tau=0}^{t} \left[ (v_{\tau,j}^{j'})^T (y_{\tau,j} - z_{\tau,j}^{j'}) + (w_{\tau,j}^{j'})^T (y_{\tau,j} - z_{\tau,j}') \right]
\]

\[
+ 0.5c \sum_{j=1}^{J} \sum_{j'\in\mathcal{N}_j} \sum_{\tau=0}^{t} \left[ \|y_{\tau,j} - z_{\tau,j}^{j'}\|_2^2 + \|y_{\tau,j} - z_{\tau,j}'\|_2^2 \right], \quad (3.8)
\]

where \( c \) is a positive penalty coefficient, while \( v \) and \( w \) contain the multipliers \( v_{\tau,j}^{j'} \) and \( w_{\tau,j}^{j'} \), respectively for \( \tau = 0, \ldots, t, j' \in \mathcal{N}_j \) and \( j = 1, \ldots, J \). In order to tackle (3.6) we first employ a block coordinate descent where we first minimize wrt \( C \) while treating the \( y_{\tau,j} \)'s fixed and vice versa. ADMM will be utilized when minimizing (3.6) wrt to \( y_{\tau,j} \), while
respecting the consensus constraints in (3.7). When minimizing wrt $C$ assuming fixed $y_{\tau,j}$, one iteration will be enough since $\hat{C}$ will be found in closed form. However, application of ADMM to determine $y_{\tau,j}$ for a fixed $C$, while respecting the equality constraints in (3.6), will involve multiple iterations denoted as $K$. Multiple recursions (ideally $K \to \infty$) in ADMM will be needed to enforce the consensus requirement across the $y_{\tau,j}$ variables [33].

### 3.2.1.1 Batch Algorithm

Now let $k = 0, 1, \ldots$, denote the index for a coordinate descent cycle and $K = 1, \ldots, K$ indicate the consensus iteration index within a coordinate cycle. Then $\kappa \cdot K + k$ enumerates the total number of consensus iterations from the beginning after $k$ consensus iterations have been completed during the $\kappa$th coordinate descent cycle. One coordinate descent cycle will entail one iteration per sensor to update $C_{j}$’s, and $K$ consensus iterations associated with ADMM. Specifically, let $y_{\tau,j}(\kappa K + K)$ and $z_{\tau,j}(\kappa K + K)$ indicate the most recent updates for $y_{\tau,j}$ and $z_{\tau,j}$ respectively, after $K$ consensus iterations have been completed during coordinate cycle $\kappa$. Minimization of (3.6) wrt to $C_{j}$ during coordinate descent cycle $\kappa + 1$, while treating $y_{\tau,j}$ as fixed and equal to $y_{\tau,j}(\kappa K + K)$. From the augmented Lagrangian function in (3.8) it follows that matrix $C$ can be obtained as the minimizer of

$$
(\hat{C}) = \arg \min_{C} (t + 1)^{-1} \sum_{j=1}^{t} \sum_{\tau=0}^{t} (x_{\tau}(j) - C^{T}_{j}y_{\tau,j}((\kappa + 1)K))^{2}.
$$

(3.9)

Exploiting the separability of (3.9) with respect to the sensor index $j$, it follows that the update for the $j$th column of $C$ can be found at sensor $j$ as

$$
\hat{C}(\kappa + 1) = \arg \min_{C} (t + 1)^{-1} \sum_{\tau=0}^{t} (x_{\tau}(j) - C^{T}_{j}y_{\tau,j}((\kappa + 1)K))^{2}
$$

(3.10)
Applying first-order optimality conditions in (3.10) it gives

$$-2 \sum_{\tau=0}^{t} y_{\tau,j}((\kappa + 1)K)x_{\tau}(j)$$

$$+ 2 \left[ \sum_{\tau=0}^{t} y_{\tau,j}((\kappa + 1)K)(y_{\tau,j}((\kappa + 1)K))^{T} \right] C_{j}(\kappa + 1) = 0, \quad (3.11)$$

from which it follows readily that

$$C_{j}(\kappa + 1) = \left[ \sum_{\tau=0}^{t} y_{\tau,j}((\kappa + 1)K)(y_{\tau,j}((\kappa + 1)K))^{T} \right]^{-1} \times \sum_{\tau=0}^{t} y_{\tau,j}((\kappa + 1)K)x_{\tau}(j). \quad (3.12)$$

To make the notation more compact let $y_{\tau,j}^{K}(k) := y_{\tau,j}(\kappa K + k)$, $v_{\tau,j}^{K'}(k) = v_{\tau,j}(\kappa K + k)$, $w_{\tau,j}^{K'}(k) = w_{\tau,j}(\kappa K + k)$ and $z_{\tau,j}^{K'}(k) = z_{\tau,j}(\kappa K + k)$. Then, updates $y_{\tau,j}^{K+1}(k)$ will be formed at sensor $j$ for $k = 1, \ldots, K$ by employing the ADMM.

The first step in ADMM, during coordinate descent cycle $\kappa + 1$, updates the Lagrange multipliers using the gradient ascent iterations

$$v_{\tau,j}^{K+1,j'}(k) = v_{\tau,j}^{K+1,j'}(k - 1) + c[y_{\tau,j}^{K+1}(k) - z_{\tau,j}^{K+1,j'}(k)], \quad (3.13)$$

$$w_{\tau,j}^{K+1,j'}(k) = w_{\tau,j}^{K+1,j'}(k - 1) + c[y_{\tau,j}^{K+1}(k) - z_{\tau,j}^{K+1,j'}(k)], \quad (3.14)$$

for $j' \in N_{j}$, $k = 1, \ldots, K$ and $\tau = 0, \ldots, t$. Note that $v_{\tau,j}^{K+1,j'}(0) = v_{\tau,j}^{K,j'}(K)$, thus coordinate cycle $\kappa + 1$ starts using the most up-to-date $v$’s from cycle $\kappa$. The same holds for the $y$’s, $w$’s and $z$’s.

The second step involves a minimization of (3.8) wrt $y_{\tau,j}$ while treating the rest optimization variables as fixed to their most up-to-date value.

$$y_{\tau,j}^{K+1}(k + 1) = \arg \min_{y_{\tau,j}} \left[ L_{a}(y_{j}, y_{j}', v, w) \right] \quad (3.15)$$

$$= \arg \min_{y_{\tau,j}} \left[ \sum_{\tau=0}^{t} (x_{\tau}(j) - C_{j}^{T}(\kappa + 1)y_{\tau,j})^{2} \right]$$
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\[ + \sum_{j' \in \mathcal{N}_j} \sum_{\tau=0}^t \left[ (v_{\tau,j}^{k+1,j'}(k))^T (y_{\tau,j} - z_{\tau,j}^{k+1,j'}(k)) + (w_{\tau,j}^{k+1,j'}(k))^T (y_{\tau,j} - z_{\tau,j}^{k+1,j'}(k)) \right] \]

\[ + 0.5c \sum_{j' \in \mathcal{N}_j} \sum_{\tau=0}^t \left[ \|y_{\tau,j} - z_{\tau,j}^{k+1,j'}(k)\|^2_2 + \|y_{\tau,j} - z_{\tau,j}^{k+1,j'}(k)\|^2_2 \right]. \] (3.16)

After evaluating the gradient of the augmented Lagrangian with respect to \( y_{\tau,j} \) and setting it equal to zero (first-order optimality conditions) it follows

\[ -2C_{\tau,j}(\kappa + 1) \left[ x_\tau(j) - C_{\tau,j}^T(\kappa + 1)y_{\tau,j} \right] + \sum_{j' \in \mathcal{N}_j} (v_{\tau,j}^{k+1,j'}(k) + w_{\tau,j}^{k+1,j'}(k)) \]

\[ + 0.5c \sum_{j' \in \mathcal{N}_j} \left[ \|y_{\tau,j} - z_{\tau,j}^{k+1,j'}(k)\|^2_2 + \|y_{\tau,j} - z_{\tau,j}^{k+1,j'}(k)\|^2_2 \right] = 0. \] (3.17)

Then, from (3.17) it follows that for \( j = 1, \ldots, J \)

\[ y_{\tau,j}^{k+1}(k + 1) = \left[ 2C_{\tau,j}(\kappa + 1)(C_{\tau,j}(\kappa + 1))^T + 2c|\mathcal{N}_j| \mathbf{I} \right]^{-1} \]

\[ \times \left[ 2C_{\tau,j}(\kappa + 1)x_\tau(j) - \sum_{j' \in \mathcal{N}_j} (v_{\tau,j}^{k+1,j'}(k) + w_{\tau,j}^{k+1,j'}(k)) \right] + c \sum_{j' \in \mathcal{N}_j} (z_{\tau,j}^{k+1,j'}(k) + z_{\tau,j}^{k+1,j'}(k)) \] (3.18)

where \( \kappa = 0, 1, \ldots, K \) and \( \tau = 0, \ldots, t \) for \( j' \in \mathcal{N}_j \).

The third step in ADMM involves forming the updates \( z_{\tau,j}^{k+1,j'}(k) \). This is done by minimizing (3.8) with respect to \( z_{\tau,j}^{k+1,j'}(k) \), while fixing the other variables to their most up-to-date values

\[ z_{\tau,j}^{k+1,j'}(k + 1) = \arg \min_{z_{\tau,j}^{k+1,j'}} [\mathcal{L}_a(y_{j'}^{k+1}, v, w, y_j(k + 1))] \] (3.19)

\[ = \arg \min_{z_{\tau,j}^{k+1,j'}} \sum_{j=1}^p \sum_{\tau=0}^t (x_\tau(j) - C_{\tau,j}^T y_{\tau,j}(k + 1))^2 \]

\[ + \sum_{j' \in \mathcal{N}_j} \sum_{\tau=0}^t \left[ (v_{\tau,j}^{k+1,j'}(k + 1) - z_{\tau,j}^{j'}(k + 1))^T + (w_{\tau,j}^{k+1,j'}(k + 1) - z_{\tau,j}^{j'}(k + 1))^T \right] \]

\[ + 0.5c \sum_{j' \in \mathcal{N}_j} \sum_{\tau=0}^t \left[ \|y_{\tau,j}(k + 1) - z_{\tau,j}^{j'}\|^2_2 + \|y_{\tau,j}(k + 1) - z_{\tau,j}^{j'}\|^2_2 \right]. \] (3.20)
from which first-order optimality conditions result

\[- (v_{\tau,j}^{\kappa+1,j'}(k) + w_{\tau,j}^{\kappa+1,j'}(k))
\]

\[- c(y_{\tau,j}(k + 1) - z_{\tau,j}^{\kappa+1,j'}(k + 1) + y_{\tau,j'}(k + 1) - z_{\tau,j}^{\kappa+1,j'}(k)) = 0
\]

\[\Leftrightarrow 2c z_{\tau,j}^{\kappa+1,j'}(k) - c(y_{\tau,j'}(k + 1) + y_{\tau,j}(k + 1)) = v_{\tau,j}^{\kappa+1,j'}(k) + w_{\tau,j}^{\kappa+1,j'}(k). \tag{3.21}\]

Then, it follows

\[z_{\tau,j}^{\kappa+1,j'}(k + 1) = 0.5[y_{\tau,j}^{\kappa+1}(k + 1) + y_{\tau,j'}^{\kappa+1}(k + 1)] + 0.5c^{-1}[v_{\tau,j}^{\kappa+1,j'}(k) + w_{\tau,j}^{\kappa+1,j'}(k)],\]

\[\tag{3.22}\]

where \(j = 1, \ldots, J\) and \(j' \in N_j\). Substituting (3.22) into the two recursions in (3.13), it follows that if the Lagrange multipliers are initialized such that \(v_{\tau,j}^{0,j'}(0) = -w_{\tau,j'}^{0,j}(0)\), then \(v_{\tau,j}^{\kappa,j'}(k) = -w_{\tau,j'}^{\kappa,j}(k)\) for all \(\tau, \kappa\) and \(k\), while

\[v_{\tau,j}^{\kappa,j'}(k) = v_{\tau,j}^{\kappa+1,j'}(k - 1) + 0.5c(y_{\tau,j}^{\kappa+1}(k) - y_{\tau,j'}^{\kappa+1}(k)), \tag{3.23}\]

for \(j' \in N_j\). Thus, sensor \(j\) only has to keep track of \(\{v_{\tau,j}^{\kappa,j'}(k)\}_{j' \in N_j}\) since \(w_{\tau,j}^{\kappa,j'}(k) = -v_{\tau,j}^{\kappa,j'}(k)\) becomes redundant.

Then, using (3.22) and \(v_{\tau,j}^{\kappa,j'}(k) = -w_{\tau,j'}^{\kappa,j}(k)\) recursion (3.18) becomes

\[y_{\tau,j}^{\kappa+1}(k + 1) = [2C_{j}(\kappa + 1)(C_{j}(\kappa + 1))^T + c|N_j|I]^{-1}
\]

\[\times \left[2C_{j}(\kappa + 1)x_\tau(j) - \sum_{j' \in N_j}(v_{\tau,j}^{\kappa+1,j'}(k) - v_{\tau,j'}^{\kappa+1,j'}(k))
\]

\[+ c \sum_{j' \in N_j}(y_{\tau,j}^{\kappa+1}(k) + y_{\tau,j'}^{\kappa+1}(k))\right], \tag{3.24}\]

where the \(z_{\tau,j}^{\kappa,j'}(k)\) variables have been eliminated. Using the convergence claims in [33] turns out that if an infinite number of consensus iterations \((K \to \infty)\) is applied during coordinate cycle \(\kappa + 1\) then consensus is reached in the sense that \(\lim_{k \to \infty} y_{\tau,j}^{\kappa+1}(k) = (C(\kappa + 1)C(\kappa + 1)^T)^{-1}C(\kappa + 1)x_\tau\) (the principal component vectors) for all sensors \(j = 1, \ldots, J\), while \(C(\kappa + 1) := [C_{1}(\kappa + 1) \ldots C_{J}(\kappa + 1)]\).
Recursions (3.12), (3.23) and (3.24) constitute a batch D-PCA approach, whereby sensor $j$ keeps track of

i) $C_{ij}(k + 1) \in \mathbb{R}^{r \times 1}$, that estimates the $j$th row of $U_{x,r}$;

ii) the multipliers $\{v_{\tau,j}^{k+1}(k)\}_{j' \in \mathcal{N}_j}$; and

iii) the principal components vectors $y_{\tau,j}^{k+1}(k + 1)$ for $\tau = 0, \ldots, t$.

In a batch setting, sensors first gather $t + 1$ measurements ($t$ is fixed), namely $x_0, \ldots, x_t$, and then employ the D-PCA algorithm. During coordinate descent cycle $\kappa + 1$ sensor $j$ first forms $C_{ij}(\kappa+1)$ via (3.12), using its local principal components vector updates $y_{\tau,j}^{\kappa}(K)$ for $\tau = 0, \ldots, t$. Then, sensor $j$ runs $K$ consensus iterations by carrying out (3.23) and (3.24).

Specifically, during consensus iteration $k + 1$ and coordinate cycle $\kappa + 1$, it receives from its neighbors $j' \in \mathcal{N}_j$ the $r \times 1$ vectors $y_{\tau,j'}^{\kappa+1}(k)$ and updates its multipliers $v_{\tau,j}^{\kappa+1,j'}(k)$ via (3.23). Then, sensor $j$ receives $\{v_{\tau,j'}^{\kappa+1,j'}(k)\}_{j' \in \mathcal{N}_j}$ which are used along with $\{y_{\tau,j'}^{\kappa+1,j'}(k)\}_{j' \in \mathcal{N}_j}$ to form $y_{\tau,j}^{\kappa+1}(k + 1)$ via (3.24). For an increasing number of consensus iterations $K \to \infty$ and coordinate descent cycles ($\kappa \to \infty$), $C(\kappa)$ and $y_{\tau,j}(\kappa)$ converge at least to a stationary point of the PCA cost in (3.5). This can be established using the convergence properties of block coordinate descent and ADMM in [36] and [33, 34], respectively.

### 3.2.2 Adaptive D-PCA

In situations where real time processing of data is of utmost importance as compared to estimation performance, a batch implementation will not be suitable. This particularly comes to play in cases where the number of measurements $t + 1$ is not fixed. This is because every sensor has to carry out $(t + 1)K$ consensus iterations for updating $\{y_{\tau,j}^{\kappa}\}_{\tau=0}^t$. For an increasingly large $t$, i.e., with sensors collecting a large amount of data, there comes an increasing demand of computational, communication and memory capabilities across sensors for a batch implementation. Building on batch D-PCA we derive an adaptive D-PCA scheme that is capable to process data online, while having a manageable computational,
communication and memory cost [37]. In batch D-PCA the separable PCA cost in (3.6) is
time-invariant. For a constant \( t \), the batch D-PCA consisted of multiple coordinate
descent cycles that could be run until, e.g., the PCA cost does not decrease below a desired
limit. In batch D-PCA the separable PCA cost in (3.6) is time-invariant, i.e. \( t \) is fixed. For a
constant \( t \) batch D-PCA consisted of multiple coordinate descent cycles that could be run
until, e.g., the PCA cost does not decrease below a desired threshold. In an adaptive setting
sensors acquire new data at every time instant \( t \), thus \( t \) is increasing and the cost (3.6)
will be augmented with new data terms. Thus, it is pertinent at \( t \) to apply a small number
of coordinate cycles; here one coordinate cycle per \( t \) is employed. Thus, the time and
coordinate cycle indices coincide, i.e., \( \kappa = t \). During \( t \) there will be \( K \) nested consensus
iterations carrying out (3.23) and (3.24). Different from batch D-PCA, (3.23) and (3.24)
will be carried out only for the most recent multipliers and principal vectors \( \{ v_t^j, y_t^j \}_{j=1}^p \),
and not for all \( \tau = 0, \ldots, t \) as in the batch implementation.

During \( t + 1 \), adaptive D-PCA updates \( C_{t,j} \) as

\[
C_{t,j}(t + 1) = \left[ \sum_{\tau=0}^{t} y_{\tau,j}(K) y_{\tau,j}^T(K) \right]^{-1} \sum_{\tau=0}^{t} y_{\tau,j}(K) x_{\tau}(j),
\]

and employs \( K \) consensus iterations for updating \( y_{t,j} \) and \( v_{t,j} \) as

\[
v_{t+1,j}^j(k) = v_{t+1,j}^j(k - 1) + 0.5c[y_{t+1,j}^j(k) - y_{t+1,j}^j(k)], \tag{3.26}
\]

\[
y_{t+1,j}(k + 1) = \left[ 2C_{t,j}(t + 1)(C_{t,j}(t + 1))^T + c|N_j||I| \right]^{-1} \times \left[ 2C_{t,j}(t + 1)x_{t+1}(j) - \sum_{j' \in N_j} (v_{t+1,j}^j(k) - v_{t+1,j}^j(k)) \right. \\
+ c \sum_{j' \in N_j} (y_{t+1,j}^j(k) + y_{t+1,j}^j(k)) \right], \tag{3.27}
\]

where \( k = 1, \ldots, K \) for (3.26), while coordinate cycle superscripts have been removed
since one cycle takes place per \( t \). The multipliers at \( t = 0 \), namely \( v_{j,0}(0) \), are initial-
ized randomly, whereas at time instant \( t > 0 \) warm-starts are employed to set \( v_{t,j}(0) = v_{t-1,j}(K) \). Further, during instant \( t \) the \( y_{t,j} \) variables are initialized as \( y_{t,j}(0) = C_{j}(t)x_{t}(j) \).
Let $M_{x,t}$ denote the matrix inverted in (3.25), and $m_{xy,t} := \sum_{t=0}^{t} y_{\tau,j}(K) x_{\tau}(j)$. Since consensus is applied only for $y_{t,j}$ and $v_{t,j}'$, the updates $y_{\tau,j}(K)$ and $v_{\tau,j}'(K)$ for $\tau < t$ remain constant for the time instances $\tau + 1, \tau + 2, \ldots$. Thus, $M_{x,t}$ and $m_{xy,t}$ can be adaptively updated at sensor $j$ as $M_{x,t} = M_{x,t-1} + y_{t,j}(K)y_{t,j}'(K)$ and $m_{xy,t} = m_{xy,t-1} + y_{t,j}(K)x_{t}(j)$, respectively.

Summarizing, adaptive D-PCA will involve the following steps during $t + 1$: Sensor $j$ updates recursively $M_{x,t}$ and $m_{xy,t}$ and uses them to update $C_{j}(t + 1)$ via (3.25). Then, $K$ consensus recursions are employed in order to obtain $y_{t+1,j}(K)$. To this end, the initialization $y_{t+1,j}(0) = C_{j}(t + 1)x_{t+1}(j)$ and $v_{t+1,j}(0) = v_{t,j}(K)$ takes place. During consensus iteration $k$ sensor $j$ receives from its neighbors $j' \in N_j$ vectors $y_{t+1,j'}(k)$ and updates its multipliers $v_{t+1,j'}(k)$ via (15). Then, sensor $j$ receives the multipliers $\{v_{t+1,j'}(k)\}_{j' \in N_j}$ which are used along with $\{y_{t+1,j'}(k)\}_{j' \in N_j}$ to form $y_{t,j}(k + 1)$ via (16). Once $y_{t+1,j}(K)$ are formed across sensors, the process is repeated.

### 3.3 Inter-Sensor Communication Noise

Thus far, no inter-sensor communication noise was considered in the information exchanges between neighboring sensors. The inter-sensor links so far have been assumed to be ideal. However, in practice data communication between sensors suffer from noise that will contaminate the quantities being exchanged between say a sensor $j$ and another sensor $j'$ for $j \neq j'$, and $j' \in N_j$. The presence of additive noise in the inter-sensor links will affect the quantities $y_{t,j}$ and $v_{t,j}$ being exchanged between neighboring sensors. Specifically, if a sensor $j$ transmits the $r \times 1$ vectors $y_{t+1,j'}(k)$ and $v_{t+1,j'}(k)$, then a neighboring sensor $j' \in N_j$ will receive the ‘noisy’ vectors $y_{t+1,j'}(k) + \eta_{j,t+1,j'}(k)$ and $v_{t+1,j'}(k) + \zeta_{j,t+1,j'}(k)$, where $\eta_{j,t+1,j'}(k)$ and $\zeta_{j,t+1,j'}(k)$ correspond to the zero-mean communication noise affecting the
link from sensor $j$ to sensor $j'$ during transmission of the $y$ and $v$ vectors, respectively. Then, the updating formulas in (3.26) and (3.27) will be adjusted as

$$v_{t+1,j}^j(k) = v_{t+1,j}^j(k - 1) + 0.5c[y_{t+1,j}(k) - (y_{t+1,j'}(k) + \eta_{j}^{t+1,j'}(k))],$$

(3.28)

$$y_{t+1,j}(k + 1) = \left[2C_{j}(t + 1)(C_{j}(t + 1))^{T} + cN_{j}|I|^{-1}\right]^{-1}$$

$$\times \left[2C_{j}(t + 1)x_{t+1}(j) - \sum_{j'\in N_{j}}(v_{t+1,j'}^j(k) - (v_{t+1,j'}^j(k) + \zeta_{j}^{t+1,j'}(k))$$

$$+ c\sum_{j'\in N_{j}}(y_{t+1,j}(k) + (y_{t+1,j'}(k)) + \eta_{j}^{t+1,j'}(k))\right]$$

(3.29)

As will be corroborated by numerical tests, the D-PCA algorithm comprising of recursions (3.25) and (3.28) is resilient to communication noise. On the contrary existing distributed PCA approaches [38] do not exhibit robustness in the presence of noise and diverge as will be demonstrated by simulations. Moreover, in the absence of noise (ideal links) D-PCA will outperform [38] both in terms of convergence speed, as well as steady-state principal eigenspace estimation error.

3.4 Communication and Computational Costs

The communication and computational costs associated with the adaptive D-PCA scheme is now evaluated, summarized in (3.25), (3.26) and (3.29), and compare it with the related approach in [26]. The computational complexity for carrying out (3.25) is $O(r^2)$ which is dictated by the inversion of $M_{x,t}$ which can be done by employing the matrix inversion lemma [39, pg. 571]. Updating of $v_{t,j}^j$ and $m_{xy,t}$ has a complexity of the order of $O(r)$, while the associated complexity for forming $y_{t,j}$ is $O(r^2)$ which is imposed by the matrix inversion that again can be carried out using the matrix inversion lemma. Thus, the computational complexity per time instant $t$ and consensus iteration in adaptive D-PCA is $O(r^2)$. The computational complexity of the algorithm proposed in [26], abbreviated as S-PCA, is also $O(r^2)$. 
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For the communication costs associated with D-PCA and S-PCA, sensor $j$ in D-PCA has to transmit $r(|N_j| + 1)$ scalars per consensus iteration corresponding to the entries of the multipliers $\{v_{t,j}(k)\}_{j \in N_j}$ and the local estimate $y_{t,j}(k)$. Given that at each time instant $t$ there are $K$ consensus iterations taking place, the total transmission load per sensor during time instant $t$ is $rK(|N_j| + 1)$. In S-PCA each sensor has to transmit $rK(r + 1)$ to carry out consensus-iterations involving $r \times r$ matrices and $r \times 1$ vectors. If $r < |N_j|$ is smaller than the size of the single-hop neighborhoods then S-PCA has a smaller transmission cost, whereas if $r > |N_j|$ D-PCA will have an advantage. When considering the reception cost it can be seen that in D-PCA each sensor receives $2rK|N_j|$ scalars during $K$ consensus iterations pertaining to the vectors $\{v_{t,j'}(k), y_{t,j'}(k)\}_{j' \in N_j}$. However, in S-PCA sensor $j$ receives $(r + 1)rK|N_j| \geq 2rK|N_j|$ due to the reception of $N_j r \times r$ matrices and $r \times 1$ vectors per consensus iteration. Thus, D-PCA has a smaller reception cost for $r > 1$. Even though the transmission cost of D-PCA may be greater than the one in S-PCA, it will be corroborated via numerical examples that the higher transmission cost in D-RLS pays off in improved convergence rates and steady-state performance. The work in [33] thoroughly studied why ADMM exhibits better convergence properties over consensus-averaging [40] when it comes to least-squares estimation [33]. Similar arguments can be carried over the present PCA setting supporting the better convergence properties of ADMM observed via simulations. In the next chapter we apply the D-PCA algorithm in denoising in a distributed fashion data gathered across spatially scattered sensors.

3.5 Comparison of bridge/bridgeless sensor network communication costs

Here, we compare the sensor network communication costs of both a sensor network with a bridge and that without a bridge and the motivation behind each of the two schemes. In both cases, we consider the $K$ consensus iterations and rank $r$. 
Considering the transmission cost, for a network with bridges, each bridge has a transmission cost corresponding to \( rK < |N_j + 1| \) scalars. The simple sensors in the same network have transmission cost corresponding to \( rK|B_j| \) scalars. Whereas, in the network without bridges, each sensor has a transmission cost corresponding to \( rK < |N_j + 1| \) scalars. So, in terms of transmission cost, the bridge sensors in a network with bridges have the same cost as compared to the sensors of a network without bridges, at the expense of the simple sensors which have a lower transmission cost.

In terms of the reception cost, for a network with bridges, each bridge has a reception cost corresponding to \( 2rK < |N_j| \) scalars. The simple sensors in the same network have reception cost corresponding to \( 2rK|B_j| \) scalars. Whereas, in the network without bridges, each sensor has a transmission cost corresponding to \( 2rK < |N_j| \) scalars. Therefore, in terms of reception cost, the bridge sensors in a network with bridges have the same communication cost as compared to the sensors of a network without bridges, at the expense of the simple sensors which have a lower reception cost.

Based on the analysis above, a network with bridges is ideal for networks in which a few sensors have higher memory and computation capabilities than other sensors, while network without bridges are ideal when sensors have the same computational power and memory.
CHAPTER 4

DISTRIBUTED DATA DENOISING

The amount of useful information extracted from measurement data is often hampered by the presence of noise. Even the effectiveness of statistical analysis methods such as PCA sometimes degrade fast in very low signal-to-noise ratio (SNR) settings. Denoising (or noise removal) is therefore a crucial step to improve the information content of the low dimension data obtained from these statistical methods. Although not much work has been done on this, especially in a distributed setting, a few denoising algorithms have been put forward. The work in [41] suggested the use of wavelets as a tool for brain electrical activity analysis and denoising. A thresholding algorithm was introduced in [42] to reduce noise in the wavelet domain. However, these methods require high signal amplitudes to be able to effectively distinguish between noise and signal-related wavelet coefficients in single trials. The approach in [43] modified the original a posteriori Wiener filter to find accurate filter settings. The work in [44] proposed a non-linear approach to transient signal denoising with better filter settings. Other denoising approaches considered other statistical methods for determining a particular matrix of data and its delayed version for denoising, e.g., see [45]. [46] developed a batch based denoising approach where each node had to have access to a specific sensor group and not just single hop communications.

A distributed PCA denoising algorithm is proposed in this chapter. The principal signal eigenspace is estimated in a distributed fashion and the sensor data are projected on the estimated signal space to remove noise and obtain better signal estimates. Denoising is then performed by projecting the sensor data onto a subset of the principal eigenvectors of
data covariance matrix. The denoising task is performed whilst maintaining the distributed setting being considered in earlier chapters.

4.1 Problem Statement

Consider an ad hoc sensor network consisting of \( J \) sensors taking measurements of a particular deterministic quantity. Each sensor \( j \) takes measurements at time instant \( \tau \), where \( \tau = 1, \ldots, t \) and as mentioned on previous chapters is able to communicate only with its single-hop neighbors, i.e. ad-hoc neighbors \( j' \) for \( N_j \). The measurements acquired across sensors are stacked in the vector \( \mathbf{x}_\tau^n := [x_\tau^n(1), \ldots, x_\tau^n(p)]^T \), for \( \tau = 1, \ldots, t \) are assumed to be zero-mean. Similarly, let the vector \( \mathbf{x}_\tau := [x_\tau(1), \ldots, x_\tau(p)]^T \) denote the information part of the sensor data for \( \tau = 1, \ldots, t \) such that

\[
\mathbf{x}_\tau^n = \mathbf{x}_\tau + \mathbf{n}_\tau, \tag{4.1}
\]

where \( \mathbf{n}_\tau := [n_\tau(1), \ldots, n_\tau(p)]^T \) is a dataset containing the noise variables. The sensor data covariance matrix, namely \( \Sigma_{x^n} \), can then be written as

\[
\Sigma_{x^n} = \mathbb{E}[\mathbf{x}_\tau^n(\mathbf{x}^n_\tau)^T] = \mathbb{E}[\mathbf{x}_\tau\mathbf{x}_\tau^T + \mathbf{x}_\tau\mathbf{n}_\tau^T + \mathbf{n}_\tau\mathbf{x}_\tau^T + \mathbf{n}_\tau\mathbf{n}_\tau^T] \tag{4.2}
\]

Since the information signal \( \mathbf{x}_\tau \) in \( \mathbf{x}_\tau^n \) is uncorrelated with the noise \( \mathbf{n}_\tau \) (for \( \tau = 1, \ldots, t \)), from (4.2) it follows that

\[
\Sigma_{x^n} = \Sigma_x + \Sigma_n, \tag{4.3}
\]

where \( \Sigma_n \) denotes the measurement noise covariance matrix. Here we assume that the sensing noise across sensors is spatially uncorrelated, i.e., \( \Sigma_n = \sigma^2_n \mathbf{I} \) where \( \sigma^2_n \) denotes the sensing noise variance. Let \( \Sigma_x = \mathbf{H} \Sigma_x \mathbf{H}^T \) denote the singular value decomposition (svd) of information covariance matrix \( \Sigma_x \), where \( \mathbf{H} \in \mathbb{R}^{J \times J} \) is the orthonormal matrix that
contains the eigenvector in its columns, while the diagonal \( \Sigma_s \) contains the corresponding eigenvalues. Thus, (4.3) becomes

\[
\Sigma_{x^n} = H \Sigma_s H^T + \sigma_n^2 I. \tag{4.4}
\]

Specifically, assume that the sensed field is formed by \( r \) zero-mean uncorrelated stationary sources represented by the signals \( s_\rho(t) \). In detail, the informative part of the sensor data \( (x^n_r) \) is formed as

\[
x_r = \sum_{\rho=1}^{r} h_{\rho} s_\rho(\tau) = H_{.:1:r} s_r,
\]

where \( s_\rho(\tau) \) corresponds to the signal emitted by the \( \rho \)th source, while the different sources are uncorrelated. As assumed before, the sensor data follow the noisy linear model \( x_r^n = x_r + n_r \). Further, let the singular value decomposition of \( H := [h_1 \ldots h_r] \in \mathbb{R}^{p \times r} \) be written as \( H = U_h S_h V_h^T \), where \( S_h \in \mathbb{R}^{p \times r} \) is diagonal and \( U_h \in \mathbb{R}^{p \times p} \) and \( V_h \in \mathbb{R}^{r \times r} \) orthonormal matrices.

The information signal covariance matrix \( \Sigma_x = U_h \Lambda_s U_h^T \), where \( U_h \) corresponds to the eigenvector matrix and \( \Lambda_s := S_h D_s S_h^T \) the corresponding eigenvalue matrix where \( D_s \) is diagonal matrix whose diagonal entries correspond to the variance of source signals \( s_\rho(\tau) \). This further implies that \( \Sigma_x = U_h (\Lambda_s + \sigma_n^2 I) U_h^T \), where \( \Lambda_s = \text{diag}(\Lambda_{s:r}, 0_{p-r}) \) since only \( r \) eigenvalues in covariance \( \Sigma_x \) will be strictly positive given that there are \( r \) field sources. Here we consider subspace-based denoising which performs projection of the data onto the principal signal subspace, i.e.,

\[
U_{h,r} U_{h,r}^T x_r^n = H s_r + U_{h,r} U_{h,r}^T n_r, \tag{4.6}
\]

where \( U_{h,r} \) corresponds to the \( r \) principal eigenvectors of \( \Sigma_x \), i.e., \( U_h = [U_{h,r} \quad U_{h,r-p}] \) where \( U_{h,r-p} \) corresponds to the eigenvectors multiplied by zero eigenvalues. It follows readily that the covariance of the projected noise \( U_{h,r} U_{h,r}^T \) has rank equal to \( r \), where \( r < p \) since the number of field sources in many practical settings is much smaller than the
number of sensors. The total noise variance of $U_{h,r}U_{h,r}^T$ becomes $r\sigma_n^2$, which is smaller than $p\sigma^2$ (the total noise variance before data projection in (4.6)). Thus, the overall effect of the noise is reduced on the projected signal while the information part $Hs_r$ in (4.5) remains unchanged in (4.6).

It becomes apparent that the main task in denoising via projection in (4.6) is to estimate the principal eigenspace $U_{h,r}$. This is where the D-PCA approach proposed in Chapter 3 will be utilized to come up with a distributed way to estimate $U_{x,r}$ across sensors and denoise the sensor data. Different techniques will be compared with D-PCA in terms of the SNR achieved in the processed data after performing projection (post-SNR comparisons).

4.2 Distributed Implementation

In order to estimate the principal eigenspace $U_{h,r}$ for data denoising we start with the centralized cost function

$$\hat{C} = \arg \min (t + 1)^{-1} \sum_{\tau=0}^{t} \|x_{\tau,n} - C^T C x_{\tau,n}\|_2^2,$$

where $\hat{C}$ corresponds to the estimate for $U_{h,r}$. Again by setting $y_{\tau} = C x_{\tau,n}$ in (4.7), we have

$$(\hat{C}; \{\hat{y}_{\tau}\}_{\tau=0}^{t}) = \arg \min_{C, y_{\tau}} (t + 1)^{-1} \sum_{\tau=0}^{t} \|x_{\tau,n} - C^T y_{\tau}\|_2^2.$$ 

Here, we consider the adaptive setting and therefore still use equations (3.25), (3.26) and (3.27) to estimate the eigenspace $U_{h,r}$.

The performance metrics that will be used to compare the different techniques for estimating $U_{h,r}$ and performing denoising will be the SNR before and after data projection. Specifically, the SNR will be evaluated as

$$\text{SNR} = 10 \log_{10} \frac{\text{tr}(S_x)}{\text{tr}(S_{\text{noise}})}$$

(4.9)
where $tr(.)$ is the trace of the matrix, while

$$S_x = \frac{1}{N} \sum_{\tau=1}^{N} x_\tau (x_\tau)^T,$$  \hspace{1cm} (4.10)

corresponds to power in the information part $x_\tau$, while

$$S_{\text{noise}} = \frac{1}{N} \sum_{\tau=1}^{N} (y_\tau - x_\tau)(y_\tau - x_\tau)^T.$$ \hspace{1cm} (4.11)

where $y_\tau = U_{h,r} U_{h,r}^T x_\tau^n$ corresponds to the projected sensor data.

Note that the SNR quantity given in (4.9) denotes the post-projection SNR denoted from now on as post-SNR. Depending on which method will be used to estimate $U_{h,r}$ different post-SNR quantities will be obtained and extensive numerical tests in Chapt. 5 will advocate that our approach outperforms related alternatives. Setting $y_\tau = x_\tau^n$ in (4.11) gives the pre-projection (before denoising) SNR which is denoted as pre-SNR. As a benchmark on how well the different distributed methods do the so called actual-SNR will be computed by using the true principal eigenspace $U_{h,r}$ by applying singular value decomposition to the ensemble covariance matrix $\Sigma_x$. Note that actual-SNR will give the highest possible post-SNR that can be achieved via projection denoising since the true principal eigenspace is used during data projection. Further, in Chapter 5 our D-PCA method will be compared with the distributed subspace estimation technique proposed in [38], and it will become apparent that our methodology achieved a better performance especially in noisy environments.
CHAPTER 5

NUMERICAL TESTS AND DISCUSSION

Here, we test the convergence properties of the two different distributed algorithms derived in this thesis; Distributed Principal Component Analysis (D-PCA) with a bridge sensor setting, and D-PCA framework without bridge sensors. We further test the robustness of the bridgeless network in the presence of noise across communication links. In each of these two settings, convergence is compared with the distributed in [38], abbreviated as S-PCA. Furthermore, we consider the bridgeless D-PCA is tested in a denoising application that involves both real and synthetic data. S-PCA is also applied in the denoising setting and compared with D-PCA. Then, conclusions are drawn about the advantages offered by the proposed algorithmic framework given here.

5.1 D-PCA in network with bridge sensors

Here we consider a sensor network with containing \( p = 16 \) sensors. Sensors are randomly placed in a unit square \([0, 1] \times [0, 1]\) with uniform distribution. The communication range of the network is set equal to 0.3, i.e., two sensors communicate as long as the distance is less than \( d = 0.3 \). Each sensor collects \( t = 2000 \) observations. Zero mean data is randomly generated for 2000 time instants for the 16 sensors and without observation noise. This was tested with \( k = 5 \) consensus (ADMM) iterations per time instant \( t \). The parameter \( c \) in D-PCA is set \( c = 4 \) here, while the step-size in S-PCA was set to \( \gamma = 10^{-3} \).

The figure of merit used to compare different schemes will be the subspace projection error which is defined as \( e(t) := \| C^T(t) ((C(t) C^T(t))^{-1} C(t) - U_{x,r} U_{x,r}^T) \|_F^2 \), where \( \| \cdot \|_F \) stands for the Frobenius norm operator and \( C(t) \) corresponds to the estimate of \( U_{x,r} \).
Figure 5.1. Subspace projection estimation error $e(t)$ vs. time index $t$ for $r=1$ (top); and $r=2$ (bottom) in a setting with bridge sensors.
Figure 5.1 (top) shows $e(t)$ for the case where D-PCA and S-PCA are estimating $r = 1$ principal eigenvectors for both D-PCA and S-PCA. As it can be seen, D-PCA exhibits a much faster convergence rate than S-PCA, while it converges to a lower steady state error $e(t)$. Fig. 5.1 (bottom) depicts $e(t)$ for $r = 2$. In this case we test D-PCA and S-PCA for $K = 5$ consensus iterations. Again $e(t)$ in adaptive D-PCA decreases at a faster rate than in the case of S-PCA.

5.2 D-PCA in a network without bridge sensors

Here we compare D-PCA with S-PCA for a bridgeless sensor network setting while varying parameters such as the number of consensus iterations, number of principal components being estimated. We still consider a sensor network containing $p = 16$ sensors, and with sensors randomly placed in a unit square $[0, 1] \times [0, 1]$ with uniform distribution. The communication range of the network is $d = 0.3$. Each sensor collects $t = 7000$ observations. In the next simulations the subspace projection error $e(t) := \|C^T(t)(C(t)C^T(t))^{-1}C(t) - U_{x,r}U_{x,r}^T \|_F^2$ and the post-SNR (see Chapter 4) values are used as performance metrics to compared different principal eigenspace estimation methods.

5.2.1 Subspace Estimation error vs. iteration index

Here, zero mean data is randomly generated for 7000 time instants for the 16 sensors and without observation noise. These were tested with $K = 5$, or $K = 12$ consensus (ADMM) iterations per time instant $t$. The parameter $c$ in D-PCA is set $c = 4$ here, while the step-size in S-PCA was set to $\gamma = 10^{-3}$. Figure 5.2 (top) shows $e(t)$ for the case where D-PCA and S-PCA are estimating $r = 1$ principal eigenvectors for both D-PCA and S-PCA. As it can be seen, D-PCA exhibits a much faster convergence rate than S-PCA, while it converges to a lower steady state error $e(t)$. Increasing the number of consensus iterations
Figure 5.2. Subspace projection estimation error $e(t)$ vs. time index $t$ for $r=1$ (top); and $r=2$ (bottom) in a network without bridge sensors.
$K$ leads to better steady-state estimation performance for both D-PCA and S-PCA. Fig. 5.2 (bottom) depicts $e(t)$ for $r = 2$. In this case we test D-PCA and S-PCA for either $K = 5$, or $K = 15$ consensus iterations. Again $e(t)$ in adaptive D-PCA decreases at a faster rate than in the case of S-PCA. The subspace estimation performance improves considerably as the number of consensus (ADMM) iterations $K$ increases. The steady state performance for $r = 1$ as seen over 10000 iterations is shown in Figure 5.3.

5.2.2 Post-SNR vs. Number of principal eigenvectors

Here, zero mean data is randomly generated for 2000 time instants for the 16 sensors and without observation noise. Parameter $c = 1$ in D-PCA and $\gamma = 10^{-3}$ for S-PCA, where inter-sensor communication noise is set such that the communication SNR is equal
to $\text{SNR}_{\text{comm}} = 20$ dB. Table 5.1 shows the post-SNR for different number $r$ of estimated principal eigenvectors. It can be seen that the post-SNR decreases with decreasing number of principal eigenvectors estimated. This is because the lower the number of principal eigenvectors estimated, the lower the information content in the reduced dimension data.

<table>
<thead>
<tr>
<th>Scheme</th>
<th>D-PCA</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of Principal Components(r)</td>
<td>1</td>
</tr>
<tr>
<td>post-SNR (dB)</td>
<td>55.7302</td>
</tr>
<tr>
<td>pre-SNR (dB)</td>
<td>47.1883</td>
</tr>
</tbody>
</table>

5.3 D-PCA with bridge sensors vs. D-PCA without bridge sensors

So far, we have considered D-PCA with and without bridge sensors separately. Here, we show which has a faster convergence for different parameters. Here we evaluate the subspace estimation error by generating zero mean data for 2000 iterations for 16 sensors for both $r = 1, 2$ eigenvectors in both cases without any communication noise. We set the parameter $c = 4$ in both different algorithmic implementations. From Figure 5.4 and Figure 5.5, without bridges, D-PCA performs better in terms of convergence. However, this is only suitable for cases where a few sensors have more computational capacity than others, but not suitable for situations where all sensors have the same capabilities.

5.4 Denoising of Synthetic Data

Again, here we consider a sensor network with $p = 16$ sensors which are randomly placed in a unit square $[0, 1] \times [0, 1]$ with uniform distribution. The communication range of the network $d = 0.3$. Each sensor collects $t = 2000$ observations. The subspace projection
Figure 5.4. Subspace projection estimation error $e(t)$ vs. iteration index $t$ for D-PCA with and without bridges for $r = 1$.

Figure 5.5. Subspace projection estimation error $e(t)$ vs. iteration index $t$ for D-PCA with and without bridges for $r = 2$.

is $e(t) := \|C^T(t)(C(t)C^T(t))^{-1}C(t) - U_{x,r}U_{x,r}^T\|_F^2$. In this section, we examine the effects of the number of consensus iterations on principal subspace estimation in the presence of observation noise by estimating the principal subspace estimation error, evaluating the post-SNR and actual SNR (see Chapter 4 for definitions). Parameter $c = 1$ in D-PCA and
\( \gamma = 10^{-3} \) for S-PCA. Zero mean data is randomly generated for 2000 time instants for the 16 sensors for each of the cases considered under this section.

5.4.0.1 post-SNR vs. number of consensus iterations

Here, the observation noise signal-to-noise ratio \( SNR_{obs} = -3 \text{dB} \) and \( SNR_{comm} = 25 \text{dB} \) while estimating \( r = 3 \) principal eigenvectors. Table 5.2 shows the comparison between post-SNR and the actual SNR (act-SNR) for different number of consensus iterations for both D-PCA and S-PCA. It is seen that in both cases, the post-SNR increases with the number of consensus iteration. This is because, with increasing number of ADMM iterations, sensors are able to communicate more with neighbors to reach consensus. Also, the SNR values are closer to the actual SNR for increasing number of consensus iterations. This is also true for D-PCA when compared with S-PCA. Further, D-PCA shows better performance on the average than S-PCA. We also calculate the difference between the act-SNR (which is the highest possible SNR that can be achieved) and the post-SNR, i.e., \( \text{diff-SNR} = \text{act-SNR} - \text{post-SNR} \).

<table>
<thead>
<tr>
<th>Scheme</th>
<th>Number of ADMM iterations (K)</th>
<th>5</th>
<th>10</th>
<th>15</th>
<th>5</th>
<th>10</th>
<th>15</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>post-SNR (dB)</td>
<td>50.0819</td>
<td>53.4347</td>
<td>54.5801</td>
<td>49.1154</td>
<td>50.7341</td>
<td>51.4089</td>
</tr>
<tr>
<td></td>
<td>act-SNR (dB)</td>
<td>58.2447</td>
<td>58.7176</td>
<td>58.4738</td>
<td>58.2447</td>
<td>58.7176</td>
<td>58.4738</td>
</tr>
<tr>
<td></td>
<td>diff-SNR (dB)</td>
<td>8.1627</td>
<td>5.2829</td>
<td>3.8938</td>
<td>9.1293</td>
<td>7.9835</td>
<td>7.0650</td>
</tr>
</tbody>
</table>

Figure 5.6 depicts the subspace estimation \( c(t) \) error plotted against the iteration index \( t \) with the same parameters as above. This curves in this plot correspond to D-PCA for the different number of consensus iterations. As it can be observed, faster convergence is
observed for an increased number of consensus iterations \( K \), and therefore a better steady state estimation performance is achieved. This testing is done for \( K = 5, 15, 25 \).

![Figure 5.6. Subspace projection estimation error \( e(t) \) vs. iteration index \( t \) for different number of consensus iterations for \( \text{SNR}_{\text{obs}} = -3 \text{dB} \) and \( \text{SNR}_{\text{comm}} = 25 \text{dB} \).]

5.4.0.2 post-SNR vs. number of estimated principal eigenvectors

Here, the post-SNR is estimated for different number of estimated principal eigenvectors \( r \). The number of ADMM iterations is fixed to \( K = 25 \), while the observation SNR is \( \text{SNR}_{\text{obs}} = 20 \text{dB} \) and \( \text{SNR}_{\text{comm}} = 10 \text{dB} \).

As seen in table 5.3, higher post-SNR values were obtained for an increasing number of principal eigenvectors being estimated, and overall, the SNR values for D-PCA are significantly larger than the post-SNR values achieved by S-PCA in [38].
Table 5.3. post-SNR vs. Number of principal eigenvectors

<table>
<thead>
<tr>
<th>Scheme</th>
<th>D-PCA</th>
<th></th>
<th></th>
<th>S-PCA</th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Number of principal eigenvectors (r)</td>
<td>1</td>
<td>2</td>
<td>3</td>
<td>1</td>
<td>2</td>
</tr>
<tr>
<td>post-SNR (dB)</td>
<td></td>
<td>52.8956</td>
<td>60.3031</td>
<td>81.1464</td>
<td>52.3053</td>
<td>59.7009</td>
</tr>
<tr>
<td>act-SNR (dB)</td>
<td></td>
<td>56.4966</td>
<td>68.4716</td>
<td>110.6478</td>
<td>56.4966</td>
<td>68.4716</td>
</tr>
</tbody>
</table>

Table 5.4. post-SNR vs. communication noise SNR

<table>
<thead>
<tr>
<th>Scheme</th>
<th>D-PCA</th>
<th></th>
<th></th>
<th>S-PCA</th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>SNR(comm) (dB)</td>
<td></td>
<td></td>
<td>act-SNR (dB)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>post-SNR (dB)</td>
<td></td>
<td>81.7348</td>
<td>69.9509</td>
<td>85.4463</td>
<td>71.7930</td>
<td></td>
</tr>
</tbody>
</table>

5.4.0.3 post-SNR vs. communication noise SNR

The post-SNR is estimated for two scenarios where i) there is inter-sensor communication noise; and ii) the inter-sensors links are ideal and there is no noise. Again, we set $r = 3$ and $K = 25$ ADMM iterations, while the observation SNR is $\text{SNR}_{\text{obs}} = -3 \text{dB}$.

Figure 5.7 illustrates the fact that the convergence is slowed by the presence of communication noise, and D-PCA still outperforms S-PCA with or without observation noise. This is further substantiated by Table 5.4 where the Post SNRs without communication noise were larger than with it. A comparison was also made for different values of communication noise in the presence of observation noise for $r = 3$ and $K = 25$ consensus iterations and with $\text{SNR}_{\text{obs}} = 5 \text{dB}$ as shown in Table 5.8. D-PCA still outperforms the existing alternative for all three different values.

5.5 Denoising of Real Data

Here we test the denoising capability of D-PCA and compare it with existing alternatives on real ocean temperature data. The temperature data where obtained by the so called Argo
Figure 5.7. Subspace projection estimation error $e(t)$ vs. iteration index $t$ with and without communication noise for $\text{SNR}_{\text{obs}} = -3\text{db}$.

Floats that have been deployed in all oceans. The data are obtained and handled by the National Oceanographic Data center (NODC), and we downloaded them from their online data repository [47]. These measurements are used to compare the performance of D-PCA and S-PCA, under different scenarios as detailed next.

Specifically, data measurements acquired across 20 sensors ($p = 20$) over $t = 117$ time stamps during the time period from 10/2/1998 to 7/10/2002. Even though the measurements are taken over an extensive time period, it has sufficient correlation to be employed in the denoising algorithm. The subspace projection $e(t) := \|C^T(t)(C(t)C^T(t))^{-1}C(t) - U_{x,r}U_{x,r}^T\|_F^2$, and post-SNR will be used as performance evaluation criteria. We still con-
consider the presence of observation noise since this illustrates an actual sensor network setting. Parameter $c = 1$ in D-PCA and $\gamma = 10^{-4}$ for S-PCA.

5.5.1 pre-SNR vs. actual SNR vs. post-SNR

A comparison is made here between the pre-SNR, the actual SNR and the post-SNR for both D-PCA and S-PCA for $K = 25$ ADMM iterations while estimating $r = 3$ principal eigenvectors. Further, the observation SNR is set to $\text{SNR}_{obs} = 41\text{dB}$ and the inter-sensor link variance is $\text{SNR}_{comm} = 10\text{ dB}$. As it can be seen in Table 5.5, for a fixed pre-SNR and act-SNR pair, the post-SNR for D-PCA is higher and closer to the actual SNR (act-SNR).
Table 5.5. pre-SNR, actual SNR (act-SNR) and post-SNR using real data

<table>
<thead>
<tr>
<th>Scheme</th>
<th>D-PCA</th>
<th>S-PCA</th>
</tr>
</thead>
<tbody>
<tr>
<td>pre-SNR</td>
<td>41.4080</td>
<td>58.4738</td>
</tr>
<tr>
<td>act-SNR</td>
<td>54.5801</td>
<td>51.4089</td>
</tr>
<tr>
<td>post-SNR</td>
<td>51.4089</td>
<td>51.4089</td>
</tr>
</tbody>
</table>

Table 5.6. post-SNR vs. number of estimated principal eigenvectors using real data

<table>
<thead>
<tr>
<th>Scheme</th>
<th>Number of principal eigenvectors(r)</th>
<th>D-PCA</th>
<th>S-PCA</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>1</td>
<td>2</td>
<td>3</td>
</tr>
<tr>
<td>post-SNR (dB)</td>
<td>18.6945</td>
<td>26.7986</td>
<td>28.5122</td>
</tr>
<tr>
<td>act-SNR (dB)</td>
<td>21.0085</td>
<td>28.8255</td>
<td>37.4376</td>
</tr>
</tbody>
</table>

5.5.2  post-SNR vs. number of estimated principal components

Here, the post-SNR is estimated for different number of estimated principal eigenvectors \( r \) after applying \( K = 25 \) ADMM iterations per time instant \( t \) where \( \text{SNR}_{\text{obs}} = 44 \text{dB} \) and \( \text{SNR}_{\text{comm}} = 10 \text{dB} \).

Similar to Table 5.1, Table 5.6 compares post-SNR for both D-PCA and S-PCA. Again, D-PCA shows a better performance in terms of SNR for the different number of principal eigenvector being estimated. A similar variation is observed as with the synthetic data, which further substantiates our claim of better performance of D-PCA as compared to S-PCA.
CHAPTER 6
CONCLUSIONS AND FUTURE DIRECTIONS

Two distributed dimensionality reduction techniques applicable to different settings were
developed in this research work/thesis. The first involved sensor networks and is preferred
for scenarios where a few sensors have a higher computational capacity than others, in
which case those sensors (called bridge sensors) perform most of the computation and
communication at the expense of the simple sensors. The second involved scenarios where
all sensors have equal computational capabilities. The computational and communication
costs were studied for both algorithms. In both cases, the approaches involved a formul-
ation of the PCA cost as a separable constrained optimization problem and application of
the coordinate descent technique combined with ADMM to approach the separable PCA
formulation in a distributed manner. Only single-hop communications were required and
no fusion center, as in traditional dimensionality reduction approaches is necessary. The
involved computational and communication complexity is small and manageable due to
the single-hop communications. Inter-sensor communication noise are also considered and
extensive numerical testing corroborated the robustness of the proposed framework while
existing alternatives fail to converge. Further, it is demonstrated that the convergence rate of
the proposed distributed PCA framework is faster than related distributed approaches while
having a comparable communication cost. The proposed algorithmic framework is then ap-
plied in a distributed denoising application, where the goal is to remove sensing noise from
the sensor data and improve the signal-to-noise ratio in the processed (denoised) data. This
is done by projecting the sensor measurement data onto an estimate of the data covari-
ance principal eigenspace obtained via our distributed PCA algorithm. Different principal
eigenspace estimates obtained by alternative distributed methods are used as well, and it turns out that the distributed PCA framework put forth here leads to a substantial noise reduction in the data compared to existing alternatives. Both synthetic data and real data corresponding to ocean temperature measurements acquired from sensors are utilized to demonstrate the advantages of the novel algorithms existing techniques via extensive numerical tests.

This thesis work laid a foundation of a distributed PCA framework with applications in data dimensionality reduction and denoising. Future directions include:
- Convergence analysis of the proposed algorithmic framework.
- Extension of the algorithms for tackling nonlinear models in denoising and dimensionality reduction.
- Consideration of time-varying principal eigenspaces in nonstationary environments, e.g., mobile field sources.
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