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ABSTRACT

THREE ESSAYS ON MARKET ANOMALIES

AND EFFICIENT MARKET HYPOTHESIS

EHAB YAMANI, PhD

The University of Texas at Arlington, 2012

Supervising Professor: Darren Hayunga

This dissertation consists of three distinct essapse first essay investigates the risk
interpretation of the investment premium by empific examining the fundamental view versus the
sentimental view. Overall, the results show thaaficial factors are the dominant driver of investine
returns and they control the negative relation leeminvestment and stock return.

In the second essay, | examine the impact of filmhraontagion resulting from four global
financial crises based on analyses of the globlakvaremium. Results show that equity markets becom
more integrated after financial crises that exhgiitoal effects but less integrated after crises éxhibit
regional effects. Overall findings support the ss$&ry of the global value premium.

The third essay examines the joint dynamics ofina and volatility in the junk bond market
during the 2007-2008 financial crisis. Using tragwolume information as a proxy for changes in the
information set available to investors when finahcrises occur, | investigate the impact of thiepsime
crisis on the informational efficiency of the jublond market. The overall results show that theiscris

does not have an impact on the market efficiendh@funk bond market
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CHAPTER 1
INTRODUCTION

For many decades, there has been a battle betwaiestream finance and behavioral finance,
and the Efficient Market Hypothesis (EMH) is coregied the main weapon in this battle. Fama (1970)
defined efficiency in terms of the speed and cotepless with which capital markets incorporate
relevant information into security prices. This mgdhat there are two main implications of the EMH:
(1) security prices are rational in the sense tifney reflect risk rather than sentiment, and (2one can
systematically beat the market (Statman, 1999).

Based on these two implications, researchers haveulated two main groups of tests of the
efficiency of financial markets. The first group tests is based on testing the asset pricing models
Fama(1991) states thamnarket efficiency per se is not testableThis means that the EMH must be
tested jointly with an asset pricing model suclthes Capital Asset Pricing Model (CAPM). The EMH
and CAPM are connected in the sense that the fompies the rationality of the prices of capitabats
since capital markets allocate resources effigjerghd the latter describes the pricing mechaniém o
these capital assets. Therefore, the CAPM provédemean for testing the EMH and at the same time
serves to show that markets are efficient sincecthi@ral prediction of CAPM is that market beta is
sufficient to describe the cross sectional expectagns.

However, many empirical studies agree on the faat there are other effects or anomalies  that c
describe expected returns. The list of these ariem& large but | will mention only two of them —
‘investment effect’ and ‘value effect’. Chen andadly (2010), for example, find that low-investment
stocks earn higher expected returns than high-imes#t stock. In addition, Fama and French (1998) fi
security returns to be positively related to bookxtarket. The problem with these anomalies is titey
cannot be explained by the single-factor CAPM, tm&y are also inconsistent with the idea of the EMH

since security prices did not appear to reflecaedlilable information. In general, there are teonmon
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explanations for these effects — risk (rationalplaration and behavioral (irrational) explanation.
According to the risk explanation, the capital asgaces are rational that reflect only utilitarian
characteristics, such as risk. Therefore, the mati@xplanation interprets the effects as a rigkrpum

for a state-variable risk. Alternatively, the beioaal explanation views the effects as anomali¢lera
than risk factors, since asset prices are irrationathe sense that they reflect value-expressive
characteristics, such as sentiment. Like most lhgsas in finance and economics, the evidence e the
two explanations is mixed.

The second group of the empirical tests of the Ellithe autocorrelation test of independence
that measures the significance of any correlatioreturn overtime. In its weak form, the EMH salyatt
security prices adjust rapidly to the arrival ofwni@formation and, therefore, the current pricese€urity
fully reflects all historical information. Those wibelieve that capital markets are efficient wond
expect to profit by trading on the information cained in the security’s return or trading history.
One would expect insignificant correlations in raetovertime if market is efficient.

The above two groups of tests of the EMH motivatgsresearch interests in this dissertation.
| raise three main research questions in threéndisessays that will contribute to the understagdof
market anomalies and the efficiency of financialrkets. The first essay “What Explains the Investmen
Puzzle: Fundamental Beta or Financial Beta?” examthe risk explanation versus the behavioral stbry
the investment effect. In particular, 1 empiricallgst two hypotheses. The first hypothesis tesés th
determinants of investment return, using VectoroARegression (VAR) model and impulse response (IRF)
function. The findings show that the firm-level @stment returns is attributed mainly to the valigbin
discount rate news. The second hypothesis exartiiredeterminants of the negative relation betwéecks
return and investment return using the beta decsitipo approach. The results show that the valudhef
financial betas is greater than the value of funelatad betas for decile portfolios based on one-dsional
(two-dimensional) classification by investment retisize and investment return). Overall, theultss
show that financial factors are main driver of istveent returns, and they are also the dominanedo¥

the negative relation between investment returnsaock return.
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In the second essay “Financial Crises and the GMale Premium: Revisiting Fama-French”,
| investigate the rational versus irrational explion of the global value premium documented by &am
and French (1998), using international data frome®n countries during four selected financiabesi
The main idea of this essay is that if global vadtrecks are fundamentally riskier than global gtowt
stocks, one would expect value stocks to performenpoorly than growth stocks during financial csise
This is because risk-averse investors rush toigetfrhigh-risk securities and replace them wittvlosk
liquid securities during the bad states of the econ To this end, | propose a new internationabtiss
pricing model that is a composite of the asymme8ign GARCH model developed by Glosten,
Jagannathan and Runkle (1993) (GJR-GARCH model)thadnternational version of the Fama and
French model (1998). The results show that valaekst consistently perform more poorly than growth
stocks during the four financial crises. Theseifigd support the risk story for a global value pitem

The third essay “The Subprime Crisis and the Hficy of the Junk Bond Market: Evidence
from the Microstructure Theory” investigates thepant of the recent financial crisis on the Junkdon
market, along three dimensions: First, | examireeithpact of the subprime crisis on the high yiedehdb
return volatility using GJR-GARCH model. Secondhvestigate the trading volume impact of the crisis
using censored regression model. Finally, | exptbeeimpact of the financial crisis on the junk don
Market Efficiency using the volume-volatility reian. The overall results of VAR and 2SLS estimates
show that the financial crisis does not have araichpn the efficiency of the junk bond market.

This dissertation consists of five chapters witle chapter per essay. Chapter two and three cover
the first and the second essay, respectively. Besiays focus on the first group of the EMH tests, (the
risk interpretation of anomalies). Chapter foursems the third essay, which examines the secanggf
tests (i.e., independence tests). In each chdpteview the relevant literature, identify the célmtitions of
my study, cover the data and methods used, and Ithamesent the results. Finally, | conclude my

dissertation in chapter five.



CHAPTER 2

WHAT EXPLAINS INVESTMENT PUZZLE:
FUNDAMENTAL BETA OR FINANCIAL BETA?

2.1 Introduction

Why do low-investment stocks earn higher expectewirns than high-investment stocks?
This appears to be a critical but difficult questihat attracted the attention of scholars andstment
professionals for many decades. The productionebasedels and the real option theory imply two
explanations for such investment puzzle (i.e., tiegaelation between real investment and expected
returns) — a fundamental story and a behavioray sithe fundamental story (or the cash flow channel
interprets the investment premium as a common faskor of stock returns such that high-investment
firms and low-investment firms are exposed to défe cash flow risks. Controlling for discount ste
the higher the current investment, the lower thegmal productivity of capital under diminishingtuens
to scale, the lower the expected returns as firxgloé investment opportunities. Alternatively,
the behavioral view (or the discount rate chanrahterprets the high returns of low-investmenmnfiras
one of the stock return anomalies that are duerur &y some investors. Specifically, changes i th
investor sentiment affect the investment policyotlgh changes in discount rates that investors apply
to cash flows. Controlling for expected cash flottse lower the discount rate, the higher the curren
investment, the lower the future returns.

Though the cash flow and discount rate channels swcessfully describe variation in
securities’ expected return by their covariancehwitvestment’s return, but they never explaurch
variation. This leaves an open question: What nisks cause variations in investment returns thase
expected stock returns to vary? The literature dbasethe Q-theory of investment developed by Tobin
(1969) emphasizes two determinants of the cyclraailability of investment — investment and finarcia

variables. The investment return, therefore, mayeiase either because there is good news abou¢ futu
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cash flows (investment channel), or because tlseaediecline in the cost of capital that investqslyato
these cash flows (financial channel).

The two channels (i.e., fundamental and finandlz} determine investment returns, as well as
the two explanations of the investment puzzle,(fmdamental and behavioral), motivate my research
interest. Specifically, my goal in this study is test two hypotheses empirically. First, | empilica
examine the determinants of the variability of istveent returns. | use the vector autoregressiorRVA
approach to break firm-level investment return® itndamental (i.e., marginal productivity of capit
‘MPK’) and financial (i.e., cost of capital) compemts. Second, | examine the fundamental versus the
behavioral story of the ‘investment puzzle’, bydkimg the sensitivity of stock returns to the irtmesnt
returns (i.e., investment beta) into two betasnd@imental (or cash flow) beta and financial (ocdiist

rate) beta. The main idea of this study can be sanzed in figure 2.1.

p
MPK Fundamental Factors

Fundamental Beta Stock

Investment
Return ~ Return

-

Financial Factors

Cost of Capital Financial Bet

Figure 2.1 Investment Return — Stock Return Ratatimndamental and Financial Factors

| believe this study contributes to the existingdfetical and empirical investment literature in
two ways. First, my theoretical work in sectiongirbridges a gap between the Tobin’s g-theory alf re
investment and production based models to provid®ael that can explain the real risks that deteemi
the ‘investment puzzle'. Specifically, | show thetically that both the investment and financial rofels
that determine the optimal investment level from @-theory of investment literature are the sanaé re
risk factors that govern the negative relation leemvreal investment and expected returns inspiyetieb
production-based models and the real option the®egond, to the best of my knowledge, this study is
the first one that empirically investigates theedgtinants of the investment-return relation, byning
a horse race between the cash flow and discouatatzinnel without the need to control one while

examining the other. Thanks to the beta decompas#tpproach (e.g., Campbell and Vuolteenaho, 2004),



| am able in section four to isolate the sensiivif the stocks’ expected return to the investment
component (fundamental beta) from the financial gonent (financial beta) of investment retdrns

The organization of the rest of this chapter isodlsws: Section two presents study hypotheses
and literature review. Section three develops artitecal model. Section four presents the econdmetr
methodology. Section five describes the data. Seslix shows the empirical results.

2.2 Testable Hypotheses

My work is related to two strands of literature.€eTfirst one is based on the present value
version of the Q-theory of investment that focuses examining the determinants of the optimal
investment level by separating the response ofsimvent to shocks from fundamental factors thanehos
from financial factors (e.g., Abel and Blanchar@8&; Gilchrist and Himmelberg, 1995; and Love and
Zicchino, 2006). The second strand includes thelyrtion-based models and the real option theorty tha
predict two channels (i.e., cash flow and discotate channels) that govern the investment-return
relation (e.g., Li, Livdan, and Zhang 2009). Instistudy, | test two hypotheses inspired by these tw
strands of literature.

2.2.1 Hypothesis 1

The first hypothesis is that investment returnasifively related to the marginal productivity of
capital and negatively related to the discount.ratés hypothesis follows from the early literatane the
determinants of the variability of manufacturingeéstment. Early research led by Franco Modigliand a
Merton Miller (M&M) capital structure irrelevanceqposition, emphasized that the financial structfre
any firm will not affect its market value in perfecapital markets. This proposition provides the
theoretical foundation for the neoclassical themfrinvestment that implies that firm’s financiaftture

is irrelevant to investment decisions (i.e., cleasidichotomy) since internal and external funds ar

! The reason for such gap in literature is thatagm equation is used to be the workhorse forarjrg

the investment-return relation (i.e., investmertigh when future marginal cash flow (hnumeratofigh

or when the discount rate (denominator) is low)ynkand French (2006) show that tests based sately o
the valuation equation cannot split between thé fasv effects and the discount rate effects.
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perfect substitutes. This means that fundamenttdifs, measured by the expected present valuegwefu
profits, are the only determinants of the investhutisions.

The neoclassical theory of investment, howeversdua# provide a complete description of the
determinants of the investment level, since M&Mé&sfpct capital assumption is not satisfied in tial
There are many factors that make external finanme roostly than internal finance such as agenciscos
financial distress costs and transaction costs z@fazt al.,, 1988). With these frictions, classical
dichotomy no longer holds and ‘financial factorgincaffect firm-level investment through the capital
adjustment cost: the higher the investment cokts|dwer the elasticity of the firm’s investmentthvi
respect to changes in discount rate. These fristiare usually viewed as an evidence of financing
constraints (e.g., Love and Zicchino, 2006).

An alternative approach to examining the investnaetérminants is the Q-theory of investment
originated in Tobin and Brainard (1963) and Tolifg9). According to the Tobin's g-theory, the fsm'
investment return (defined as the marginal ratestdth a firm can transfer resources through time by
increasing investment today and decreasing atuaefutate) should rise with its Q (defined as thim raf
market value of new additional investment goodth#r replacement cost of capital). The presenteval
version of the theory states that the marginal afsinvestment equals the marginal benefits of
investment defined as the present value of theaggdduture profit (e.g., Abel and Blanchard, 1986¢l
Shapiro, 1986). A more recent literature introdufiesncing constraints as a proxy for investment
frictions into the Q-theory (e.g., Li and Zhang,18). Unlike the neoclassical theory of investment,
therefore, the g-theory emphasizes the importarfcéinancial factors (such as debt leverage, and
dividend payments) and the investment factors asdeterminants of investment.

2.2.2 Hypothesis 2

The second hypothesis in this study is that capitedstment is negatively correlated with future
equity returns through two channels — fundamentdl #nancial channels. This hypothesis stems from
two related strands of literature that explain tlegative relation between current investment regunth

future stock return —production-based models aadl sption models — through cash flow channel and
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discount rate channel. The production-based mdd#{smarket performance to aggregate investment,
while the real option models link stock return itonfspecific investment.

Much of the work on the production-based modelbugdt upon the g-theory, and Cochrane
(1991) is the first one who reinterprets the g-tigeaf investment as a production-based model tavsho
that investment return and stock return are eqdedording to the g-theory, the discount rate channe
controls for expected cash flows, and predicts thatlower the discount rate, the higher the curren
investment, the lower the future returns (e.g.,ICace (1996); Li, Vassalou, and Xing (2006); and, Li
Whited, and Zhang (2009)). Alternatively, the cdlsliv channel says that, controlling for the discbun
rates, the higher the future marginal productivitye higher the current investment, the lower the
marginal productivity of capital under diminishingturns to scale, the lower the expected returribeas
firms exploit investment opportunities (e.g., Livtlan, and Zhang (2009)).

More recently, the real option models have beereld@ed which focus on the link between the
firm-specific investment patterns and the crossiseof stock returns. These models view the fimue
as a sum of the value of the existagget{measured by summing the present value of futusa 8aws
from all ongoing projects) and the value of thevgitooptions (measured by the present value of all
future positive NPV projects). In the real optiomdels, the cash flow channel holds project revenue
risks constant and focuses on the numerator optesent value formula through decomposing the cash
flow among revenues from the existing assets aadtfyroptions (e.g., Berk, Green and Naik (1999) and
Gomes, Kogen, and Zhang (2003)). In contrast, fiseodnt rate channel holds expected cash flow
constant and focuses on the denominator of theatialuequation through examining the cross-sectiona
dispersion in new project betas (e.g., Carlsorhdfiand Giammarino (2004)).

An intuitive way to summarize this section is ty #iaat hypothesis 2 complements hypothesis 1.
In particular, hypothesis 1 explains variationnméstment returns through two channels — cash &ogv
discount rate channel, and hypothesis 2 statesthiese two channels are responsible for describing

variation in stock expected return by its covaramdth investment return.



2.3 The Theoretical Model

In this section, | develop a model that serves amthematical formulation for the hypotheses
developed in the previous section. In my modelssuane that there are heterogeneous firms in the

economy indexed by ‘i'. Each firm uses capital b(qa(qt)and other costless input® produce
homogenous output. The major production constraicing the firm is capital accumulation, since the
level of capital stock next periogk, ) depends on three factors: the current capitalk$kQg,
investment Ieve(l| it), and depreciation rate of existing cap(tﬁl). The capital accumulation, therefore,

can be represented mathematically as follows;, = K, (1— 5)+ I, - The firm’'s production function is

Cobb-Douglas given bfl(Kit)= Kif’ where'd’ is the capital share. The production function bithi
diminishing returns to sca(é.e, O<a< 1), which means that more investments lead to lowegmal
product of capital. Production is subject to aggtegproductivity shocI(S(t) that serve as a source of

systematic risk as well as firm-specific product;ivs'shockizit )that act as a source of firm heterogeneity.

Let ﬁ(Kit,Xt,Zit) denote the firm's operating profits that is funetiof capita(kit), aggregate
shockg X, ), and firm-specific shocKg, ), as follows:
(K, X, Z, )= €2 f (K ) =€ 2K ()
Firms’ opportunity cost is reflected in the adjuetmcost;é(lit , Kn) that represents the firms’

foregone operating profit since they have to redsales to increase investment. Following the lites

(e.g., Li, Livdan and Zhang, 2009; and Liu, Whitatd Zhang, 2009), | assume that the adjustment cost

function is quadratic in capital gromfﬂri;/ Kt) as follows:

¢(| i:vKi:):y[Ih] Ky @

2 K,

If the total cost of investmeri, +¢(1,,K,)) exceeds the existing capital level, firms willogsto issue

stocks assuming that new equity is the only soofoexternal financing. The firm's cash fI§wCF, ),



therefore, equals the operating profits minus ¢it&l tost of investment:
FCF, :ﬂ(Klt’X Z ) L ¢(Iit’Kit) )
Since my focus is on investment, | assume thatsfitake operating profits as given and they
choose the optimal capital investment to maximitee market value of equi(yit) given by the

discounted value of future free cash flows, subfecthe capital accumulation condition. Based aom th

above framework, the firm’s optimization problermdze stated as follows:

= e [Z oKy X0 Z) -1~ 91 K, ))}

Subject to: K, =K, 1-5)+]1,

(4)

In this section, | will use the optimization proivleas approximated by equation 4 to provide
mathematical justification for my two testable htpeses in this study. First, | solve equation 4 to
decompose the real factors that cause variationsviestment return into two channels - fundamental
channel (marginal productivity of future capita)dafinancial channel (cost of capital). Secondsé u
these two channels to explain variations in equétyrn in response to variations in investmentrretu
as production-based models and real option modetfigi.

2.3.1 Mathematical Formulation of Hypothesis 1: dtetical Determinants of Investment Return

By setting the Lagrangian multiplier for the firndptimization problem (equation 4) and taking
the first-order condition with respect(ﬂéml), | get'q,"' (or what is called marginal q) that reflects the

shadow price of capital, as follows:

Z (K Xems Zisa) 0811, Kivia)
0 = ﬁ+ |: it+1? TN+ it ) i+l " Nitd) (1_ 5)Q. . (5)
t ; “ aKit+1 aKit+1 i

Equation 5 shows the relation between investmedttha expected present value of marginal
profits, as the Q-theory predicts (e.g., Abel addnBhard, 1986, and Gilchrist and Himmelberg, 1995)

The marginal product of capital is given(by(K X Ziy )| Koy = 0K 1) the marginal reduction in

it+11 7N+l it+1
adjustment costs generated by an extra unit otalaigi given b)(aqj s II+1)/aKII+1 (7/2[|1+1/Kn+1] ))
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and the marginal liquidation value of capital nétdepreciation is given b()(l— 5)qit+1). For clarity,

| defineL(K) = [(aK.“’l)+ 7//2(|n+1/Kn+1)2]’ so that | can rewrite equation 5, as follows:

it+1

a =i/i+1[ai<ﬁif +g[}'<] +- 5)%@ S AL+ -da.]  ©

The optimality condition states that the shadoweuof capital is equal to the discounted infinite
stream of marginal products of depreciating cagitedll future dates. In other words, equation €aks
the determinants of the cyclical variability of @stment down into two components: discount rate ris
(variations in the cost of capi@’lﬂ)), and cash flow risk (variations in the marginabguctivity of
capital).

In spite of the attractiveness of the g-theoryegitgpirical performance has not been satisfactory
due to the difficulty in computing marginal g, sinit requires computing the expectation of a presen
value of a stream of marginal profits as in equatio Therefore, | re-express the g-theory as aioela
between returns, as in Cochrane (1991), insteadanfeling it as a fundamental present value relation
By setting the first order derivative of the objeet function in the firm’s optimization problem in

equation 4 with respect b, , ), | get:

L 0g(l K)o (1
g, =1+ . _1+7(KJ @)

The first-order condition says that a firm shoufdvast up to the point where the expected

present value of marginal benefits of investmer@,' should equal its marginal cost of

investmen(1+ g/(lit /K, )) Equivalently, investment returr(R';‘XfStme”‘) can be defined as a ratio of the

marginal benefit of investment (equation 6) toitherginal cost of investment (equation 7):

Investment__ MarginaBenefit&Df InveStment: aKlf:ll + 7/2(| it+1/ Kit+1)2 + (1_ 5)qit+1 — L(K)+ (1_ 5)qit+1
o MarginalCostf Investment 1+ (1, /K,) 1+, /K,)

©)

Equation 8 implies that there are two major chasadfecting investment returns: fundamental
factors (numerator) that work through the margipabductivity of capital, and financial factors

11



(denominator) that work through the investment silnent costs. Taken together, equations 6 and 8 are
analogous to stock price and return equationsemsly. Specifically, equation 6 measures thedsha
price of capital as the present value of margimaflpcts of depreciating capital, and equation 83uess

investment returns as a ratio of marginal benefitsmarginal cost of investment. If | substitute

1+7(|n/Kn)=Qn from equation 7, | can approximate a relation leemvinvestment pric{qit) and

investment retur(R"t‘ZfStme“‘) as follows:

RiIT\ﬁStmem = { L(K )} + { (1_ 5)qit+1} (9)
' it it

Equation 9 expresses the investment return as a sunoafties: the first ratio is proportional
to the marginal productivity of capital (analogouostite dividend yield), and the second ratio is fuorcti
of the investment growth (analogous to the capitdldyierhe major problem in computing investment

returns, as in equation 9, is the assumption that retuensme-varying. Such assumption makes it much

more difficult to work with present value relationschase the shadow price of capi(aﬁt )and marginal

productivity of capitaI(L(K)) appear to grow exponentially over time rather thinearly like many

other macroeconomic time series. This means that picen becomes nonlinear (Campbell, Lo and
MacKinlay 1997).
Following Campbell and Shiller (1988)l achieve linearity by estimating a log-linear prése

value relation between capital prices and marginadipctivity of capital, through two steps. First, keéa

the logarithm of equation 9 and defi(rﬁfleStme”) as the log investment return:

M ™™ = log((L- 6) 0., + L(K) ., )-log g,
= log((- &)ty ., — log(q, )+ log(1+ eleo -V kat-2ual) ()

2 Campbell and Shiller (1988) develop a log-lineezsent value relation between prices and dividends,
based on an accounting framework: high prices mustlmevied by high future dividends, or low future
returns or some combination of both. Analogous tirtntuition, the log-linear present value relation
between marginal productivity of capital and capjietes can also provide an accounting framework.
Specifically, equation (6) says that high capitate@s must be followed by high expected future matgina
productivity(_(k)), or low future return§z), or some combination of both.

12



Second, | achieve linearity betwee§q\| t+1) and (L(K),,,) by using a first-order Taylor expansion to
approximate (rif{‘ffsm‘e") around its mean. If | substitute the first-order Baylapproximation

(f (X1) = FX)+ F'(X)(Xq — X)) into equation 10, | get:

Investment

hr ~K+(@Q=p)logL(K),, +plogd-6)q,,—logg, @D
Wherek and p are linearization parameters defined bk =-log(p)— (- p)logl/ p-1),
andps:l/(1+ e['°9L(K)*'°9q]). The log investment return is defined now as a weilseerage of the
marginal productivity of capital and the liquidatioralue net of depreciation. If | assume that
lim, ., Pj((1—5)q“+1+,~)=0 and solve for logq, ', | can write capital prices as linear combination of

expected marginal product of capital and returnéolisws:

k N
|09(qi, )E E‘*‘ E ZP : ((1_ p)(L(K)t+l+j )_ ri!tnl/ff;mem) (12)
=0

Similar to Campbell (1991), | use the log-linear présetiue approach to write the investment
returns as linear combination of revisions in expectetginal productivity of capital and returns.

If | substitute equation 12 into equation 11, | get:

R E ] (6 - )Y o (LK), e ) - (B — )Y o™
j=0 j=1

— N Investment _ N Investment ( 13)

CF,t+1 DR,t+1

The merit of equation 13 is that it provides a matherabjustification for hypothesis 1, since it
Investment_ Et (r Investment

allows me to decompose the unexpected investment re{twp i1 )] into two

. ] Investment: .
components — cash flow investment newsNcg 1,9 (the unpredictable component of returns,

. . . . 1 | t t .
since marginal g is unobservable) and discount ratesiment newsN Dn;iiren (the predictable or the

expected investment returns).
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2.3.2. Mathematical Formulation of Hypothesis 2: Théice# Determinants of Investment Return-Stock
Return Relation
In order to provide a mathematical formulation for bypesis 1, as in equation 13, | use present
value relations to distinguish between cash flow aisg¢adint rate channels that explain variations in
investment returns, while controlling for stock retyrocess. Now, | want to explain the variation in
stock returns while holding investment return constaimt order to formulate hypothesis 2

mathematically. Following Cochrane (1991), | set immresnt returr(R";ﬁStme”‘), estimated by equation 8,

equal to the stock retu(mi‘j’fk) as follows:

RStock — _Invistment= aKi(ttll + 7/2(| it+1/Kit+1)2 + (1_ 5)qit+1
it s -
' 1+7(Iit/Kit)

If | take the derivative O(RS“’CK) in equation 14 with respect(tq ), as in Li, Livdan, and Zhang (2009),

t+1

a4

| get:

aR,Sttfle_ a(a DKy 7 _ 7(“Ki?;11)
ol _{{1+7(In/Kn):| {(1+7(|n/Kn))2KiJ}<O ©

Equation 15 is the mathematical counterpart of hymih@, since it says that there are two

channels that drive the negative relation betweecksteturns and investment returns: cash flow channel
(the first term) that works through diminishing retutasscale (since the first term will equal zero if the
production function exhibits constant returns to sé'am,a = 1), and discount rate channel (the second
term) that works through the adjustment costs. The flashchannel says that the higher the future
marginal productivity, the higher the current investiméhe lower the marginal productivity of capital
under diminishing returns to scale, the lower the etgmk returns as firms exploit investment
opportunities. The discount rate channel predicts tteiower the discount rate, the higher the current

investment, the lower the future returns.
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2.4 The Empirical Model

In this section, | set up the empirical tests of the hypotheses discussed in section two and
formulated mathematically in section three. First, Imixee hypothesis 1 empirically in order to split
between the effects of the cash flows and the &ffetthe discount rate on the investment return. Next,
| aggregate these two components of investment retuonder to estimate a common factor that serves
as a state variable that describe investment returnseTtv aggregated channels allow me to test
hypothesis 2 empirically by breaking investment bet,(stock returns’ sensitivity to the investment
returns) into two betas — fundamental (or cash floetaland financial (or discount rate) beta.

2.4.1 Empirical Design for Testing Hypothesis 1: Impulssd®nse Function

Hypothesis 1 states that investment return is drivetwmymajor factors: fundamental factors
(that work through the marginal productivity of @ap), and financial factors (that work through the
investment adjustment costs). However, there are thrger rohallenges in testing this hypothesis
empirically. My first problem is the difficulty of mearing the fundamental channel, since marginal q is
unobservable. In order to solve this problem, | useatgm 13 as my framework to decompose the
unexpected investment return into unpredictablad&mental) and predictable (financial) components.
In particular, | will focus on measuring the ‘pretdible financial factors’, while leaving the
‘unpredictable fundamental factors’ in the error tevhthe investment return equation. In other words, |
assume that the unpredictable fundamental channgll éhe difference between actual and expected
investment return, as in equation 13.

The second problem is finding an appropriate measfufee observable discount rate channel or the
financial factors. | will use book-to-market and asgeé to proxy for the discount rate and the finagcin
constraints, respectively. The rationale for using‘tle®k-to-market’ variable is that it serves as a state
variable that describe the state of discount ratstésyatic risk), while controlling for the expected cash
flow (Berk, Green and Naik 1999). Zhang (2005) shtved value firms exhibit lower capital investment
than growth firms since they have more unproductiapital stock. One might expect, therefore, that

growth firms (low BEME) invest the most since a geeafraction of their value consists of growth
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options. Furthermore, growth firm invest the most sititey have lower cost of capital and less risky
compared to value firms. Since the least risky firms haeelowest cost of capital, one might expect
again that growth firms invest the most. Additionallyfollow Gilchrist and Himmelberg (1995) and
Li and Zhang (2010) in using ‘asset size’ as a firnelguroxy of financing constraints, since young and
less well-known firms typically have small assets and caresgty more financially constrained than
well-known firms with big assets.

Third, it is difficult to isolate the response of intreent returns to the cash flow channel
(fundamental factors), and the discount rate chaffiehncial factors). In order to overcome this
problem, | use the vector autoregressive approachdondpose investment return. Specifically, | assume

that data are generated by the following first-ord&R model:

Zi,t+1 Zi,t
=a+I +U,., @6
Xt+1 Xt

According to the literature review discussed in sectiom, the negative relation between current
investment return and future stock return is documeatethe aggregate level (as predicted by the
g-theory) and at the firm level (as predicted by tb& option model). This led me to assume in section
three in the model development that firm-level prettbn is subject to firm-specific productivity shack

(z,) and aggregate productivity sho¢hkg ). In order to reconcile both strands of literatuterefore,

I include both firm-leveland aggregatevariables in the state vector. My vector of firm-level

variables(zml) includes three variables - investment growth rate JlGiRok-to-market (BEME), and

asset size (ATQ). Investment growth rate is my main viriabinterest, since | use it as a proxy for the
investment returns. Cochrane (1991 and 1996) showiitredtment returns, as calculated by equation 8,
can be approximated by the investment growth ratdowit any misrepresentation of the model.
In order to measure the expected component ofnthestment returns (i.e., the financial factors), | use
book-to-market and asset size that serve as proxy fayudiscate and financing constraints, respectively.
The rationale for including aggregate variableshe VAR model is to allow macroeconomic

variables to affect firm-level investment returns. 8inlsere is no feedback from firm-level variables to
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aggregate variables, | constrain the lower left coafel” matrix to zero. In this context, | use a four-

aggregate variable vecttéb(tﬂ) that includes variables that have a common “businede’cygmponent

that forecasts aggregate investment returns. Similapthi@ne (1991 and 1996), these variables include
aggregate investment growth rate, term premium (defasethe ten-year government bond return minus
Treasury bill return), corporate premium (measurethadifference between corporate bond return and
Treasury bill return), and the lagged real valueghegd stock return.

After estimating the VAR model in equation 16, my n&belp is to use these parameter estimates
to decompose investment returns into two componentg, eguiation 13. Since discount rate news reflect

the predictable component of investment returns, tpeated investment return ne(m\sl')”;efttj“f”‘) can be

expressed using the following function:
Investment
ND;,i = er/wi,m (17)
Where 1 = pI'(I — pI') ™, €l is a vector with the first element equal to one tredremaining elements

equal to zeréel’ = [1000 00 0]) 'T"'is the estimated VAR transition matrix, ang' is set equal to

0.937. Equation 17 models the discount rate newsliasar function of the t+1 shock vector, so that the
greater the ability of the VAR state variables (ie first row of the VAR matrix) to predict investment
return, the higher the predictable component inegtment return, and consequently, the greater the

discount rate news.

Once | calculate discount rate news using equationcagh flow newé[\l(':”gefttﬂe”‘) can be

computed directly as residuals. Specifically, | castate equation 13 to define cash flow news asuire s

of unexpected investment return and expected (digaaite) news:

-+ UnexpectednvestmenReturn=r, 775"~ E, [ri f{‘ffs‘mem]z Napsament- N pyasment

- NESE™ = UnexpectednvestmentReturn+ Expected?eturn(N 'E;‘;jffo“‘)
! !
= el ui,t+l + el ﬁ’ui,tﬁ-l

= (e +el'A)y,,, as)
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Equation 18 says that if all of the firm-level argheegate variables’ coefficients in the first row
of the estimated VAR transition mat(R) have zero values (i.e., the investment returns areletety

Investment __ /fu

R t+1 IM) will have zero value and the investment

unpredictable), the expected return n

i i Investment ’
return will be driven only by the cash flow ne@m;CF‘iyt+1 = e:l'ui,t+l)'

| use the above extracted news terms to empiricadlyttee first hypothesis that examines how
much of the variability in investment returns is duevariability in the marginal product of capital
(proxied by the cash flow news in equation 18) aod Imuch is due to variability in the cost of capital
(proxied by the discount rate news in equation 1@)this end, | calculate the variance-covariancerimat
for the cash flow news and discount rate news. Thenihate of the variance of the cash flow news
relative to the discount rate news can tell us whetierfundamental or financial factors are the major
driver of the firm-level investment returns.

The problem with the variance-covariance matrix, @oev, is that errors are unlikely to be
diagonal. This means that it is difficult to shock oraiable while holding other variables constant.
Therefore, | use the impulse response function (IRFpéasure the response of investment return to a
lagged unit impulse in financial variables, while diot the fundamental factors constant. One of the
major drawbacks of using IRF is its sensitivity to valeabordering since the underlying assumption is
that variables that appear earlier in the system bamtemporaneous and lagged effect on variables that
appear later in the ordering, while the variabled tome later in the model have only lagged effect on
the previous variables in the ordering. Love and Biiwg (2006), for example, adopt a particular onagri
— the fundamental factor (proxied by sales-to-cpftdlowed by the financial factor (proxied by ¢as
flow scaled by capital) and the investment level. preblem with adopting a particular ordering is that i
is based on assumptions which might not be plausible, am$equently, leads to major distortions in

IRF. To overcome the problem of order dependenuse lthe orthogonalized or the generalized®IRF

% pesaran and Shin (1998) show that the orthogonatizeéde generalized IRF are the same only when
examining the impulse responses of the shocks to thedfjtsttion in VAR (the first equation in the VAR
matrix as estimated by equation (16) is the one of acttiqular interest in this paper).
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2.4.2 Empirical Design for Testing Hypothesis 2: Betadd@gosition Approach
There is a wealth of empirical evidence for the cimmgtional negative relation between stock and

investment return. For example, Chen and Zhang (20®)elop a new three factor model
(ri _ rf — (0_‘_ ﬂiMarketr Investment+ IBiInvestmenf_ Investment+ ,BiROAr ROA+ ui) that says that excess return on

Market )

a security is described by its sensitivity to thre¢die the traditional market fac'uﬁ;{i?i in addition

lnvestment) . In order to

ROA)

to two common factors formed on investme(r;ﬁfi and return on asse(;é’i

empirically test the second hypothesis, | need anauetric methodology in the manner of Campbell

and Vuolteenaho (2004) who decompose market rettoncesh flow and discount rate news in order to
break market be(:;ﬂiMa’ke‘) into cash flow (bad) and discount rate (good) beé¥gsgoal is to decompose
investment returns (rather than market returns) inth dbow and discount rate news in order to split
investment betéﬁ’i'""“‘mem) (rather than market beta) into fundamental andnfifd betas. In order to

estimate these two betas, | use a two-step procedusé. |[Fieed to estimate a common factor that serves
as a state variable that describe investment returnesrefiie, | approximate two equal weighted

portfolios for discount rate news and cash flow newshé manner of Vuolteenaho (2002), as follows:

138 1<

Investment Investment

NDR,t+1 zHZNDR,i,Hl :HZ /Iui,t+1 @9
i-1

i=1

13 13 :
Investment Investment __
NCF t+1 ~ N DR, t+1 — _Z (el + //i’)"li,ul (20)
N N
Investment __ Investment Investment
Nt+1 - NDR,t+1 + NCF,t+1 (2])

Second, these two approximated aggregated channeis mle to break investment b m’”"es”“em)

(i.e., the sensitivity of stock returns to the investnremtiirns) into two betas — discount rate (financial)

beta and cash flow (fundamental) beta:

) . COV r Stock,_ N Investment
Fmanc'alBeta:ﬁlnvestmentE t( it+1 DR,t+1 )

DR;i Var(r Investment) (22)
t+1
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Stock Investment
COVt (ri,t+l ’_NCF,t+l )

. | 1 t__
FundamentbBeta: """ = Var (rti”l"es'me”‘) 23
The cash flow investment be(gﬁ’(':"F"fS‘me”) is defined as the covariance between stock returns

and cash flow investment returns, and | call it fundaaielmeta because it measures the sensitivity of

stock returns to the shocks from the fundamental marginadiuctivity of capital. In addition, the

Investmen

DR j is defined as the covariance between the stock etana

discount rate investment be(

discount rate component of investment returns, andl itdamancial beta since it measures the sensitivity
of stock returns to financial factors.

These two betas are the ones of the interest singeatieethe empirical counterparts of both
channels that derive the negative relation betwegastment return and stock return, as estimated by
equation 15. In particular, fundamental beta réflehe cash flow channel (assuming a constant discount
rate, the higher the current level of investment,ltiveer the marginal product of capital, the lowee t
expected stock returns) as predicted by Li, Livdard dhang (2009). Alternatively, financial beta
reflects the discount rate channel (assuming consédntns to scale, the lower the discount rate, the
higher the current investment, the lower the futdoelsreturn). Past research had to control one cthanne
in order to examine the other, but using beta decsitipo approach allows me to run a horse race
between both channels.

2.5 Data Description and Experimental Design

2.5.1 Basic Data

My data set consists of quarterly firm-level data ali a® aggregate data from the first quarter
in 1963 to the second quarter in 2011. | start my sanpglriod in 1963 to make my results more
comparable to those in literature. | obtain finahctatement and balance sheet data from quarterly
COMPUSTAT, and stock return data from the Center Research in Security Prices (CRSP).
| consider all domestic, primary stocks listed on thevN@rk Stock Exchange (NYSE), American Stock

Exchange (AMEX), and NASDAQ stock markets.
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2.5.2 Data Requirements

To be included in the tests, a firm must meet two aitdhat have been used in the literature: First,
| exclude financial firms (i.e., firms in finance, inance and real estate) such as closed-end funds, trusts,
ADRs, and REITs, due to the difficulty of interpregitheir capital investment — which is our major focus
in this study. Since investment literature focuses mastlynanufacturing firm, | include only firms in
the manufacturing sector defined as those with primanydstrd industrial classifications (SIC) between
2000 and 3999. Second, | include only firms whoseafigear end in December in order to align the
timing of firm-level and aggregate data across firmthe® studies, such as Vuolteenaho (2002), Liu,
Whited and Zhang (2009), and Xing (2008), use thgsirement and they find that it does not affect the
representatives of the sample since the fiscal year sf finms ends in December.
2.5.3. Variables Definition

| use three firm-level variablesinvestment growth rate (IGR), Book-to-Market (BE/MEpd

asset size (ATQ). 'IGR’ is measured as the growth rathdrfirm’s capital expenditur(eﬁ/ltfl—]), where
(|t) is defined as the sum of the firm’'s quarterly gross ertyp plant, and equipment (PPEGTQ)

(investment in long-term assets) and the firm’s quart@sgntories (INVTQ) (investment in the short-
term assets). ‘BE’ is the quarterly book value ofeheity defined as the sum of the COMPUSTAT book
value of common equity (CEQQ) and balance sheet @efeaxes and investment tax credit (TXDITCQ)
less the book value of preferred stock (PSTKQ). ‘M&'the market value of equity measured as the
quarterly closing price of common equity (PRCCQ) tiplikd by the number of quarterly common
shares outstanding (CSHOQ). ‘ATQ’ is the quarterly beakie of total assets.

In addition, | use four aggregate variables: aggeegaél value weighted stock return (MKT),
default premium (default), term premium (term), anggfegate investment growth rate (AIGR).
‘MKT’ is the excess returns on the S&P composite inderrahe consumer price index inflation.
‘Default’ is calculated as the difference between Bigs seasoned yields on Baa and Aaa corporate
bonds. ‘Term’ is defined as the difference betwe8rydar government bond return and three-month

Treasury bill return. ‘AIGR’ is the quarterly changethe gross private domestic investment (GPDI).
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‘MKT’ data is downloaded directly from French’s wetesi while ‘default’, ‘term’, and ‘AIGR’ are
obtained from the Federal Reserve Economic Dat&[HR

2.6 Empirical Results

Table 2.1 reports descriptive statistics that includamsgstandard deviations, minimums, and
maximums for firm-level (Panel ‘A’) and aggregate aaies (Panel ‘B’) used in the composite VAR as
in equation 16. From Panel ‘A’, the investment giowdte has a mean of 0.26, and standard deviation of
95.76. The book-to-market ratio and quarterly asget have a mean of -1.86 and 2885.52, respectively.
From Panel ‘B’, the aggregate investment growth rete a mean of 0.85 and a standard deviation of
4.18. The market premium, default premium, and terempum have a mean of 1.49, 1.08, and 1.88,
respectively.

Table 2.1 Descriptive Statistics of the VAR Variables

Variable N | Mean | St Deviation ] Min | Max
Panel (A): Descriptive Statistics — Firm-level vatesh
IGR 92598 0.2602 95.7560 -11320.00 16854.35
BE/ME 92598 -1.8642 720.2634 -169690.50 60133.97
ATQ 92598 2885.52 15543.16 0 479921.00
Panel (B): Descriptive Statistics — Aggregate vadabl
MKT 92598 1.4853 8.9487 8.9487 23.3200
Default 92598 1.0760 0.4961 0.5600 3.0200
Term 92598 1.8826 1.2356 -1.4300 3.8000
AIGR 92598 0.8513 4.1842 -15.3000 13.1000

Table 2.2 presents the parameter estimates of the cdmpSR in equation 16, using all the

forecasting variables that include firm-level vah’a;b(; ) and aggregate variab(egﬂ), The firm-level

pex
variables include the growth rate in the firm's cdpitgpenditures (IGR), book-to-market ratio (BEME),
and the book value of total assets (ATQ). The aggeegatiables include the aggregate real value
weighted stock return (MKT), the default premiumfédgt), the term premium (term), and the growth
rate in the aggregate investment (AIGR). Each rovable 2.2 corresponds to a different equation of the
composite VAR. The first row in the table is the amfemajor interest since it implies that two out of
three firm-level variables have some ability to peedjuarterly firm investment returns. In particular,

investment returns are high when past one-quarter -tmokarket ratio and asset size are high.
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In addition, the coefficient of firm investment rate on the term premium is significant at 10%. This
result is consistent with the findings of Cochrane (398fd it means that term premium has a ‘business
cycle’ component that can predict the investmentrrs at the firm-level.

Table 2.2 Composite VAR Parameter Estimates

IGR,, ATQ,, BEME, MKT, Default,_, Term_, AIGR R?

IGR 0.01 | 0.01 | o0.02* 0.00 025 | -0.31* | -0.01 | 6.48%
(0.08) | (0.01) | (0.01) | (0.02) | (0.33) | (0.15) | (0.04)

ATQ | 35.57* | 0.91* | -7.95%* | 0.35 | 142.53"* | 36.36 | -10.24 | 74.96%
(15.99) | (0.03) | (2.57) | (4.23) | (63.62) | (29.28) | (7.95)

BEME 0.34 | 001 | 030" | -0.17 2.84 0.05 | -0.37 | 17.59%
(0.49) | (0.01) | (0.08) | (0.13) | (1.98) | (0.91) | (0.24)

MKT, -0.05 | -0.01 -0.01 0.06 0.67 0.80 016 | 1.37%
(0.32) | (0.01) | (0.05) | (0.08) | (1.30) | (0.60) | (0.16)

Defaul, | -0.01 | 0.01%* | 0.01 -0.00 | 0.94% | -0.03 0.01 | 71.10%
(0.01) | (0.01) | (0.00) | (0.00) | (0.03) | (0.01) | (0.00)

Term 0.01 | o0.01 0.02 | -0.01* 0.16 | 0.84™ | -0.01 | 72.50%
(0.02) | (0.01) | (0.02) | (0.00) | (0.10) | (0.04) | (0.01)

AIGR 0.08 | -0.01 20.02 | 0.13%* | -0.00 | 0.79%* | 0.29%* | 22.76%

(0.15) | (0.01) | (0.02) | (0.04) | (0.61) | (0.28) | (0.07)

Table 2.3 translates the VAR parameter estimates frome &R into a function o(el',i)

whereel = (10000000),A=pl(I —pI')*, p=0.937, and I' is the estimated VAR matrix.
The shock vecto(ui) from each equation in the VAR system is linearly mededs a function o(el',l)

to decompose the firm-level investment returns intovestment cash flow news

Investment __ ' ' : : nvestment __ !
(NCF il = (el + el/l)JiM) and investment discount rate n Rt =€l AU,

). | use these
extracted news terms to empirically test the first higpsis that examines how much of the variability in
the investment returns is due to variability in the givaal product of capital (proxied by the cash flow
news) and how much is due to variability in the costapital (proxied by the discount rate news).
Panel (A) show the descriptive statistics of both nemums. The cash flow news has a mean of -0.82, and
standard deviation of 4.85, while the discount ra®sihas a mean of -0.86 and standard deviation of

2.93. These preliminary results show that the standaxdation of the firm-level cash flow news is

approximately twice the standard deviation of thecdunt rate news. Panel (B) shows the results of the
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variance decomposition investment returns since itrtepe covariance matrix of the news terms.
The results show that the variance of the cash flewsnis 23.53 and the variance of the discount rate
news is 8.60. This means that 73% of the firm-levekgtment returns is attributed to variability in
marginal productivity of capital and only 27% is #ttited to variability in cost of capital.

Table 2.3 Variance Decomposition of Firm-level Istreent Returns

Panel (A): Descriptive Statistics

Nomira Nerien

Mean -0.8616 -0.8205
Standard Deviation 2.9330 4.8508
Minimum -17.0691 -34.4021
Maximum 6.0826 16.6046

Panel (B): The Covariance Matrix of the News Terms

News Covariance N gestment N Jestment
N Jvestment 8.6029 13.5912

N vestment 13.5912 23.5307

Although the above results from the variance decaitippn might lead me to conclude that
fundamental factors are the dominant determinant afstmuent, these results show suspect because the
errors of the variance-covariance matrix are unlikelyoe diagonal. Therefore, | proceed to the second
empirical test of hypothesis one which is the orthm impulse response function. Table 2.4 presents the
results of the orthogonal impulse response functionghatv the response of the system to an impulse,

and figure 2.2 reports graphs of impulse responses éoW#&R model with three variables estimated —

IGR, Nr, Npg. The result of my particular interest is the responsiastment return (IGR) to

the fundamental and financial variables (i.e., IGRthe response whileN . and N g, are the

impulses). In contrast to the results of the varianaomagosition, | find that the impact of the lagged
financial news on investment return is much larger tthenimpact of the lagged fundamental news.
In particular, the long-run responses of IGR to anuilsg in CF are -0.0615, -0.0153, -0.0181, -0.0177,

-0.0165 for lag 1, 2, 3, 4, and 5 respectively, @aliile long-run responses of IGR to an impulse in BR ar
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-0.2101, -0.2051, -0.1871, -0.1687, -0.1510 forldag, 3, 4, and 5 respectively. These results, thexefo
indicate that discount rate news is the main driveaheffirm-level investment returns.

Table 2.4 Orthogonal Impulse Response Function

Response\impulse Lag CF DR IGR
1 -0.0305 0.7229 0.2484
(0.5856) (0.5052) (1.3520)
2 0.0737 0.6263 0.2271
(0.3904) (0.4263) (1.2230)
3 0.0635 0.5576 0.2075
CF (0.3515) (0.3929) (1.0826)
4 0.0566 0.4958 0.1871
(0.3147) (0.3582) (0.9623)
5 0.0504 0.4408 0.1675
(0.2808) (0.3256) (0.8558)
1 0.0257 0.7760 0.2019
(0.4656) (0.3806) (1.4608)
2 0.0774 0.6842 0.2171
(0.4010) (0.3891) (1.3256)
DR 3 0.0687 0.6100 0.2123
(0.3725) (0.3846) (1.1814)
4 0.0617 0.5430 0.1979
(0.3388) (0.3631) (1.0524)
5 0.0551 0.4830 0.1802
(0.3048) (0.3362) (0.9367)
1 -0.0615 -0.2101 0.2019
(0.2106) (0.4017) (0.4658)
2 -0.0153 -0.2051 0.0560
(0.0337) (0.1329) (0.3986)
3 -0.0181 -0.1871 -0.0077
IGR (0.0692) (0.0734) (0.3622)
4 -0.0177 -0.1687 -0.0341
(0.0837) (0.0890) (0.3265)
5 -0.0165 -0.1510 -0.0434
(0.0851) (0.0979) (0.2928)

Now, | turn to the empirical testing of the seconddtfesis. To this end, | aggregate firm-level
news series by forming two equal weighted portfolios dash flow and discount rate news using
formulas (19) and (20). After that, | sort the NYSBEVIBX, and NASDAQ stocks into five quintiles
based on investment growth rate (IGR). The portfoli®@W” is the lowest IGR portfolio (quintile 1)
while the portfolio “HIGH” is the highest IGR podiio (quintile 5). | then regress the returns of

investment growth rate (IGR) sorted portfolios on tggragated cash flow and discount rate news, in
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order to estimate the fundamental and financial hes&ng equations (20) and (21), which add up to

investment beta.
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Figure 2.2 Impulse Responses for 5 lag VAR of IGR GF D
Table 2.5 puts such procedure to work. In particlbamnel (A) reports the value of fundamental
and financial betas for one-dimensional sorting by stwent return proxied by IGR. Panel (B) shows the

results of those estimated betas for two-dimensional sdoin@R and size. Taken together, the results
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from both panels are consistent and show that thee\@lthe financial betas is greater than the value
fundamental betas for all decile portfolios whethesdoh on one-dimensional and two-dimensional
classification. This means that financial factors rathan fundamental factors are the dominant driver of

the negative relation between investment and stockiret

Table 2.5 Fundamental and Financial Betas for Détlgfolios

Panel (A): One-Dimensional Sorting by Investment GloRate (IGR

LOW 2 3 4 HIGH
Fundamentd Beta: garem | -0.14772 | -0.10044 | 0.16529 | 0.77371 | 0.00670
(0.04183) | (0.02638) | (0.11775)| (0.98806)| (0.01761)
Financial Beta: S 0.31199 1.31838 | 0.76478 | 0.33666 | 1.18781
(0.05047) | (0.04871) | (0.01794)| (0.04054)| (0.02846)

Panel (B): Two-Dimensional Sorting by Investmenb®ith Rate (IGR) and Size (ATQ)

Fundamentd Beta: S5 LOW 2 3 4 HIGH
Small -0.06692| -0.215% | -0.00907 | -0.00756 | 0.00096
(0.02292) | (0.11985) | 0.00848 | 0.05655 | 0.01030
2 -0.01217 | -2.76084 | 0.35025 | -0.23083| -0.02687
(0.09470) | (1.23719) | 0.56244 | 0.49501 | 0.16659
3 0.07457 | -0.26303 | -0.45188 | 0.27255 | -0.08907
(1.19861) | (0.27965) | 0.43491 | 2.39302 | 0.09529
4 0.000152| 0.82251 | 0.35720 | 0.07729 | 1.51682
(0.00521) | (0.60943) | 0.44032 | 0.33695 | 0.72185
Large 0.02648 | -0.00130 | -0.47260 | -0.19448 | 0.33866
(0.06557) | (0.00505) | 0.53269 | 0.67965 | 0.60685

Financial Beta : Bgns" ™" LOW 2 3 4 HIGH
Small 0.99645 | 1.00918 | 1.03531 | 1.05704 | 1.18341
(0.06943) | (0.00600) | 0.00414 | 0.00874 | 0.02092
2 1.05882 1.15174 | 0.86616 | 0.92090 | 1.16572
(0.00919) | (0.01114) | 0.00667 | 0.00553 | 0.01814
3 0.96569 | -0.26303 | 0.40594 | 0.08973 | 0.21425
(0.02577) | (0.27965) | 0.04997 | 0.02492 | 0.03294
4 0.92525 0.94365 | 095361 | 0.91167 | 0.83487
(0.03289) | (0.02181) | 0.01683 | 0.02445 | 0.05281
Large 0.00201 | -0.04060 | 0.09610 | 0.31705 | 0.36721
(0.00574) | (0.01996) | 0.02811 | 0.04348 | 0.04212
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CHAPTER 3
FINANCIAL CRISES AND THE GLOBAL VALUE PREMIUM:
REVISITING FAMA-FRENCH
3.1 Introduction

Financial crises occur with recurring patterns\adenced by at least one severe global financial
crisis per recent decade — the 1987 stock marksh¢cthe 1997 Asian financial crisis, and the 20@dit
meltdown. A common feature of the crises of thé fas decades has been the rapid spread from one
country to others in a process that has come tknben as “contagion”. Starting with the 1987 stock
market crisis that began in Hong Kong, global stowckets plummeted one after another in Europe and
in the United States. The 1997-1998 Asian crisgaben Thailand with the collapse of the Thai Baihd
spread rapidly into neighboring countries. The 20008 financial crisis that hit the world as a fesf
the implosion of the US mortgage market was folldveg a series of collapses in major world markets.
The surprising frequency has stimulated extensgearch related to crises.

This study investigates effects of financial markgses from two perspectives — the global
value premium and equity market integration. Thienpry purpose is to investigate whether or not the
global value premium is a risk factor affecting ggumarket integration. When a financial crisis ocgin
any region in the world with fears of contagiorskraverse investors rush to quality and liquidity b
trying to get rid of high-risk, illiquid securitieand replacing them with low-risk liquid securities
Therefore, if global value stocks are fundamentebiier than global growth stocks, one would expec
value stocks to perform more poorly than growtttksoduring financial crises (Lakonishok et al., 499
The permanence of the effects evident during cris®s be investigated by viewing pre-crisis and

post-crisis relationships. The study makes cortiding to both integration literature and assetipgc
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literature. It is the first attempt | found to irsteyate the impact of financial crises along twmelinsions:
global value premium and financial integration. &inial integration can be defined in terms of &ithe
a global market portfolio or Purchasing Power Ra(RPP). The global market portfolio argues that
international markets are integrated if all finat@ssets yield the same risk-adjusted expectednseto
investors the world over (assuming that investarsiot hedge exchange rate risks and the singleaeie
source of risk is the market portfolio). AccorditogPPP, two financial markets are integrated ifisigées
are priced identically and the exchange risk premis zero. My initial results indicate that couesi
share “distress risk factors” (proxied by the glob@alue premium) during four crisis periods.
The findings of distress risk motivate adding tHebgl value premium as a third dimension for
measuring financial market integration. Accordinghe new measure, financial markets are integtiated
value stocks underperform growth stocks in badestaf the world as proxied by financial crises.

This chapter proposes a new international asseingrimodel that takes into account market
risk, foreign exchange risk, value premium, timeyirag risk premium, and leverage effect, well-kmow
phenomena in the literature that refer to asymme#sponses of return volatility series to bad nang
good news. The model is named GJR-GARCH-FF beciusea composite of the asymmetric Sign
GARCH model developed by Glosten, Jagannathan amkI® (1993) (GJR-GARCH model) and the
international version of the Fama and French m¢#i®b8). The original FF model is based on two
crucial assumptions — that purchasing power pddtgs and that the price of risk is constant. Thegitm
of my newly introduced model is that it relaxessthdwo assumptions by adding terchange risk
premium to the FF model and then incorporatingsitttee mean equation in the GJR-GARCH model.
The results show that the new model provides aadiite representation of countries’ returns sitiee
average intercept of the model is significantly éowthan the FF two factor model.

The remainder of the chapter is organized as faladata and crisis periods are explained in
section two, methodology is set forth in sectiore#h empirical results are reported in section,fand

robustness tests are in section five.
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3.2 Data and Crisis Periods

Data from January 1975 to December 2007 for thirteountries — Australia, Belgium, France,
Germany, Hong Kong, Italy, Japan, Netherlands, &ioge, Sweden, Switzerland, the UK and the US —
is used to test the risk explanation for the gloladlie premium, before, after and within crisisipes,
allowing for both long-run effects and shorter-rffects. Pre-crisis and post-crisis periods eaduire
a long data span to provide an adequate numbereahimgful observations. Thus, for the pre-crisid an
post-crisis analysis, | can include only two criseshe international debt crisis in 1982-1983 ahe t
Asian crisis in 1997-1998 — in order to ensure merkapping observations. However, studying within
crisis periods allows for inclusion of four crisdbe international debt crisis in 1982-1983, theMER
crisis in 1992-1993, the Asian crisis in 1997-1998 the September 11, 2001 attack.

Three important currencies—the British pound, Germaark and Japanese yen proxy for
foreign exchange risk while the monthly market netis the value weighted average of returns fangir
in each country. The return on one-month US Trgag&lits is used as the risk-free rate, because the
analysis is from the perspective of a US investdt. of the exchange rate data is obtained from
Compustat, while the returns on individual coursrigortfolios, the global market portfolio, valuad
growth portfolio, and the risk-free rate are obégirirom Kenneth French’s homepage

A challenge in examining financial crises is tontfy the precise beginning and ending of
a crisis, that is to pinpoint the source of thesisr{identify the major triggering event). Accorgdito the
Federal Deposit Insurance Corporation (FDIC) (1997¢ international debt crisis officially started
August 15, 1982 when Mexico declared its inabitiypay its debt obligations. By the end of 198, th
crisis management efforts could be called succkssfice Mexico had fulfilled its interest paymeairsd
the large international banks did not collapse.réfwee, | define the ‘debt crisis period’ from Awsju

1982 to December 1983. According to the Internafidvionetary Fund (1998), the Asian crisis began

* On January 1, 1999, the euro was adopted by eleventries — including Germany — as their official
currency. Therefore, | use DM during the first pafrthe period and | then use the Euro as a proxytie
DM during the latter part of the study.

® http://mba.tuck.dartmouth.edu/pages/faculty/keméh/data_library.html.
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July 2, 1997 when the bank of Thailand devaluedbthiet by roughly 20%. On March, 1999, the Asian
crisis had ended when the IMF approved a $1 biliiocrease in its emergency loan package for
Indonesia, and the DJIA closed above the 10,008l fiew the first time in its history. Thereforedéfine

the ‘Asian crisis period’ from July 1997 to Marc@d9. Table 3.1 shows the decomposition of the sampl
period of the study for each crisis.

Table 3.1 Sample Period Description

Crisis Pre-Crisis Period Crisis Period Post-Crigsiod
International Debt Crisis| Aug 1979 —July 1982  A8B2 — Dec 1983| Jan 1984 — Dec 1986
Asian Crisis July 1994 — June 1997  July 1997— M#®91 | April 1999 — Mar 2002

3.3 Methodology

The goal is to test whether the global value premisi a risk premium rather than a behavioral

factor and whether the international equity markeisome more integrated after financial crises.

3.3.1 Supporting Rationale

Two primary approaches for measuring financial kearintegration are market beta and
purchasing power parity (PPP). The more populabéta as measured by the CAPM that assumes
investors do not hedge against exchange rate aiséisthe single relevant source of risk is the ntarke
portfolio. However, studies differ in terms of tdefinition of the market portfolio as to whetherist
a global, local or hybrid portfolio. The global CKR(the integration model) is based on the logid tha
international markets are perfectly integrated hstiat all financial assets yield the same riskssigid
expected returns to investors the world over. lis tase, the global portfolio risk is the only risk
considered. The domestic CAPM (the segmentationethabksumes that the local market is perfectly
segmented from the world market and, therefore, ddugital markets may demonstrate substantially
different risk-return trade-offs. In this case, toeal market portfolio will be the source of risind
should replace the returns for the global indethimn CAPM formulation. Many studies find evidence of

market segmentation (e.g., You et al., 2006; Brate., 2008; Koedijk et al., 2002; Harris et 2003).
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A more realistic approach than the two above vessie a two-factor Hybrid CAPM (Mid-Segmentation
Model) that assumes capital markets are neithdiegéyr integrated nor perfectly segmented, so that
global and domestic risk factors should be pricgplagately. This approach was originally launched by
Erunza and Losq (1985) and Erunza, Losq, and Paalwhanm (1992), and empirically supported by
Bruner et al. (2008). Finally, the Fama-French factor model (1998) is an alternative version ofRBA
that says that international returns are explaimedhe value premium and the global market premium.
They empirically test their model and find that thirteen countries the model fits the data well.

Rather than being defined in terms of the marketf@lo, financial integration can also be
defined in terms of PPP based on the ‘Law of OneePIThe idea behind PPP is simple: once converted
to a common currency at current exchange rategnatprices should be equal. According to PPP,
therefore, two financial markets are integratede€urities are priced identically and the excharigje
premium is zero. Any deviations from PPP causeonatiinvestors to perceive different exchange rate
adjustedreturns from the same security and thus the exa@hasl premium should be considered. Solnik
(1983) was the first to explore this issue by anguhat CAPM should contain an exchange risk premiu
in addition to the market risk premium when PPRi@ated. Wu (2008) finds that the international
version of the FF model does not fit the data walid he documents that the international CAPM with

exchange risk is the best international model doed¢asting compared to the CAPM and the FF model.

3.3.2. Model Development

The cited literature reveals two primary weaknessanodeling the first and second moments.
First: there is no clear-cut determination of thestbinternational asset pricing model in explaining
international returns. Asset pricing models that beta as an integration measure differ in mangrosg
such as whether to include the home country ogtbkeal index as the mean-variance efficient poidfol
in the regression; whether to include exchange niakeas an additional source of risk; and whetioer
incorporate the value premium as captured by Famth French (1998) in the CAPM regression.
Second: a common weakness in studies that applyMCiARhe international setting is that they aredzhs

on the constant price of risk (CRP) assumption rahe in CAPM. However, a time-varying risk
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premium on equities is widely documented in therditure. This means that investors’ expectationsiab
future security returns are conditional on all &adge information, and that modeling integration of
financial markets without taking into account thigne variation will yield imprecise results.
Therefore, the CRP assumption should be relaxetlde the price of market risk to vary over time.

In light of these two methodological observatiomstie international CAPM literature, | propose
a new model that takes into account market riskeifm exchange rate risk, the value premium, and a
time-varying risk premium. In particular, the FFotfactor model assumes that there is no deviatimm f
PPP and the price of risk is constant. This stuedgxes these two assumptions. To this end, | add tw
modifications to the original FF two-factor modétst, | assume that PPP does not hold by addieg th
foreign exchange risk premium as another risk faictaddition to the market risk premium and thkuea
premium. Second, in order to relax the constaktpitce (CRP) assumption, | incorporate the new ehod
as the mean equation in the asymmetric GJR-GARCldem@lthough conditional heteroskedasticity
models appear to be among the best that are clyreergtilable, there is a major drawback of usingtfi
generation of GARCH models because they are sai tymmetrical, due to the quadratic specification
used for the conditional variance (i.e., the etssm is squared). Therefore, volatility will be in€tion
only of the innovation’s magnitude, since the lafygdock will have the same effect on the present
volatility whether the lagged shock is positivenegative (i.e., neutral impact). This symmetricaiure
of the traditional GARCH models makes them not walted for capturing a well-known phenomenon of
asymmetric volatility in stock returns series orawfs called asymmetric or leverage effects (&@ench,
Schwert and Stambaugh, 1987; Glosten, JagannathdrRankle, 1993). The asymmetric volatility
phenomenon (AVP) is a market dynamic that shows pleaiods of crisis (when residual is negative)
cause the level of market volatility to increaserenthan in periods of relative calm (when residsal
positive). To handle the asymmetries in the coaddl variance, | use the asymmetric Sign-GARCH
model of Glosten, Jagannathan and Runkle (1993R{GARCH model) that allows for different

reactions of volatility to the sign of past inndeats. | call the newly created model GJR-GARCH-FF,
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because it is a composite of both the GJIR-GARCHehaith the FF model. Mathematically, it can be

represented as follows:

le—Tee=PBo+ ﬂl(rg,l - rf,l)+ ,Bz(H - L)
+ B, (Pound )+ B,(Mark )+ gs(Yen)+ ¢, ,

_ 2
givt‘(gi"_l,gi,tfz., ........ ) 0,07,)
2 : 2 E 2 - 2
O =Qy+ Z Qy & qt Z 6.0 1+ Z A1 S8
i1 o1 i1

@)

1if ¢,,<0
Where :S; , = '

0, otherwise

The model consists of two equations: the mean exuand the variance equation. In the mean
equation, the excess monthly market return for entry is computed by subtracting the risk-free rate

(r; ) from the monthly market return for that counfiry, ) . The excess return of a country is a function of

three risk factors: global market risk premit(rrqjvt —r,) where(rg’t) is the return on the global equity

market portfolio, the value premium (H-L) measubsdthe return difference between the high and low
BE/ME portfolio for each country, representing theernational version of the distress factor in Hfe
two-factor model, and the exchange risk premiunxigeb by three selected important currencies that ar

the British Pound, German Mark, and Japanese Yt tve US dollar as the reference currency.

The intercept(/,) examines to what extent the new model can expaérnational returns, thés,)
coefficient measures integration, tti@,) coefficient explores the risk explanation of thelgll value
premium, and thés,), (3,) and (f;) coefficients are exchange risk premiums and ard asecontrol

variables. Following Fama and French (1998), | d@¢ include size premium (small minus big- the
difference between the returns on diversified i of small and big stocks) because the datahfer
twelve countries (other than US) is from MorgannBig’'s Capital International (MSCI) which primarily
includes large firms that represents 80 percerat ofarket's invested wealth. It is clear from thewab
formulation that the mean equation is the inteoratl Fama and French two-factor model with currency
risk. By incorporating such equation into the GJRR&EH model, the new model becomes the

time-varying empirical counterpart to the FF mo@eth currency risk).
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The variance equation expresses the current vtlafineasured by variam(erft )) as a

function of four factors: the mean voIatiIi(;’tl) , hews about volatility from the previous periodasered
as the lag of the squared residual from the meamatam (gft_l) (the ARCH term), the last period's

variance(s?,_,) (the GARCH term) to control for volatility clustag, and the asymmetric volatility term

(S,.&5_,) to account for the leverage effect. A model withlags of (8i?t_1) ,'p’ lags of (67, ;) and

‘r' lags of (Sl,t—lgiz,t—l) is labeled GJR (p, g, r), and | determine the lagcture in the conditional

variance equation based on Akaike (AIC) and Baye@C) information criteria. The central feature o
the above specification is that the dummy varigBleallows the conditional variance to differ omasin
days, since the effect of lagged shock on curret#tiity now is a function of its magnitude and &ign

rather than its magnitude only, as in the orig@®3RCH models. Specifically, volatility is affectdny

one tern(ai)when the residual is negative (i.e., good news)ilewh is affected by two terms

(a; + A,) when the residual is negative (i.e., bad news).

3.4 Empirical Results

3.4.1 FF Model versus GJR-GARCH-FF Model
My goal in this section is to evaluate the abildf the GJR-GARCH-FF model to explain

international returns. To this end, | perform thdiféerent tests. As a preliminary test, | use stendard
GJR-GARCH (p, g, r) model (under the restrictiomtth, = 5, = =4, = f; =0) to model the

monthly excess return for individual countries. elstt several GARCH (p) terms, ARCH (q), and

asymmetric (r) terms and find that the most appas@model is GJR-GARCH (3, 1, 1):

) 2
e =T =Bot & gi,t|(‘€i,t-1’gi,t—2" -------- )~ N(0,0})
ol =a,+a, e +0,0%  +8,0% ,+0.,0%4 .+ 4, S, &2
it 0 1 it-1 1 it-1 2¥0t-2 3¥i,t-3 1 ~0t-1%i,t-1

Lif &,,<0
0, otherwise

Where 'S, = { 2
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Table 3.2 sets forth results of estimating equailoand shows that most of the estimated
coefficients of the ARCH ternfe,) and the three GARCH term{@,, 0,, 0;) are highly significant at

1% for almost all of the countries. Moreover, tisgrametry parameters are statistical significaninfiost
of the countries, indicating the presence of theedage effect. This indicates that GJR-GARCH
is an acceptable representation of internatiortakrme and shows the existence of changing condition
variance in return series in international markets.

In the second test, the following three internaicasset pricing models are investigated relative

to my model in order to examine which model bestcdbes international returns data:
One factor global CAPM:r,  — 1, = [, + ,Bl(rg,t -y )+ g, 3

Global CAPM with foreign exchange risk:

=T =P+ ﬂl(rgyt - rf't)+ B,(Pound )+ B,(Mark )+ B,(Yen)+ ¢, (4)
Fama-French two factor model; —r = B, + ,é’l(rg't =Ty )+ B,(H-L)+ &, (5

Table 3.3 sets forth the intercepts obtained fraohemodel. They should be insignificantly
different from zero if the model fits the data wdlhe average intercept of the GJR-GARCH-FF model
is lower than that of the other three models. Spadly, the average intercept of the GJIR-GARCH-FF
model is lower in magnitude and significance thae intercept of the one factor global CAPM and the
global CAPM with foreign exchange risk. More impottly, the average mean in the GJR-GARCH-FF
model is lower than the FF model in nine out oftd@n countries, particularly important becausedtof
these nine countries are G5 countries — USA, Fraamue Italy.

Additional evidence comes from Table 3.4 that pmeseesults of the remaining estimated
coefficients of the mean equatio(, 5,, S5, f,,and ;) in the GIR-GARCH-FF model. The FF

two-factor model and th&JR-GARCH-FF model produce similar market and valopes with similar
levels of significance. This indicates that adding exchange risk premium and the conditional diat

equation yields better results in describing irdional returns.
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Table 3.2 Maximum Likelihood Estimates of GJR-GAR(3; 1, 1) Model — Without Risk Factors

(Entire Sample Period: January 1975 — December)2007

Country Name a, S, S, 3, A

Australia 0.0404*** 2.3619** -2.2783*** 0.8838*** -0.0356***
(0.0114) (0.0404) (0.0706) (0.0417) (0.0110)

Belgium 0.1913*** 0.0942** -0.0830** 0.7013*** 0.0703
(0.0506) (0.0446) (0.0448) (0.0826) (0.0693)

France 0.0426*** 2.0433*+* -1.8961*** 0.7690%*** 0.0630**
(0.0184) (0.0443) (0.0770) (0.0498) (0.0259)

Germany 0.1621** 0.2898 0.4931* -0.0511 -0.0107
(0.0688) (0.2432) (0.2876) (0.3052) (0.0674)
Hong Kong 0.2192%* 0.5077** 0.8461** -0.5112%*= -0.1616***
(0.0662) (0.1672) (0.0373) (0.1542) (0.0595)

Italy 0.0177%** -0.7249%** 1.0052%** 0.7341%* 0.0035
(0.0002) (0.0107) (0.0017) (0.1086) (0.0077)

Japan 0.03112* 1.1706*** -1.1580** 0.8761** 0.0768**
(0.0192) (0.0375) (0.0525) (0.0453) (0.0309)
Netherlands -0.0379 0.7928*** -0.8175%** 0.6258*** 0.1665***
(0.0255) (0.0800) (0.1008) (0.0898) (0.0555)
Singapore 0.0844* 0.8196*** 0.8737** -0.7652%** -0.0597***
(0.0177) (0.0261) (0.0261) (0.0143) (0.0186)

Sweden 0.1602*** 0.7983*** -0.7519%** 0.5746*** 0.0931
(0.0552) (0.0995) (0.1049) (0.1133) (0.0791)
Switzerland 0.3084*** -0.3907*** 0.6247** 0.3168** -0.1953**
(0.0938) (0.1207) (0.0701) (0.1677) (0.0852)

UK 0.0788*** 1.7593** -1.6134%** 0.7090*** 0.0400
(0.0247) (0.046262) (0.0951) (0.0550) (0.0288)
USA -0.0620 0.0852 0.3766** 0.1134 0.3508***
(0.0637) (0.1927) (0.1690) (0.1802) (0.1300)

*Significant at 10% level, **Significant at 5% lele&**Significant at 1% level.
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Table 3.3 Comparison of Different International &sBricing Models:

Country One Factor Global CAPM FF GJR-GARCH-FF
Name Global CAPM with FX Risk Model Model
0.328853 0.321424 0.120349 0.0780
Australia (0.282700) (0.286223) (0.286348) (0.25665)
0.405651** 0.394714* 0.356302* 0.3583*
Belgium (0.206155) (0.207974) (0.211370) (0.1942)
0.228604 0.185902 0.319353 0.1062
France (0.240311) (0.240505) (0.245871) (0.1509)
0.271052 0.268132 0.183952 0.2472
Germany (0.208022) (0.205090) (0.212662) (0.1981)
0.677500* 0.640320* 0.523385 0.3869
Hong Kong (0.376465) (0.380580) (0.384936) (0.3411)
0.116628 0.170572 0.059972 0.0329
Italy (0.313361) (0.317154) (0.321484) (0.2709)
-0.246033 -0.296351* -0.199058 -0.2254
Japan (0.165586) (0.157472) (0.169678) (0.1673)
0.432684* 0.456496%** 0.408708** 0.2165
Netherlands (0.175061) (0.173707) (0.179660) (0.1616)
0.323239 0.259758 0.044425 0.1539
Singapore (0.308772) (0.308973) (0.310601) (0.2690)
0.442448* 0.421945 0.464788* 0.3766
Sweden (0.265767) (0.265129) (0.272828) (0.2439)
0.342963* 0.339132* 0.291839 0.1671
Switzerland (0.723976) (0.193750) (0.197005) (0.1895)
0.361359* 0.442408** 0.309597 0.0661
UK (0.217785) (0.190551) (0.223299) (0.1289)
0.336955* 0.292019 0.340052* 0.2332
USA (0.183803) (0.181723) (0.188718) (0.1799)

*Significant at 10% level, **Significant at 5% lele

The final diagnostic test is theRCH LM Test, whichis a Lagrange multiplier (LM) test for
autoregressive conditional heteroskedasticity (AR@Hhe residuals since ignoring ARCH effects may
result in a loss of efficiency. To test the nullpbyhesis that there is no ARCH up to ordemn the

residuals, a regression of the squared residugiyon constant and lagged squared residuals up te orde

g is run, as follows:
2 d 2
& :ﬂo + zﬂs Eils | T My
s=1

This particular specification of heteroskedasti¢g#ymotivated by the observation that in many

financial time series, the magnitude of residugalsears to be related to the magnitude of receituals.
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Table 3.4 Maximum Likelihood Estimates of the GJRRECH-FF (3, 1, 1) Model:

(Entire Sample Period: January 1975 — December)2007

ggumrgry 5, B, By Ba Ps
Australia | 0.9643"* | 0.3035%* | -13.2677 | 12.1657 8.4258
(0.0475) (0.0874) | (14.9505) | (9.4389) (10.0956)
Belgium | 0.7842°* |  0.1209% 11.4240 4.4949 71480
(0.0354) (0.0605) | (8.8093) | (2.9505) (6.2745)
France 10488 | -00085 | -15.8766 | 12.7131"* | -18.6552%*
(0.0369) (0.0487) | (10.6198) | (2.2681) (6.4500)
Germany | 08841 | 0.1217% 27082 | 14.4222°* | -18.0845*
(0.0394) (0.0605) | (8.2640) | (2.0880) (7.2382)
Hong Kong | 0.9744 |  0.1623 -2.7809 9.9128 8.6519
(0.0684) (0.1124) | (16.6076) | (15.0074) | (15.6419)
Italy 0.9720% 0.0887 20.7660 2.9652 4.0444
(0.0645) (0.0882) | (13.1864) | (9.6852) (10.7835)
Japan 11148 | -0.0484 | -26.408™ | -6.0782* | 32.1272"
(0.0302) (0.0486) | (9.2015) |  (3.4905) (6.5921)
Netherlands|  0.8727°* | 0.0550 1.9586 40104 | -20.3498"
(0.0339) (0.0428) | (6.6565) | (3.6234) (5.9884)
Singapore | 0.7769% | 0.4051"* | -11.3974 | -8.1434 7.9714
(0.0535) (0.1007) | (15.1652) | (13.2926) | (10.9933)
Sweden | 0.9607** | 00879 | 243429 | 13.6049 | -25.6233"*
(0.0521) (0.0786) | (12.7325) | (11.4274) | (10.0470)
Switzerland | 0.6878"* | 0.1009* 6.6354 5.4241% 05114
(0.0336) (0.0619) | (8.6565) | (2.7425) (7.0024)
UK 0.8400"* | 0.1142"* | 38.8402"* |  1.2024 13.7862*
(0.0307) (0.0411) | (8.9922) | (5.1374) (5.4624)
USA 0.6063+ 00324 | 218383 | 52800 | -22.2785%
(0.0345) | (0.0404)) | (10.5614) | (8.4082) (8.4195)

*Significant at 10% level, **Significant at 5% lele

If the variance equation is correctly specifiecerthshould be no ARCH remaining in the standardized

residuals. Table 3.5 reports the results of theéakssics for the Lagrange Multiplier test. The wes of
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LM are insignificant for all countries (except Fca). This result leads to the rejection of the null
hypothesis (i.e., the residuals are homosceda3tigtieaning that the variance equation in the GJR-
GARCH model has been correctly formulated.

Table 3.5 ARCH-LM Test of the GIJR-GARCH-FF model

ARCH-LM
Cli\lo:rgtery Lag (1) Lag (2) Lag (3) Lag (4) Lag (5)
0.0032 -0.0126 0.0264 0.0930 0.0036
Australia (0.0510) (0.0509) (0.0508) (0.0555) (0.0557)
-0.0250 0.0297 -0.0148 -0.0280 0.0261
Belgium (0.0509) (0.0512) (0.0512) (0.0511) (0.0511)
0.1184* 0.0576 -0.0443 0.0324 0.0072
France (0.0510) (0.0514) (0.0514) (0.0514) (0.0510)
-0.0511 0.0423 0.0382 -0.0364 0.0299
Germany (0.0508) (0.0508) (0.0508) (0.0507) (0.0508)
-0.0398 0.0266 0.0101 -0.0265 0.1024
HongKong | 950g) (0.0508) (0.0506) (0.0506) (0.0505)
0.0415 0.0071 0.0085 -0.0029 0.0081
ltaly (0.0511) (0.0512) (0.0511) (0.0512) (0.0511)
0.0008 -0.0016 0.0009 0.0752 0.0276
Japan (0.0506) (0.0506) (0.0505) (0.0505) (0.0506)
-0.0013 -0.0251 0.0312 0.0572 -0.0040
Netherlands | 4 450 (0.0508) (0.0507) (0.0507) (0.0508)
-0.0007 -0.0213 -0.0288 0.0436 0.0008
Singapore (0.0510) (0.0510) (0.0510) (0.0513) (0.0514)
-0.0085 0.0397 -0.0039 -0.0146 -0.0411
Sweden (0.0507) (0.0507) (0.0509) (0.0509) (0.0500)
0.0305 0.0102 0.0547 -0.0175 0.0303
Switzerland | 4 516 (0.0516) (0.0515) (0.0516) (0.0514)
0.0351 0.0074 0.0060 0.0078 -0.0422
UK (0.0510) (0.0510) (0.0514) (0.0514) (0.0514)
-0.0288 0.0780 -0.0017 0.0213 0.0082
USA (0.0508) (0.0507) (0.0509) (0.0508) (0.0508)
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3.4.2 Fundamental Riskiness of the Global Valuarfuen

Following the approach of Lakonishok et al. (1994)ere a fear of market breakdown causes
risk-averse investors to rush to quality and ligtyid examine the performance of global value tetgées
(high BE/ME — low BE/ME) for the thirteen countriesthe sample during financial crises. The ratiena
is that if value stocks are fundamentally riskieart glamour stocks, then risk-averse investors ldhou
replace risky value stocks with less risky glamstarcks during economic recessions when the marginal
utility of consumption is especially hi§hTherefore, one would expect the global premiurefficient

(p,) from equation (1) during crisis period to be lowran that of pre-crisis and post crisis period.
Table 3.6 reports results of the estimated coeffitsi of the global value premiufp,) from

equation (1) for pre-crisis, crisis, and post-arigeriods for the international debt crisis. Altgbiseveral

of the world’s largest banks faced the prospeanafor loan defaults as a consequence of the ctisgs,
fear of a widespread banking collapse in creditmntries was concentrated primarily in the USA and
Japah It is easy to understand, therefore, that Jamarthe only country in table 3.6 whose

global premium coefficient is lower during crisigrpd than during pre-crisis and post-crisis pesiod

® A striking example that supports the rationalewftsan approach is the collapse of Long-Term Chpita
Management (LTCM). In January 1998, the spread &etvhigh-yield corporate bonds and US treasuries
was 4 percentage points. LTCM believed that suchagpwas excessively wide as a consequence of the
Asian crisis, and that this spread would narrow mttee crisis ended. Consequently, LTCM engaged in
‘market neutral arbitrage’ by longing high-yieldingss liquid bonds and shorting low-yielding, more
liquid bonds. By August 1998, the crisis continaedl fear spread over the world because of theps®la

of the Russian market. Consequently, the spreadelest US B-rated bonds and high-rated corporate
bonds rose from 2 percentage points before this¢d<.7 percentage points. This wide spreaddetie
collapse of the LTCM by September 1998 (Edward$99}.9

" The US banks’ exposure was the highest becauseafa debtors were concentrated in Latin America.
The largest Latin American countries (Mexico, Bla¥enezuela, and Argentina) owed the eight largest
US banks $37 billion that constituted 147% of thepital and reserves at the end of 1983. Thedfize
such debt coupled with the overexposure (lendingoess of capital assets) gave rise to a fear of
financial collapse to the largest American bankshsas Citibank, Bank of America, Chase Manhattan,
and Morgan Guaranty (FDIC, 1997). The Japaneseshalsio had a similar rate of debt exposure. the
exposure level of the Bank of Tokyo (that handlgd3 million as the leading international bank in
forming syndicate loans by 1981 in Mexico) was 88%its capital, and the exposure of Long-Term
Credit Bank of Japan and Mitsui Bank was 53.6% 2818%, respectively (Katada, 2001).
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In particular, the(g,) coefficient is positive for Japan during the présier period (0.3290) and turned

negative during the crisis period (- 0.3371). lditdn, the estimated global premium coefficient floe
US during the crisis period was negative (—0.10dpre turning positive after the crisis (0.0448).

Table 3.6 Global Value Premium Coefficient Estinsaté GJR-GARCH-FF Model:
International Debt Crisis (1982-83)

Pre-Crisis Period: Crisis Period: Post-Crisis Period
Country (Aug 1979 — July 1982) (Aug 1982 — Dec 1983) (Jan 1984 — Dec 1986
Name ﬁz,before ﬁz,crisis ﬂz,after

-0.4453* -0.0813 -0.2510
Australia (0.2621) (0.6037) (0.4317)
-0.5381 -0.1569 0.0155
Belgium (0.5294) (0.8401) (0.2979)
-0.7886** 0.6853 -0.1085
France (0.3969) (0.6592) (0.3112)
0.2683 0.1199 0.5183
Germany (0.2054) (1.0788) (0.3172)
-0.2520 2.4366* -0.1873
Hong Kong (0.6464) (1.3502) (0.6179)
-0.0442 0.1242 1.1072**
Italy (0.7555) (0.9172) (0.4665)
0.3290 -0.3371 -0.0728
Japan (0.2533) (0.4127) (0.2117)
-0.7365** 0.4856 -0.1452
Netherlands (0.3645) (0.8571) (0.2397)
0.6844 1.6578** 0.4164*
Singapore (0.5894) (0.4698) (0.2322)
-0.2599 0.3164 -0.0732
Sweden (0.4127) (1.7647) (0.3203)
-0.0473 0.2666 0.3016
Switzerland (0.3105) (0.7027) (0.2157)
-0.2452 -0.0155 -0.0789
UK (0.4686) (0.3465) (0.5196)
-0.2296 -0.1010 0.0448
USA (0.3489) (0.5670) (0.1820)

*Significant at 10% level, **Significant at 5% lele

Table 3.7 sets forth the values of tig,) coefficient estimates before, during, and after the

Asian crisis. The Asian crisis began as a curramisjs where the Asian countries were subjectserées
of speculative currency attacks starting with Thaht, followed by Malaysian ringgit and Singapore

dollar. These events raised fears of worldwide eotin meltdown due to contagion effects. Such fear i
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in line with the results in table 3.7 that indicatet (4, ) coefficients during the crisis period are lower

than those during the pre-crisis period for nine auhirteen countries. The results from Table® &d
3.7 support the risk explanation of the global fskmium, although the results are weak since mbst
the estimated coefficients are insignificant.

Table 3.7 Global Value Premium Coefficient Estinsaté GJR-GARCH-FF Model:
Asian Crisis (1997-99)

Pre-Crisis Period: Crisis Period: Post-Crisis Period
Country Name (July 1994-June 1997)| (July 1997- Mar 1999)| (April 1999 — Mar 2002)
ﬂz,before ﬂz,crisis ﬂz,after

0.1805 0.1108 0.3172*

Australia (0.4098) (0.4847) (0.1339)
0.4891*** -0.5747* 0.3030*

Belgium (0.3244) (0.3172) (0.1872)
0.4811 -0.0526 0.0456

France (0.4432) (0.2416) (0.0741)
0.8470** -0.1182 -0.1212

Germany (0.4286) (0.3106) (0.1306)
0.5641 -0.4689 -0.0110

Hong Kong (1.0583) (0.8817) (0.1842)
0.9196 -0.0107 -0.2834**

Italy (0.9246) (0.4164) (0.1229)

-0.8629*** -0.0874 -0.1214%**

Japan (0.3077) (0.4965) (0.1030)
0.7653** -0.4296 0.1409**

Netherlands (0.3350) (0.3171) (0.0830)
1.8167*** -0.2188 0.2307

Singapore (0.4452) (0.7141) (0.3108)
0.3529 0.4417 -0.3953

Sweden (0.7445) (0.4403) (0.3260)
-0.9893** -0.1612 0.1940**

Switzerland (0.4824) (0.2379) (0.1079)
0.2333 0.1233 0.0853*

UK (0.2988) (0.1884) (0.0503)
0.1535 0.1593 0.0118

USA (0.4239) (0.4444) (0.1581)

*Significant at 10% level, **Significant at 5% lel&**Significant at 1% level.

3.4.3 Financial Crises and Integration
This section investigates the impact of finan@ases — via contagion — on the integration of

international financial markets. By comparing theefficients from regressing each country’s portfoli
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return on the global market premiu@g,) from equation (1) for each of the pre-crisis, istisand
post-crisis periods, | can measure the impactefitiancial crises on the integration of financrarkets.
Table 3.8 presents the values @F,) from equation (1) covering the three sub-periofls o
the international debt crisis. Comparison of resfribm the pre-crisis period and crisis period eds¢hat
the size of(f,) is greater in the pre-crisis period for ten outtlufteen countries — Australia, France,
Hong Kong, Italy, Netherlands, Singapore, SwedenitZerland, the UK, and the USA. Surprisingly,
Hong Kong and Australia were positively correlatéith the global market portfolio before the cribist

become negatively correlated during the crisis. Ganison of the(,) coefficient from the pre-crisis

Table 3.8 Global Market Portfolio Coefficient Estites of GJR-GARCH-FF Model:
International Debt Crisis (1982-83)

Pre-Crisis Period: Crisis Period: Post-Crisis Period
Country (Aug 1979 — July 1982) (Aug 1982 — Dec 1983) (Jan 1984 — Dec 1986

Name ﬂl.before ﬁlcrisis ﬁ],after

1.1118*** -0.8127** 0.9756***

Australia (0.1645) (0.6037) (0.2682)

0.7081*** 1.2394** 0.7800***

Belgium (0.1977) (0.5000) (0.2083)

1.4178*** 0.3092*** 0.8442***

France (0.1582) (0.2866) (0.1412)

0.6757*** 0.9942** 0.8924***

Germany (0.1207) (0.5261) (0.2111)
1.7771%* -0.0610 0.4731

Hong Kong (0.3810) (0.9762) (0.4257)

0.8516** -0.1291 0.8011***

Italy (0.3708) (0.3584) (0.2779)

0.8794** 1.5407*** 1.2304***

Japan (0.1042) (0.2443) (0.1254)

0.9569*** 0.7272 0.8119***

Netherlands (0.2528) (0.6111) (0.1915)

0.9028*** 0.7586 0.3864*

Singapore (0.3008) (0.5511) (0.1693)

0.5523* 0.2716 0.6633***

Sweden (0.2107) (1.1124) (0.1918)

0.9842*** 0.8704** 0.6158***

Switzerland (0.1539) (0.4140) (0.1450)

1.1464*** 0.6680*** 0.7515***

UK (0.2078) (0.2245) (0.2333)
0.6064*** 0.4640 0.2636

USA (0.1236) (0.3973) (0.1943)
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period and the post-crisis period leads to sintlamclusions. Except for Belgium, Germany, Japad, an
Sweden, thel3; coefficient (B,) is higher in the pre-crisis period than the posisiperiod. Thus, it
appears that international financial markets beclas®integrated after the debt crisis.

Table 3.9 sets forth the values ¢f3,)coefficient for the Asian crisis. Its contents are
contradictory to those in Table 3.8 since twelvé @uthirteen countries became more integratede@bv
greater (f,) coefficients) during the Asian crisis relative ttee pre-crisis period. Comparison of the
pre-crisis period and the post crisis period comithe results sincgs,) coefficients estimated using the

post crisis period are higher than those calculatetie pre-crisis period for all of the sample cwoies
except Japan. Thus international financial marketame more integrated after the Asian crisis.

Table 3.9 Global Market Portfolio Coefficient Estites of GJR-GARCH-FF Model:
Asian Crisis (1997-99)

Pre-Crisis Period: Crisis Period: Post-Crisis Period
Country Name| (July 1994-June 1997) (July 1997- Mar 1999)| (April 1999 — Mar 2002)
ﬂl.before ﬁlcrisis ﬂ:l,after
0.8989*** 0.9518*** 1.0722***
Australia (0.1553) (0.2587) (0.1907)
0.4622*** 0.7729*** 0.6847***
Belgium (0.1150) (0.2746) (0.1642)
0.7650*** 1.2847*** 1.3981***
France (0.2547) (0.2119) (0.1167)
0.4787*** 1.1914%** 1.1999***
Germany (0.1880) (0.1613) (0.1302)
0.9859*** 1.0754** 1.1230***
Hong Kong (0.2522) (0.5796) (0.1627)
0.6643** 1.3755%** 0.9783***
Italy (0.3455) (0.3069) (0.1523)
1.5024*** 0.9548** 1.1388***
Japan (0.1284) (0.5770) (0.1487)
0.7934*** 1.1156*** 1.0179***
Netherlands (0.1282) (0.2226) (0.0728)
0.4034** 1.1090 0.8577***
Singapore (0.2047) (0.7783) (0.2638)
0.6191** 1.5156*** 1.7028***
Sweden (0.3642) (0.2108) (0.2346)
0.5049** 0.7889*** 0.5832***
Switzerland (0.2189) (0.2141) (0.1156)
0.6108*** 0.7577*** 0.7841***
UK (0.1374) (0.1011) (0.0573)
0.4899*** 0.9140*** 0.9726***
USA (0.1415) (0.2371) (0.1816)
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For the selected sample period, the above resudisate that if the international debt crisis is
considered regional while the Asian crisis is cdastd global, effects of crises are dependent tipen
geographic impact of the individual crisis. In atlveords, financial crises with regional effectsdisias
the less developed debt crisis that affected pilyndratin American countries) decrease financial
integration, while crises with global effects (suab the Asian crisis) increase integration. This ne
evidence raises the issue of appropriate econorptaation. | believe the international debt crisis
reflects intra-regional contagion effects, while tsian crisis reflects global herding beha¥ior

During regional crises (such as the internatiorgbtccrisis), investors pay little attention to
international news and focus primarily on regiomas. In particular, when Mexico declared its itigbi
to pay its debt obligations in 1982, intra-regioraintagion took place since difficulties in interes
payments were evident in most of the Latin Americauantries (e.g., Argentina, Brazil, Bolivia, Ecoad
and Venezuela). Consequently, investors began ttedveiw their investments from the Latin American
market for safer markets. As a result, the Latineficen countries adopted restrictive capital cdstfor
self-protection, further segmenting their markdtsis implies an increase in gains from global marke
portfolio diversification, since the Latin Americapuntries become less integrated with the world.

In contrast to regional crises, global crises (saslihe Asian crisis) affect the remainder of the
world. Investors’ decisions are affected not onjytheir local countries’ situation, but also by eth
countries’ markets. This is evident in the Asiarsisrwhen the Asian markets, with their vast global
capital flows, rode out their crises with increasmmbperation not only with each other but with the
remainder of the world. As the Asian crisis conéidwand the global stock markets plummeted one after
another in Europe and in the United State and §pezad over the world, the herding behavior prsvail
(i.e., investors start to follow the crowd leadittga uniform behavior among international investors
This leads to a higher integration among intermetionarkets and, consequently, to lower diversiiica

benefits since equity markets are exposed to consystematic risk.

8 Chiang et al. (2007) differentiates between ‘egiun’ and ‘herding’ in the sense that the former
reflects the spread of one shock from one markentither, while the latter describes the mechawtm
a behavioral convergence among investors’ sentsnent
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3.5 Robustness Tests: Short-term Effects (Withisi€Period Analysis)

A common problem in empirical research of financiases is that results might be affected by
the choice of window length. That is, my choicelafation of three years before and three years thite
crises may have an impact on the results. Therefoneed another test that is not sensitive toggeri
duration to verify whether my period definition @fts the central results. Therefore, | report mduyth
month returns on the highest BE/ME (value) relatwehe lowest BE/ME (growth) portfolios for four
crises: the Latin American debt crisis (1982-198B¢, European Monetary System (ERM) crisis (1992-
1993), the Asian crisis (1998-1999), and the Sep@nil, 2001 attack. If global value stocks are
fundamentally riskier, one would expect a negatatern for the value strategies during financises.
3.5.1 International Debt Crisis

As mentioned earlier, US and Japanese banks’' exposgas the greatest and they faced the
prospect of major loan defaults and failure asressequence of the crisis. Table 3.10 reveals thaitimo
returns on the US value strategy are negative éntihee months following August 1982, the starting
month of the crisis. In addition, the average vgluemium during the entire crisis period (Augus829-
December 1983) in the USA and Japan is zero ae@30. respectively. The value premium of -1.15 for
Hong Kong may relate to Hong Kong's close relatiopso Japan. Although the European banks had
less exposure to third world lending than did th&.Land Japanese banks, the value strategy in Augus
and September of 1982 yielded negative returnsariXK, Germany, and Italy where the major European
banks are located.

3.5.2 ERM Crisis
Table 3.11 shows the month-by-month returns ofvéilee strategy during the ERM crisis from

September, 1992 until December, 1993, and reflébts fear of investors during the period.

° The ERM crisis of 1992-1993 is a crisis of the leage rate system. grimary reason for the crisis is
the difference in economic strength of membersRME Germany witnessed a strong economy and was
concerned about domestic inflatiand raised its interest rate to 8.7%. The UK aaly lthowever, were
suffering from recession and severe budget defid¢dscing them to adopt stimulative policies by
reducing interest rates. Such contradiction drazalyi widened the interest rate differentials betwe
Germany and other ERM members.
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Table 3.10 Month-by-Month Returns during the In&gimnal Debt Crisis Period
(August 1982 — December 1983): Value — Growth

Australia| Belgium| Franceé Germany HK Italy Japan thNe Sing.| Sweden Switz. UK USA Austral
08/82 -1.46 -1.58 1.65 -0.24 6.93 -458 -0[73 -6.31.59 2.68 0.29 -4.18 1.1 -1.46
09/82 -1.09 -0.39 -2.97 -4.55 6.04 -586 -1)92 6/212.15| -4.07 | -0.64 -12.6% -1.5b -1.09
10/82 -2.84 3.2 5.27 -4.94 -1.19 -3.83 -234 5/56.619 -7.99 0.79 9.49 -3.52 -2.84
11/82 -0.95 -2.76 3 -3.47 2.6 277 -222 5P6 -0496.97| -531 0.79 -3.55 -0.95
12/82 0.96 0.92 4.23 5.69 525 -5b1 26 -7.07950. -0.59 1.46 1.89 0.11 0.96
01/83 -5.26 2.75 9.87 0.97 -2.64 -7.99 3.6 -821.61| 15.48 4.44 8.76 1.79 -5.26
02/83 3.89 3.7 -3.55 4.02 4.97 9.65 482 12.94 3.240.89 1.58 3.3 -1.62 3.89
03/83 244 1.54 -1.26 5.7 -8.18 19.62 -2)61 -396.452 -1.48 0.8 3.94 0.67 2.44
04/83 5.44 -4.43 7.55 -1.1 -1.54 -2.13 -344 -702.74| -10.46 4.71 1.42 1.07 5.44
05/83 -2.17 2.44 4.07 -4.39 -8.81 -2.83 -634 6/98.17 | -161 -4.1 1.41 -0.87 -2.17
06/83 1.89 -3.31 35 0.72 045 -7.83 -404 0J74 2-1. 5.69 1.72 3.62 -4.79 1.89
07/83 6.61 5.85 -6.42 4.69 -3.56 2.02 -476 2/18.231 3.33 2.74 2.23 4.41 6.61
08/83 4.48 161 15.83 0.42 -815 256 2|6 -384932. 6.35 -2.74 3.55 5.81 4.48
09/83 7.52 5.16 -8.62 2.36 -746 159 042 -145154. 0.33 251 -0.12| -1.39 7.52
10/83 1.89 5.19 -1.29 1.58 -6.15 -4.44 286 3{12.51-2 0.45 5.64 2.25 3.65 1.89
11/83 3.65 -8.37 0.46 2.62 -098 6.54 -2/71 1|62 .6 -p 2.24 -3.84 34 -1.4 3.65
12/83 -3.45 8.59 -0.03 -2.11 2.82 428 342 -119.36 6.61 -2.28 6.92 0.17 -3.45
Average 1.27 1.18 1.84 0.47 -1.35 0.27 -0|68 0/37.821 -0.05 0.46 2.12 0.00 1.27




For September 1992, Italy earned the highest negagturn (-9.98%) followed by Sweden with a return
of -9.20% for the value strategy, reflecting spatioh against the Italian Lira. On September 119219
the Italian Lira was the first victim of the crisis it was subject to severe speculative attacks.
On September 17, the Lira was withdrawn from theMERfter it fell below its ERM floor.
The speculative attacks turned to Sweden’s currefueging the Riksbank to raise its lending rate on
September 8 to 24% and then 75% the next day (8e1895).

In contrast to the Italian Lira, the French Fraemained a strong currency. However, it was
subject to massive speculative sales in July-Aud983, but by the end of 1993 it returned to levels
close to those prevailing before the crisis. THasts are in line with the results in table 3.14ttimdicate
that French data reveals a positive return forfitise two months of the crisis, but the return be wvalue
premium turns negative from August 1993 until Nobem 1993, the same period as the Franc
devaluation due to massive speculative sales jrAugust 1993.

Giavazzi and Giovannini (1989) point out that th& Wollar tends to be weak in foreign
exchange markets when the EMS is unstable. The ER&t mirrored such regularity, since the US
dollar reached its lowest value in September 221®Bich is the official starting month of the crisis
(Edison and Kole, 1995). As table 3.11 shows, éns® that fear spread from the European countries at
that time to the US because the value strategyeénUs yields negative return during the early stage
(September — November 1992) and the final staggsi— November 1993) of the ERM crisis.

3.5.3 Asian Crisis

Although data from the international debt crisigl &ime ERM crisis supports the risk story of the
value premium, the strongest supporting evidenc&am the Asian Crisis. Table 3.12 presents the
monthly returns of the value strategy relativehe growth strategy during the Asian crisis, mimgrthe
chronological events. The table indicates a negataturn on the value premium in July 1997 (the
starting month of the crisis) for nine out of thigh countries, and in October 1997 for Hong Konlgefw
the Hong Kong dollar came under attack and the Héoigg stock index lost roughly 30% of its value

(Kaminsky and Schmukler, 1999)). Also, the Novemtaturn for the same strategy in Japan is -5.65%,
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Table 3.11 Month-by-Month Returns during the ERNsGr
(September 1992 — December 1993): Value — Growth

Australia| Belgium| Francé Germany HH Italy Japan thNe| Sing.| Sweden Switz. UK USA
09/92 3.48 0.43 1.13 -4.61 574 -9.98 -1113 -5.080.76| -9.2 -8.81| 0.13| -0.43
10/92 6.48 -5.07 1.65 -3.1 -291 213 348 -16/92.99| -14.94| -2.77 2.4 -1.67
11/92 6.28 -2.77 -2.08 0.54 22 222 133 0.59 2.035.38 | -8.87| 0.09| -0.36
12/92 -6.82 5.87 3.27 2.84 -7.16 197 1.38 -1/6 20.2-6.54 | -488| 555 2.76
01/93 1.31 2.55 0.75 3.04 222 092 -129 8.8 3461509 | 1581 2.84 6.37
02/93 -2.31 6.51 4.04 -0.62 153 1246 -239 -11.88.9 -5.13 5.22| 442 5.28
03/93 1.66 2.81 -4.91 0.16 138 -0.p3 6.p6 11[76170. -3.87 1.17| 5.17 1.07
04/93 5.06 -1.34 1.25 -1.83 221 -054 3.p7 2.18 347. -5.78 121 1.84 3.6
05/93 2.47 -0.02 0.35 -0.7 2713 -8.18 -2p9 7.8222- 436 -2.23| -0.62 -3.24
06/93 1.45 -1.4 3.71 5.4 488 0y -261 305 -3.88..39 | -3.32| 2.31| 4.02
07/93 6.89 4.53 5.11 -1 -7.58 344 3.2 7.59 259 .677| 9.62 2.6 3.62
08/93 3.12 4.66 -1.67 1.62 -843 -1.19 0.f9 446 455 -0.34 | -3.15| -1.11} -0.39
09/93 3.07 1.66 -2.72 0.84 -1.22 -7.35 -06 0.96 93§. -17.15| -5.91| 2.66] -0.1¢
10/93 -3.3 1.54 -1.04 0.19 415 -155 381 -2.J9 21Q. 1241 | -1.55 -1.84 -1.9]
11/93 -2.6 2.65 -2.35 -0.32 557 298 -181 -1.846.47| 15.98 0.4 1.41 -1.4
12/93 -4.84 -0.33 0.02 5.34 13.48 557 7]2 -0.47 429 7.21 45 2.02 0.9
Average 1.34 1.39 0.41 0.49 0.3 0.22 108 049 92.00.86 -0.22| 1.87 1.12




reflecting the collapse of Hokkaido Takushoku Bamd which was one of the biggest Japanese banks at
that time. On January, 1998 another catastrophanfiial event occurred — the collapse of the Paregr
Investment Holdings, the then largest private itmesit bank in Asia. Peregrine was based in Hong
Kong, and this might explain the extremely poorf@enance of value stocks relative to growth stooks
January 1998 for Hong Kong (-21.86%) and Singae?@.83%). Table 3.12 data for June 1998 is in
line with the crash of the Russian stock marketabee of Russia’s inability to pay its debts.
Final evidence comes from the collapse of the LT@MSeptember 1998 that raised fears of the
breakdown of the entire international banking syst€his is again consistent with the negative retur
the US (-2.49%) and especially the Japanese (-3.62%ue premium. Overall, ten out of thirteen
countries had average negative retwnshe value strategy over July 1997 to March 199% results
from tables 3.10 and 3.12 are in line with the itssinom tables 3.6 and 3.7, and they support isle r
explanation of the global risk premium.
3.5.4 September 11, 2001 Attack

The last crisis examined is the terrorist attacktlien US on September 11, 2001. Unlike the
previous three examined crises that covered mare 12 months, the analysis of the September 111, 201
crisis covers only a few months. This gives a mdear-cut explanation of the global value premium.
The figures in Table 3.13 reflect the performanédhe value strategy relative to the growth strateg
surrounding the attack period (April 2001 Februa®p2). The most striking observation is that the
value stocks underperformed the growth stocks opteBaber 2001 for ten of thirteen countries.

In particular, the return on the value strategyseptember 2001 was negative for these ten countries
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Table 3.12 Month-by-Month Returns during the Adirisis
(July 1997 — March 1999): Value — Growth

Australia| Belgium| France Germany HK Italy Japan tiNe Sing. Sweden  Switz. UK USA
07/97 2.59 -4.54 5.81 -5.57 -12.78  -3.16 -7/69 30.1-1.21 -1.34 0.42 2.32 -1.34
08/97 1.68 6.69 4.64 2.59 12.24 0.31 0.3 1{27 4|2 2.04 7.8 3.59 3.03
09/97 5.26 -3.36 7.52 -4.14 -8.78 1.86 -7[74 4{3413.98 -2.24 -2.83 -4.91 0.56
10/97 2.92 -1.16 5.1 -0.74 -9.73 7.84 2.00 -6640.04 -0.88 -4.09 1.83 0.99
11/97 6.61 0.84 -4.4 4.28 5.62 -8.18 -565 -4/75269 -2.59 -0.41 0.62 -1.53
12/97 -1.34 -2.71 2.2 -2.28 3.32 18 -5p2 -0j22 .552 0.88 -4.33 -3.76 3
01/98 -2.23 -3.73 -1.75 -13.7 -21.86 1102 21146831 -27.83 -3.26 -0.82 -5.33 -3.2
02/98 -8.83 1.87 -1.78 8.01 2492 11)08 466 -2.827.56 -1.29 -4.48 0.37 -0.44
03/98 2.13 3.56 9.5 5.13 -2.84 1453 -2[76 1|61 o0un5/ 3.78 18.62 5.33 2.49
04/98 4.15 4.98 -0.74 4.67 -6.07 -8.67 -6/06 0]677.98 -1.01 6.66 -0.07 -0.59
05/98 -4.31 -1.02 3.83 -5.48 -11.76  -0.02 1.1 77.0 -5.3 0.32 0.01 3.94 3.26
06/98 9.98 -9.33 -5.92 -5.67 -1499 -6.b53 387 -1.3-3.97 -8.81 -4.71 -3.53 -3.45
07/98 -9.57 -6.29 -3.89 1.32 -10.66  -7{2 -3/01 80.1-17.92 -2.7 3.53 0.29 -3.4§
08/98 -6.67 3.68 -9.72 6.86 10.22 -9.02 -2/62 -6.785.86 -2.33 -14.09 -6.38 2.5]
09/98 -0.04 -6.91 -3.93 15.27 -6.89 -4.11 -3]26 .615 7.86 -2.05 2.97 7.29 -2.44
10/98 2.94 1.88 -1.33 -8.76 37.74 343 9|2 0|67 659. -0.15 -2.3 -8.64 -3.71
11/98 -6.37 -0.37 -4.59 -4.87 10.7 -03 0.y7 -7.2112.39 -13.6 6.06 0.85 -3.02
12/98 -5.35 -8.89 -9.54 7.95 -2.3 -0.01 -169 -4/085.33 -2.74 -5.82 -8.1 -5.73
01/99 -8.68 -1.15 -0.7 -2.78 -15.08 -993 2y7 -1.17.73 4.17 -5.77 -4.41 -6.5
02/99 7.37 5.69 4.46 5.48 3.03 5.3 214 492 -0.86-1.75 1.87 6.15 1.49
03/99 -0.64 11.57 2.12 9.65 4.91 479 2p1 9{84 982 5.47 9.28 3.9 -3.54
Average -0.40 -0.41 -0.15 0.82 -0.52 -0.p8 -0/02.851 1.51 -1.43 0.36 -0.41 -1.04
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(April 2001 — February 2002): Value — Growth

Table 3.13 Month-by-Month Returns around the Septam1, 2001 Attack:

Australia| Belgium| France Germany HK Italy Japan thNe| Sing.| Sweden  Switz. UK USA
04/01 -1.26 6.97 -6.56 -8.17 -10.2 -1.15 581 62p4.16| -10.62 2.39 2 -3.95
05/01 2.09 4.24 9.31 1.1 0.73 13p1 283 -10[37 68.34.12 -4.42 -7.62 3.74
06/01 9.46 -10.82 1.14 -0.19 2.99 -3.41 6.6  -24/52.94 2.65 1.56 -5.88 0.75
07/01 3.4 -0.74 2.85 4.85 5.41 2.67 4.04 -5.58 -0.62.97 -1.04 -1.22 2.54
08/01 -0.59 -1.6 9.16 -4.79 2.68 11.82 8.7 -15.84.34| 8.91 1.95 -0.1 15
09/01 -1.26 -9.15 -7.51 -6.79 -12.9 -10.1 -6/48 854.| 5.27 3.42 -16.52 4.09 -0.8
10/01 3.45 17.48 -1.57 5.29 6.74 -11.8 -4.3 18.63.924 -3.75 4.13 3.12 -5.58
11/01 1.21 9.33 0.38 4.58 3.53 -0.27 -3.2 7.4 -3.696.18 1.78 8.09 1.49
12/01 2.21 9 0.19 0.71 13.95 -2.38  1.53 4.27 -1.53.95 -1.78 0.23 1.7
01/02 -4.91 -0.84 -6.49 -7.19 -4.78 5.8 3.48 1.74 .98 4.98 4.02 -8.05 0.44
02/02 -4.3 9.17 -0.32 0.12 -2.65 -8.88 1.18 -0.67 .830 10.86 -3.33 -6.51 0.85




CHAPTER 4

THE SUBPRIME CRISIS AND THE EFFICIENCY OF THE JUNBOND MARKET:
EVIDENCE FROM THE MICROSTRUCTURE THEORY
4.1 Introduction

Financial crises occur frequently as evidenced thigast one severe global financial crisis per
recent decade — the 1987 stock market crash, t®& P&ian financial crisis, and the 2007 credit
meltdown. The recurring occurrence of financialses during the last few decades motivated three
strands of literature on financial crises. One ratrénvestigates crisis transmission in terms of how
financial crises lead to comovements among thernatemnal stock markets (e.g., Gerlach et al., 2006
The second strand examines the reasons behindtierence of financial crises (e.g., Summers, 2000)
The third category focuses on the relation betweeses and market efficiency (e.g., Lim et al., 200

My research interests in this study fall in thedaicategory. After the onset of the 2007-2008
financial crisis, there has been a debate in thenfie circles on the role of the efficient markgidthesis
(EMH) in the occurrences of financial crises. Or ¢rand, financial crises can be viewed as an eg@en
of the failure of the efficient market hypothessénce market should have predicted the crisis i it
efficient. On the other hand, others defend the Hbéided on the argument that bubbles were present in
the economic history before the evolution of therkatefficiency concept in 1970s, such as the 1637
Dutch tulip, the Railway Mania in the 1840s, ané florida Land bubble in 1926 (e.g., Ball 2009).
This debate motivates my research question indtidy. In particular, my goal is to better undendta
this debate by examining the impact of the recevaricial crisis on the market efficiency of the hig
yield (Junk) corporate bond market, an issue thanderstudied in the literature.

The contribution of this study is twofold. Firsg the best of my knowledge, this study fills
a gap in the literature since it is the first omattexamines the impact of financial crises on the

informational efficiency of financial markets usidgta from the fixed income market. The importaote
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investigating the junk bond market stems from th&ue association between trading in the high-yield
corporate bond market and financial crises. Riskse investors rush for quality and liquidity dgrithe
bad states of economy. As a result, they tendptace risky securities with less risky securitiesing
financial crises. A striking example that suppahis association between crises and trading in hords

is the collapse of Long-Term Capital ManagementGMI]). When the fear spread all over the world in
August 1998 because of the Asian crisis, the spbedieen US B-rated bonds and high-rated corporate
bonds rose from 2 percentage points before thisddss.7 percentage points. The second contribugo
the empirical methodology that | propose in thisdgt My objective is to examine the impact of the
financial crisis on market efficiency within thertext of the market microstructure theory (pricéuwvoe
models). However, the empirical examination of Wodume-volatility relation suffers from three major
methodological problems — truncation of volume Yataeteroskedasticity of return data, and endogenity
between volume and return variables. | proposereetbtep procedure that is free from these three
problems. First, | examine the reaction of the agerdaily trading volume of the junk bonds to the
financial crisis, using the censored regression ehdlat is well suited for truncated data. Second,
| investigate the impact the crisis had on the jbokd return volatility, using asymmetric Sign-GARC
model of Glosten, Jagannathan and Runkle (1993R{GARCH model) to account for the leverage
effect, a well-known phenomenon in the literatut@ick refers to the asymmetric response of the metur
volatility series to bad and good news. Finallysk the fitted values of volume and volatility frahe
estimated censored regression model and GJR-GAR&pectively, to estimate the volume-volatility
relation using two-stage least square (2SLS) metlogy. By comparing the estimated volume
coefficients before and during the crisis, | caaraine the impact of the crisis on the market efficly of

the junk bond market. If lagged volume has no poweborecasting volatility during the crisis, buad
such predictive power before the crisis, this wosliggest that the crisis increased the efficierfahe

junk bond market, and vice versa.

© The problem with using TRACE data is that traie snformation is not reported completely, since
the volume information reported by TRACE for junéintols is truncated at one million dollars (1IMM+).
As a result, bond trading volume data is censoneddhas a truncated distribution.
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The rest of the chapter is organized as followterdture review is discussed in section two.
Section three presents methodology. Section faaudises data. Section five presents empiricaltsesul

4.2 Literature Review

My work links three strands of literature — finaalccrises, market microstructure, and market

efficiency. Figure 4.1 shows my intuition for limg the three strands of literature.

\ 4
\ 4

Figure 4.1 The Linkage among the three Strandkeof iterature

The market microstructure theory examines how mfaion is incorporated into security
market prices through trading activities. The bé#i-apread models and price-volume models are among
the major categories of literature on the marketrasitructure theory. | use the former models to link

microstructure models to financial crises literatuwhile | use the latter models to connect mictmstire

theory to the efficient market hypothesis.

4.2.1 Trading and Financial Crises

The quoted bid-ask spread includes three-componertsr processing costs, inventory control,
and adverse selection. | can understand the raleading volume information in financial marketsifn
the adverse selection component that is designedrtpensate ‘uninformed’ market participants fa th
risk of trading with better ‘informed’ investorsh& adverse selection theory introduces two compsnen
of trading volume information — informational anduidity components. Equilibrium in financial matke
looks like a game between informed traders anddiusuppliers (Kyle, 1985). Under ‘informational
trading’ view, information is the primary motiverférading in financial securities, and any increase
trading volume is a signal of informational tradithgat means that there is new information reached t
market. In most of the time, ‘uniformed’ traders agroup will lose money by trading against the

informed investors’ private information. Consequigniniformed investors will widen the bid-ask spde

1 Other categories include price formation modelsarkat structure models, non-stock market
microstructure models, and optimal security markgtlation models.
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to make some money (Easely and O’hara, 1992). wdterely, the primary trading motive for ‘liquidity
or non-informational trading’ is demand for liquigi{Harris and Raviv, 1993).

In a normal market, investors are interested mambathering fundamental information such as
future investment opportunities and dividends. Amrficial markets shift from normal environment to
crash environment, investors’ trading motive albits from informational trading to liquidity tradg.
One of the major troubling aspects of financialsbes is the drying up of supply (Bookstaber, 1999).
This can be seen during the 1987 equity markeh¢ths 1991 junk bond crisis, the LTCM collapse] an
the 2008 subprime crisis, since illiquidity waseattremely key feature in all of these crises (B20I09).

In addition, Dick-Nielsen et al. (2011) find théiguidity in corporate bond market had little cdbttion
to the corporate bond spread before the subprimséscbut the lack of liquidity was the key factior

widening the spreads during the crisis period caegbéo the credit risk component of the spread.

4.2.2 Price-Volume Models and Efficient Market Hyysis

One of the major categories of the market micrastme theory is price-volume models,
inspired by the market axiom that sait makes volume to make prices moveThe literature on
price-volume relation can be categorized into infation theories (such as the sequential information
arrival hypothesis ‘SEQ’), and noise theories (swachthe dispersion of beliefs theory). The main
assumption of SEQ models (e.g. Copeland, 1976;idgsret al., 1981; and Jennings and Barry, 1983)
is the gradual arrival of new information to therke. Such sequential flow of information resulting
from asymmetric information among investors leawla bi-directional causality between trading volume
and return volatility of securities.

The Dispersion of Beliefs Theory represents anosteand of literature that examines the
implication of noise trading models (e.g., Delortgag, 1990) for the volume-volatility relation. &h
theory assumes that traders' behavior in the méskéieterogeneous, given that such disagreement
among traders can arise either because trader$ysimgrpret commonly known data differently (Hari
and Raviv, 1993pr because they have different private informa{®halen, 1993). The key prediction

of the dispersion of beliefs theory is that currgatiing volume data can predict future return triitya
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This evidence is in line with the technical apptodc investment, since technicians expect a gradual

price adjustment to reflect gradual flow of infotioa that causes trends in security price movements
This philosophy is in sharp contrast to the EMidtthontends that past performance has no

influence on future performance. In its weak fothe EMH implies that security prices adjust rapidly

to the arrival of new information and the curreatwrity price fully reflects all historical inforrtian.

If market is efficient, therefore, it should not pessible to profit by trading on the informatioontained

in the asset’s price history.

4.2.3 Financial Crises and Efficient Market Hypothesis

After the onset of the subprime crisis, the EMH basie under attack based on the claim that it
is responsible for the occurrence of the housingbbi because if market is efficient, it should have
predicted the crisis. Moreover, people believethia validity of market efficiency and, consequently,
do not verify the fair value of securities since tharket price reflects all available information.

Theoretically, it is difficult to examine the aboasgument, because one of the major limitations
of the EMH is that it assumes continuous tradind, aaonsequently, ignores liquidity trading (Ball,
2009). However, several studies (e.g., Chen e8Dy) find that liquidity is priced in corporatéeld
spreads. As | mentioned earlier, investors’ tradimgfive shifts from informational trading to liquig
trading as the financial market shifts from norrealironment to crisis environment. This limitation
might explain the lack of theoretical research ba tmpact of financial crises on the efficiency of
financial markets. Given such gap in the theorétitcerature, few studies empirically examined the
impact of financial crises on market efficiency aih@ evidence is mixed. For example, Hoque et al.
(2007) examine the impact of the Asian financiasisron the market efficiency of eight Asian masket
using variance ratio tests for the pre-crisis apdtjgrisis periods. Their findings show that thdafs
crisis does not significantly affect the marketi@éincy of six Asian markets. On the other hanah let
al. (2008) use a rolling bi-correlation test statisis a proxy for market efficiency and they fimat the

Asian crisis adversely affect the market efficienfyhe same eight Asian markets.

58



4.3 Methodology

My goal is to investigate the impact of the subgmrifinancial crisis on the junk bond market,
along three dimensions. First, | investigate ttalitig volume impact of the financial crisis. Second
| examine the impact of the crisis on the junk boewirn volatility. Finally, | explore the impact the
crisis on the Junk bond Market Efficiency.

4.3.1 Modeling Trading Volume: Censored Regression

In modeling the determinants of junk bond tradimuwme, it is important to bear in mind the
limitations of TRACE data set that the pooled Olggression might suffer. The problem with using
TRACE data is that trade size information is nqtoréed completely, since volume information repdrte
by TRACE for junk bonds is truncated at one milldwilars (1IMM+). As a result, bond volume data (my
dependent variable) is censored and has a trunchig&ibution. Therefore, using OLS to estimate the
impact of independent variables on trading volunileproduce biased parameter estimates, since éne o
the OLS assumptions (i.e., the independence bet@é&&nerrors and explanatory variables) is violated.

To handle this truncation problem, | use a limidependent variable approach that is the
censored regression model since it is specificaliyed for estimation where the dependent variégble
only partially observed over some range. The catboggression models use MLE estimation to produce
unbiased estimates when the dependent variahlenisated, and can be driven from an underlyingntate

variable model, as follows:
VB, = a, X, +& (1)
Where (Xit) is a vector of the determinants of trading voluofigunk bonds, such as bond age, price

volatility, equity volume, equity return, markettuen, autocorrelation in volume, and VIX CBOE.

The literature promotes these variables as the d&grminants of trading in junk bond market

(e.g., Alexander et al., 2000; and Hotchkiss anstal@, 2007. (\/Bt) is an unobserved (latent)

variable, but I only observ€VB, ) which is an indicator function as follows:

12 Other volume determinants that have been usdkititerature include bond rating and issue size.
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VB - {VB; if vt < 1million } @
1 million if v, >1million
In this case, the data is right censored or toppdo@his means that | know the actual value of
a variable only up to a certain threshold (i.e.million), but for values greater than this threshol
| know only that the variable is at least as theeghold. The indicator function in equation (2)ofs
particular interest because large trades (withvadue size above $1million) are typically institutal
traded® carried out by well-informed institutional tradaewith high bargaining power, given that the junk
bond market is largely institutional.
4.3.2 Modeling Return Volatility: GJR-GARCH
After examining the impact of financial crisis omettrading volume of high yield corporate
bond market, the next step is to investigate tHatNity impact of the crisis. The evidence of thecess
volatility of corporate bonds documented by Bao dwh (2010) show that OLS assumptions are
violated. The common practice to capture the hetexdasticity of return volatility is to use the
autoregressive conditional heteroskedasticity (ARCkhd generalized ARCH (GARCH) models
proposed originally by Engle (1982) and Bollersig®86) respectively. The first generation of the
GARCH model have allowed the magnitude of volatitib be predicted from past news and lagged
conditional variance, as:
e = U+ &y &~ 0.0¢) €))
of=PotPrEcat POty (4)

Although it appears from literature that conditibhateroskedasticity models are among the best
that are currently available, there is a major dragk of using the first generation of GARCH modals
examining financial crises. The GARCH models ara ¢a be symmetrical, due to the quadratic
specification used for the conditional variance.(ithe error term is squared). Therefore, votatiiill be
a function only of the innovation’s magnitude, &nbe lagged shock will have the same effect on the

present volatility whether the lagged shock is fpsior negative (i.e., neutral impact).
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This symmetrical nature of the traditional GARCH deb makes them not well suited for
capturing a well-known phenomenon in the literatwhdch is the asymmetric volatility in stock retarn
series or what is called asymmetric or leverageceffe.g., French et al. 1987). The asymmetrictilitya
phenomenon (AVP) is a market dynamic that showsphdods of crash environment (when residual is
negative) cause the level of market volatility hwrease more than in periods of relative calm (when
residual is positive).

In order to handle the asymmetries in the conditiomariance, | use the asymmetric
Sign-GARCH model of Glosten, Jagannathan and Rufi®83) (GJR-GARCH model) that allows for
different reactions of volatility to the sign of giainnovations. The GJR-GARCH model can be
formulated as follows:

e =HTE v & ~ (Olo-iz,t) )
of =P+ P giz,t—l + 5, Giz,t—l + P St—lgiz,t—l (6)

1Lif ¢,,<0
| } (7)

Where :S,, | = .
’ 0, otherwise

Like any traditional GARCH model, the above modehsists of two equations. The mean

equation specifies returns as a constant plusranterm that has a mean of zero and a varian@e@ .
The variance equation expresses the current vibjgtiheasured by variant(erif )) as a function of four
factors: the mean voIatiIitQa) , hews about volatility from the previous periodasered as the lag of the
squared residual from the mean equat(aﬁ_l) (the ARCH term), the last period's varianeg’ ,) (the

GARCH term) to control for volatility clustering,nd the asymmetric volatility terrT(SHgiffl)to

account for the leverage effect. A model with ‘qb$ of (8"2_1), ‘p’ lags of (Gif—l) and ‘v’ lags of

(St—lgitz—l) is labeled GJR (p, q, 1), and | determine the tagcture in the conditional variance equation

based on Akaike (AIC) and Bayesian (BIC) informatioriteria. The central feature of the above

13 Institutional trades are defined as trade withyadune size above $100,000.
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specification is that the dummy variable (S) allatvs conditional variance to differ on crash dajsce
the effect of lagged shock on current volatilitywnis a function of its magnitude and its sign ratthean

its magnitude only, as in the original GARCH models particular, volatility is affected by one

term(f,) when the residual is negative (i.e., good news),ilewhit is affected by two

terms(,Bl + ,53) when the residual is negative (i.e., bad news).

4.3.3 Modeling Volume-Volatility relation (EMH TEsVAR and 2SLS

After modeling volume and volatility, | turn now tihe relation of particular interest in this
study that is examining the impact of the globahficial crisis on the informational efficiency agtjunk
bond market within the context of the volatilitylume relation. In undertaking this exercise, it is
important to account for endogenity problem (sintbe SEQ hypothesis implies that there is a
bidirectional causal relation between trading voduend return volatility). In order to handle such
endogenity problem, | use vector autoregressionRYand two-stage least squares (2SLS).

4.3.3.1 Vector Autoregressive (VAR) Model

The VAR system treats all the variables in the nh@deendogenous variables. Therefore, the
relation between bond return volatility and tradirajlume can be examined by estimating the following

vector autoregressive (VAR) system:

NG ! A2 J
Cit=a,+) a,civit+y, B VB, _ +¢& (8)
i=1 j=1
| J A2
VB, =A,+ 2 A VB, ,+) 5,0 j+e (9)
i=1 j=1

A2
Where (oit) represents the fitted values of volatility from atjans (6); (\/B,t) is the average daily

bond volume;(¢r;) and (4;) are the coefficients for the lagged regressorhef dependent variable;

(ﬁj ) and (5J- ) are the coefficients for the lagged explanatoryade. | estimate such VAR system for

two subsamples — before and during the financiaiscrl am interested mainly in the value of the

estimatecwj )since any evidence of volatility predictability ¢oadicts the implications of the EMH.
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4.3.3.2 Two Stage-Least Square (2SLS) Model

Another way to account for endogenity (or simuligebias and still get unbiased estimates
is to estimate a simultaneous equation model uswgstage least square (2SLS). The first step ist®
the seven determinants of bond trading volume, (bend age, price volatility, equity volume, equity

return, market return, lagged bond trading voluarg] VIX) as instruments to predict the endogenous
bond trading volumdVB, ), as follows:

VB, = a, +a,(Age), + a,(pricevol ), + a,(VE), +
a4(RE )it + a5(RM )it + ae(VB )it—l + a7(V|X )it + & (10)

The next step is to run simple regression betwittd fvalues of Volati”ty(gi,tfl) from equation (6) and
lagged fitted values of volum@/B; ;1) from equation (10), as follows:
~ 2 N
o = 90 + QlVBi,t—H- &y (11)
As a robustness test, | use alternative 2SLS sgpatidn. Instead of running a simple regression

between the fitted values of volatility and volunhéncorporate the lagged fitted trading volumeieer

(\/AB‘H) into the GJR-GARCH model directly to examine thfe@ of bond trading volume on bond

return volatility, as follows:

lie =M+ &, &~ (O-Uiz,t) (12)

O-itz = Bo+ B 5i2,t—1 + B, O-iz,t—l + B St—lgiz,t—l +B,VBiu (13)
Lif ¢,,<0

Where :S,, , = o (14)
‘ 0, otherwise

4.4 Data and Variables Measurement

4.4.1 Data Requirements and Sample

The bond market in general is less transparent ¢ouity and futures market in terms of the
availability of basic information on trading actiwi This led the SEC to encourage the National
Association of Securities Dealers (NASD) in Aprid4 to initiate the fixed income pricing system

(FIPS) that is an electronic quotation system lierjunk bonds as a source of trading volume in @@te
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bonds. In July 2002, FINRA, formerly NASD, launcheaother source of data that is TRACE
(Transaction Reporting and Compliance Engine) ¢togiase transparency in the corporate bond markets.
My data set is obtained from TRACE and consisthairly prices and hourly trading volume
for 19 junk bonds. Table 4.1 summarizes the majondbcharacteristics of these sample bonds.
To be included in the sample, a bond must meetciteria: First, the bond has to be actively traited
terms of number of trades so that they were indudélRACE 50 during 2008 Second, the bond must
be publicly traded since | am using data from ttpeity market.
4.4.2 Sample Period
My sample runs from July 2005 till July 2009. Irder to address the impact of the subprime
crisis on the US high yield corporate bond markégrther subdivide the sample into two subsamples
pre crisis and crisis period. Based on the abowatysis of the chronology of the subprime crisidjide
the sample period into two sub-periods:
(1) Pre-Crisis Period: from May 15, 2006 to July 17028,
(2) Crisis Period: from July 18, 2007 to September2lB&®.
My definition of the crisis period is similar to ®as (2011) and Longstaff (2010). | subdivide thisis
period into two phases to ensure a fair comparisanh that each period has roughly equal number of

observations.

* TRACE 50 bonds are chosen by the NASD advisorymiitee and updated continuously overtime
such that small trading volume were replaced witireractive bonds.

15 The first indications of a credit crunch appearedJaly 17, 2007 when the credit spreads soar as a
result of Bear Sterns announcement that two ifh#dge funds with subprime exposure has released
losses of $1.5 billion (more than 90% of their wlurwo weeks later after the announcement, on3July
2007, these two hedge funds filed for Chapter Iikhaptcy.

16 September 2008 is considered a historic month andvaphase of the crisis since it witnessed the
bankruptcy of Lehman Brothers that is consideresl ldrgest bankruptcy filing in the US history.
Lehman’s bankruptcy in September 2008 led to pradoeffects on the equity and bond market. On
September 15 2008 — the day the Lehman Brothesd fidr bankruptcy, the DJIA witnessed the largest
drop in a single day since the September 11, 2@@tka(-4.4%). Also, the price volatility of invesent
grade bonds reached unprecedented levels durintpi8bpr 2008 (Longstaff, 2010; Cox and Glapa,
20009).
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Table 4.1 Sample Description: Top Publicly TradedkIBonds by Number of Trades in 2008

Issuer Offering Total
Symbol Name Dates Coupon| Maturity | Rating| Trades| Observations
WASHINGTON
WM.IE | MUTUAL, INC. 10/27/2003 | 4.000| 1/15/2009 D 18,497 2p2
WASHINGTON
WM.HE | MUTUAL, INC. 3/30/2000 8.250 4/1/2010 D 10,77 654
GENERAL
MOTORS
GM.GM |CORPORATION 1/4/2001 7.2000 1/15/2011 C 10,551 1740
GENERAL
MOTORS
GM.HB |CORPORATION 6/26/2003 8.375  7/15/2033 C 10,248 1489
FORD MOTOR
F.GY COMPANY 7/9/1999 7.450| 7/16/2031 CC 6,88 2137
WASHINGTON
WM.IL | MUTUAL, INC. 12/13/2004 | 4.200| 1/15/2010 D 6,152 899
Rite Aid
RAD.GA Corporation 8/13/1993 6.879 8/15/2013 CQC 5,381 1148
GOODYEAR
TIRE &
RUBBER
GT.GF COMPANY 8/10/2001 7.857| 8/15/2011 B 4,959 1504
LEHMAN
LEH.HF BROTHERS 8/14/1997 7.200 8/15/2009 CC 4,905 1222
GENERAL
MOTORS
GM.HC |CORPORATION 2/23/2001 8.250  7/15/2023 C 4,807 1487
LEH.GZJ LEHMAN 5.250 2/6/2012 CCC| 4,571
BROTHERS 1/9/2007 424
GM.HA GENERAL 7.125 | 7/15/2013 C 4,38(
MOTORS
CORPORATION 6/26/2003 1489
LEH.HQ LEHMAN 7.875 | 11/1/2009 CCC| 4,314
BROTHERS 10/27/1999 1219
LEH.TZ LEHMAN 3.600 | 3/13/2009] CCC| 4,079
BROTHERS 2/18/2004 978
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Table 4.1 -Continued

WM.HV | WASHINGTON 6.875 | 6/15/2011 D 4,002

MUTUAL
BANK 1/13/2001 1030

CHK.HE | CHESAPEAKE 6.500 | 8/15/2017 BB 3,789
ENERGY CORP 12/22/2005 1215

LEH.XS LEHMAN 4.250 | 1/27/2010 CCC 3,727
BROTHERS 1/4/2005 893

SFD.GG | SMITHFIELD 7.000 8/1/2011 B 3,571
FOODS, INC. 10/7/2004 1352

DJTE.GA TRUMP 8.500 6/1/2015 D 3,453
ENTERTAIN.
RESORTS INC 3/30/2005 839

4.4.3 Variables Measurement

The volume-volatility relation has been studiedniralifferent perspectives such as volume
measure, volatility measure, time frequency andrfaial instruments used. Table 4.2 presents a ypurve
of the measurement issues related to the prevesgarch on volume — volatility relation.

4.4.3.1 Bond Return

My transaction data consists of hourly prices aodrly trading volume for bonds. Following
Downing et al. (2009), | use the average dailyeti calculate the daily bond return. My measurddg
daily return is defined as follows:

- In[%j 12
it-1 it-1

Where R is the average daily clean price (i.e., not agjdidbr accrued interests (). The reason for
focusing on returns rather than on prices is tbatrns are stationary.

4.4.3.2 Bond Trading Volume and its Determinants

As | mentioned in section three, | use censoredessjpn model to examine the impact of the

global crisis on trading in junk bond market. Myp@adent variable in the censored regression is the

bond average daily trading vqun(VB,t ) and | follow Alexander et al. (2000) by measurimjume as
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the natural log of the number of bonds traded @gr. &ollowing literature (e.g., Hotchkiss and Jeata

2007), | use seven different determinants of trgdinlume: bond age, price volatility, equity volume

equity return, market return, autocorrelation iduvoe, and VIX. Age of the bond is measured by the

number of years since the bond was issued. In dodealculate the bond age, | make use of the bond

issuer and bond characteristics information from Hixed Income Security Database (FISD). Price

volatility is the absolute price return. Moreovemclude lagged bond trading volume to accounttfar

autocorrelation in trading volume. Finally, | obtdhe VIX index closing price from CBOE.

Table 4.2 Volume and Volatility Measurement Issi@sivey

Article Trading Volatility Price Time The financial
Measure Measure Definition Frequency instrument used
Ying Turnover | e Composite Daily Common stock
(1966) index
Clark Trading volume Squared price Individual Daily Future contracts
(1973) change contracts
Epps and Epps| Trading volume Price change Individual Transactions Common stoc
(1975) stocks & bonds
Morgan (1976) Turnover Variance Individual Monthly & 4- Common stock
stocks day interval
Hanna Trading volume Price change Individual Monthly Bonds
(1978) stocks
Rogalski (1978)| Trading volume Price change Individual Monthly Common stock
stocks & options
Tauchen and | Trading volume Variance Individual Daily Common stock
Pitts (1983) stocks & future
contracts
Grammatikos | Trading volume| Standard deviatio Individual Daily Future contractg
and Saunders contracts
(1986)
Jain and Joh Turnover Price change Composite hourly Common stock
(1988) index
Smirlock and No. of Absolute price Individual Transaction Common stock
Starks (1988) transactions change stocks
Lamoureux and| Trading volume GARCH Individual Daily Common stock
Lastrapes (1990 stocks
Gallant et al. Log trading Log price change Composite Daily Common stock
(1992) volume index
Arrif and Lee | Trading volume Price change Individual weekly Common stock
(1993) stocks
Foster and Turnover Variance Individual Half hour Common stock
Viswanathan stocks
(1993)
Conrad et al. No.of | = - Individual Weekly Common stock
(1994) transactions stocks
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Table 4.2 -Continued

Hiemstra and
Jones (1994)

Trading volume

EGARCH

Composite index

Daily

Common stock

Martikanien et al.
(1994)

Trading volume

Log price change

Composite index

Daily

Common stock|

Anderson (1996)

Log trading
volume

Squared price chang

Individual stocks

Daily

Common stock

Chan et al. (1996

Trading volume

Squared pricexghg

Individual stocks

Every 65 minute

D

Common stoc|

Chang et al. Trading volume Absolute volatility Individual Daily Future contracts
(1997) value contracts
Smith et al. (1997) Trading volume Absolute price Individual stocks | Every 15 minute$ Common stoc]
no. of transactiong change

Brooks Proportion of Squared price change Composite index Daily Common stock|
(1998) shares traded
Hsu Trading volume GARCH Individual stocks Daily Common stock
(1998)
Diagler and Wiley| Trading volume Conditional varianc Individual Daily Future contracts
(1999) contracts
Chordia and Turnover | = e Individual stocks Daily Common stock
Swaminathan
(2000)
Lee and Turnover | = - Individual stocks monthly Conon stock
Swaminathan
(2000)
Safvenblad Trading volume |  —-----mm—- Individual stocks Daily Common stock
(2000)
Gervais et al. Trading volume |  —----mmm—- Individual stocks Daily & weekly Common stock
(2001)
Parisi and Trading volume |  -—-----memm- Individual stocks Weekly Common stock|
Acevedo (2001)
Lee et al. (2002) Trading volume| GARCH Composite index Daily Common stock|
Downing No. of The difference Individual stocks Weekly Bonds
and Zhang transactions between high & low
(2004) divided by average

price

4.5 Empirical Results

Table 4.3 shows descriptive statistics for the glanbonds’ volume and returns before and

during crisis period, and table 4.4 presents th@mased coefficients of equation (10). In general,

volume results suggest that heavily traded bonésamsociated with high contemporaneous equity

volume and high lagged bond volume. This suppbrditerature that shows that stocks and bondg reac

to the firm-specific information (e.g., HotchkissdaRonen, 2002). The positive significant coefiitge

on lagged bond volume show that there is positive@rrelation in Junk bond trading. These findings

are consistent with the evidence in Hotchkiss arsta¥a (2007).
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Table 4.3 Summary Statistics for Return and Vollratore and during the Crisis Period

Trading Volume Statistics Bond Return Statistics
Before Crisis During Crisis Before Crisis During Crisis
Period Period Period Period

Bond Mean SD Mean SD Mean SD Medn SD
WM.IE 11.47 1.56 11.25 0.96 -0.00 0.02 -0.02 0.02
WM.HE 11.03 1.94 10.91 1.23 -0.00 0.04 -0.00 0.03
GM.GM 11.44 0.77 11.81 0.81 -0.00 0.04 -0.00 0.03
GM.HB 12.61 0.61 12.55 0.64 -0.00 0.04 -0.00 0.05
F.GY 12.37 0.64 12.39 0.73 -0.0D 0.04 -0.00 0.04
WM.IL 11.67 1.63 11.11 1.39 -0.0( 0.03 -0.00 0.03
RAD.GA 10.65 1.14 10.41 1.08 -0.00 0.06 0.00 0.0%
GT.GF 11.16 0.85 10.77 0.95 0.00 0.02 -0.00 0.08
LEH.HF 9.87 1.20 10.09 1.05 0.0( 0.02 -0.00 0.0¢
GM.HC 11.59 0.85 11.58 1.06 -0.0D 0.04 -0.00 0.0%
LEH.GZJ 12.93 1.43 11.73 1.38 -0.00 0.02 -0.00 0.0b
GM.HA 11.72 1.01 11.72 1.01 -0.00 0.03 -0.00 0.04
LEH.HQ 10.17 1.23 10.34 1.26 -0.0D 0.11 0.06 0.25
LEH.TZ 11.95 1.78 11.25 1.39 0.0( 0.01 -0.00 0.07
WM.HV 11.85 1.96 11.24 1.46 -0.0( 0.03 -0.4J0 0.03
CHK.HE 12.33 1.52 11.10 1.36 0.0 0.02 -0.00 0.03
LEH.XS 12.43 1.70 11.69 1.54 0.0 0.02 -0.00 0.05
SFD.GG 11.67 1.65 11.32 1.33 0.0p 0.02 -0.00 0.03
DJTE.GA 12.86 1.11 12.88 1.14 -0.00 0.04 -0.00 0.04

Figure 4.1 plots the closing price of CBOE VIX batharing the sample period. From the figure,
it is clear that there is a remarkable increas&adilatility during the crisis in general and duritige
collapse of Lehman Brothers in September 2008 itiquéar. Table 4.4 shows a negative and strong
significant relation between trading in junk boradwl the closing price of VIX. This evidence is iimel
with my argument that risk-averse investors rushgieality and liquidity during bad states of ecoryom

and, consequently, they tend to replace risky sesiwith less risky securities during financiaises.
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Figure 4.2 Closing Price of CBOE VIX
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Table 4.4 Determinants of Trading Volume (Entirenpée Period):

Censored Regression Model

Bond Age Volatility VE RE RM AC VIX
-0.00*** -2.33 | 0.76** | -0.18 0.21 0.18 -0.06***
WM.IE (0.00) (1.61) (0.03) | (0.90) | (4.94)| (0.03) (0.01)
-0.01*** 0.57 0.85*** 0.19 1.31 | 0.20%** | -0.11%*
WM.HE (0.00) (2.09) (0.06) | (1.17) | (7.56) | (0.04) (0.02)
-0.00** -0.22 | 0.55%** | 1.69** | -1.12 | 0.35** 0.00**
GM.GM (0.00) (0.60) (0.02) | (0.59) | (1.78) | (0.02) (0.00)
-0.00*** -0.28 | 0.38** | -0.43 1.94 | 0.58*** 0.00*
GM.HB (0.00) (0.36) (0.02) | (0.43) | (1.43)| (0.02) (0.00)
-0.00*** 0.49 0.52 -0.55 | 3.77* | 0.46** | 0.00***
F.GY (0.00) (0.43) (0.02) | (0.61) | (1.47)| (0.02) (0.00)
-0.00*** 1.56 0.75** | -0.48 8.60 | 0.17** | -0.06***
WM.IL (0.00) (1.87) (0.03) | (1.05) | (6.24) | (0.03) (0.02)
0.00*** 0.88 0.63*** | -0.78 3.85 | 0.21*** -0.00
RAD.GA (0.00) (0.85) (0.03) | (0.79) | (2.65) | (0.02) (0.00)
-0.00*** 0.27 1.46** | -0.50** | 0.20 | 0.22*** | -0.01***
GT.GF (0.00) (0.80) (0.05) | (0.89) | (2.31) | (0.02) (0.00)
-0.00*** 1.88* | 0.83** | 2.31** | -8.22* | 0.15*** | -0.07***
LEH.HF (0.00) (1.08) (0.03) | (0.91) | (4.50) | (0.03) (0.01)
0.00*** -0.25 | 0.60*** 0.99 2.25 | 0.29*** 0.01**
GM.HC (0.00) (0.52) (0.02) | (0.62) | (2.02) | (0.02) (0.00)
LEH.GZJ | -0.01*** 1.70 0.79%** 0.46 -2.27 | 0.14*** | -0.06***
(0.00) (1.69) (0.05) | (1.21) | (7.07) | (0.05) (0.02)
GM.HA 0.00*** 0.12 0.51*** 0.06 -0.81 | 0.38*** | 0.00***
(0.00) (0.58) (0.02) | (0.60) | (1.97) | (0.02) (0.00)
LEH.HQ | -0.00*** -0.72* | 0.83*** 0.40 -1.77 | 0.12%** | -0.06***
(0.00) (0.31) (0.03) | (0.93) | (4.95)| (0.03) (0.01)
LEH.TZ | -0.00*** -1.27 | 0.88*** 0.31 5.13 | 0.11** | -0.09***
(0.00) (1.58) (0.03) | (1.41) | (7.55)| (0.03) (0.02)
WM.HV | -0.00*** -0.52 | 0.88** | -0.60 3.93 | 0.18** | -0.12*%**
(0.00) (1.37) (0.04) | (1.16) | (6.52) | (0.03) (0.01)
CHK.HE | -0.00*** -0.78 | 0.60** | -0.22 | -1.08 | 0.26*** | -0.02***
(0.00) (1.34) (0.02) | (1.37) | (3.06) | (0.03) (0.00)
LEH.XS | -0.00*** -1.71 | 0.83** | -0.71 5.36 | 0.16*** | -0.06***
(0.00) (1.91) (0.04) | (1.42) | (7.40) | (0.03) (0.02)
SFD.GG | -0.00%*** 0.39 0.77%** 0.38 -3.87 | 0.21*** | -0.01***
(0.00) (1.28) (0.03) | (1.26) | (2.91) | (0.03) (0.03)
DJTE.GA| -0.00** 0.16 0.59** | -1.16 | 6.28* | 0.45*** -0.00
(0.00) (0.28) (0.03) | (0.81) | (2.97)| (0.03) (0.01)

*Significant at 10% level, **Significant at 5% lele&**Significant at 1% level.

Table 4.5 sets out the results of the estimatedrpaters of the GJR-GARCH model for the two
sub-periods — before and during the financial sri@efore the crisis, most of the estimated ARCH,
GARCH and the asymmetry (GJR) parameters are smndllinot statistically significantly different from

zero. During the crisis, most of the ARCH and GARE&stimates are statistically significant at 1% leve
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The magnitude of the ARCH term increases duringditigis period, and this proves that the volatility
dynamics become more ‘reactive’. Moreover, the ntage of the asymmetry parameters becomes large
and highly statistical significant at 1% level, icating the presence of the leverage effect dutimg
financial crisis. It seems, therefore, that the GIRRCH model provides a better description of vititsit
dynamics during the crisis period compared to #fete crisis period.

Table 4.5 Estimates of Volatility before and durthg Crisis Period: GJR-GARCH Estimates

During Crisis Period Crisis Period
ﬂO ﬁl ﬁZ ﬂS :Bo ﬁl ﬁZ ﬂS
0.00 0.04 0.58 -0.05 | 0.00** | 4.81** | 0.18*** | 4.83**

WM.IE | (0.00)| (2.35) | (0.37) | (2.35) | (0.00) | (0.88) | (0.03) | (1.10)

0.00 | 0.04 | 058 | -006 | 0.00 |-0.01"* | 0.99%* | 0.01**
WM.HE | (0.00)| (0.55) | (0.34) | (0.55) | (0.00) | (0.00) | (0.00) | (0.00)

0.00 | 0.02 058 | -0.03 | 0.00 | 0.84"* | -0.05 | -0.84%*
GM.GM | (0.00)| (0.21) | (0.42) | (0.21) | (0.41) | (0.16) | (0.43) | (0.16)

0.00 | 0.04* | 059 | -0.05* | 0.00 | 0.08* | 059 | -0.08%*
GM.HB | (0.00)| (0.02) | (0.41) | (0.02) | (0.00) | (0.04) | (0.56) | (0.03)

0.00 | 0.03"* | 0.59 | -0.05%** | 0.00 | -0.12%* | 1.00%* | 0.12%*
F.GY | (0.00)| (0.00) | (0.39) | (0.00) | (0.00) | (0.01) | (0.00) | (0.01)

0.00 | 0.05 |0.94%* | -0.06 | 0.00% | 4.02%* | 0.21%* | 2.56%*
WM.IL | (0.00)| (0.22) | (0.01) | (0.21) | (0.00) | (0.45) | (0.02) | (0.68)

0.00 | -0.07** | 0.98%* | 0.06** | 0.00 | 0.45* | 0.75** | -0.45*
RAD.GA | (0.00)| (0.01) | (0.00) | (0.01) | (0.00) | (0.27) | (0.10) | (0.27)

0.00 | 0.04 |0.82%* | -0.05 | 0.00 | 0.03%* | 0.89%* | -0.04**
GT.GF | (0.00)| (0.36) | (0.13) | (0.35) | (0.00) | (0.00) | (0.01) | (0.00)

0.00 | -0.97* | -0.02 1.67 0.00 | 11.09%* | -0.00* | -9.49%*
LEH.HF | (0.00)| (1.33) | (0.02) | (1.06) | (0.00) | (0.91) | (0.00) | (1.43)

0.00 | 0.03 059 | -004 | 000 | -003 | 0.70* 0.02
GM.HC | (0.00)| (1.48) | (0.47) | (1.48) | (0.00) | (0.38) | (0.36) | (0.38)
LEH.GZJ | 0.00 | 0.05 058 | -0.06 | 0.00 | 7.46"* | -0.01 | -6.92%*

(0.00)| (0.32) | (0.62) | (0.34) | (0.00) | (0.37) | (0.01) | (0.43)

GM.HA | 0.00 | 0.02%* | 0.93* | -0.02"* | 0.00 | -0.06"** | 1.02** | 0.05"*
(0.00)| (0.00) | (0.01) | (0.00) | (0.00) | (0.00) | (0.00) | (0.00)

LEHHQ | 000 | 087 | -002 | -1.24 | 000 | 058 | -0.01 -1.53
(0.00) | (0.85) | (0.03) | (0.86) | (0.00) | (0.55) | (0.69) | (1.63)

LEH.TZ | 0.00 | 0.04 057 | -0.05 | 0.00 | -0.15 | 0.54%* | 6.81%*
(0.00) | (0.27) | (0.37) | (0.26) | (0.00) | (0.11) | (0.01) | (0.43)

WM.HV | 0.00 | 0.04 057 | -0.06 | 0.00 | 47.73%* | 0.02%* | -46.61**

(0.00) | (0.22) | (0.38) | (0.22) | (0.00) | (2.93) | (0.00) | (2.96)

40CHK.HE| 0.00 | -0.08%* | 1.01** | 0.08*** | 0.00 | 0.04** | 0.58* | -0.05"*
(0.00)| (0.00) | (0.00) | (0.00) | (0.00) | (0.00) | (0.32) | (0.00)

LEH.XS | 0.00 | 0.04 |0.89%* | -0.05 | 0.0 | -0.40%* | -0.22** | 10.25*
(0.00)| (0.87) | (0.04) | (0.87) | (0.00) | (0.20) | (0.08) | (4.05)

SFD.GG | 0.00| 0.03 0.94 | -0.04 | 0.00 | -0.02* | 0.93"* | 0.00%**
(0.00)| (0.22) | (0.01) | (0.20) | (0.00) | (0.00) | (0.01) | (0.00)
DJTE.GA | 0.00| 002 |O0.89%* | -0.03 | 0.00 0.17 0.58 -0.18

0.00)| (0.49) | (0.01) | (489) | (0.00) | (0.13) | (0.42) | (0.13)
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After examining the impact of the financial crisis the trading volume and return volatility of
the junk bond market, | turn to VAR and 2SLS esti#sato examine the impact of the recent financial
crisis on the efficiency of the junk bond markétrough examining bi-directional relation between
volume and volatility. Table 4.6 presents the rsfilom the two VAR specifications running from
volume to volatility and from volatility to volumes implied by equations (11) and (12), respedtivel
In each of these two specifications, the laggededdpnt regressor estimated coefficients are not
statistically different from zero in both sub-petso These results indicate that historical tradiolyme
data does not have any impact on the junk bondrretlatility whether before or during crisis petio

Table 4.7 sets out the results of estimating th&umge-volatility relation using 2SLS as
an alternative methodological procedure to sohee éhdogenity problem. Panel (A) and (B) show the
results the estimated volume coefficient from emumaf11) and (13), respectively. The results fromhb
panels are consistent. Unlike the results fromAR estimates, the estimated 2SLS parameters stippor
the notion that trading volume data has some ptadiity power of the bond return volatility.

In particular, most of the lagged volume coeffitgrnwith some exceptions, are positive and highly
significant at 1% level. This gives some eviderit greater trading on the prior day increasesehen
volatility. The magnitudes of the lagged volumeflionts, however, are small indicating that thare
other factors that help in predicting bond retuatatility. Moreover, the magnitude and significarufe
the lagged volume regressor are similar in bottsantple periods. This proves that the crisis doé¢s no
have an impact on the informational efficiency loé junk bond market, at least from the price-volume

relation perspective.
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Table 4.6 Estimates of Volume-Volatility relatiorfbre and during the Crisis Period:
VAR Model Results

Crisis Period

During Crisis Period

ﬁl ﬁZ 51 52 181 IBZ 51 52

4.06E-05 |6.27E-05 [100.17* | -32.29 | -1.11E-05 |-4.00E-05| 19.76 | -35.94

WM.IE | (8.4E-05) |(8.4E-05) | (50.68) | (50.96) | (0.00) (0.00) | (20.16) | (-1.7)
-1.57E-06 |-2.55E-06 [884.6670| -573.36 | -6.84E-06 | 5.35E-06 | -450.69 | -284.72
WM.HE | (5.7E-06) |(5.7E-06) [(933.485 |(934.92) | (7.2E-06) |(7.1E-06) | (563.96) | (561.95)
-0.01 2001 | -025 | 035 0.01 -0.01 0.22 0.01

GM.GM (0.00) (0.00) | (057) | (0.57) (0.00) (0.01) | (0.35) | (0.35)
3.15E-06 |-6.19E-07 |-592.79 | 664.66 | 3.35E-06 | 3.76E-06 | -375.93 | 468.52
GM.HB | (3.7E-06) |(3.7E-06) | (1100) | (1098) | (5.6E-06) |(5.6E-06) |(582.57) |(583.73)
8.14E-06** |-4.88E-06 [377.9976| -1287 | -8.84E-07 | 4.11E-06 | 519.96 | 596.75
F.GY | (4.7E-06) |(4.8E-06) |(860.87) | (857.9) | (5.6E-06) | (5.6E-06) |(574.462)|(577.834)
0.01 0.01 1.15 1.07 0.00 0.00 178 0.05

WM.IL (0.00) (0.00) | (2.96) | (2.96) (0.00) (0.00) | (1.61) | (1.61)
-1.37E-05 | -001 | -0.86 | -7.14 -0.00 | 8.78E-05 | 35.19* | -18.23

RAD.GA | (9.8E-05) |(9.8E-05) | (35.00) | (35.00) | (0.00) (0.00) | (14.82) | (14.96)
5.23E-07 |9.46E-07 |-359.29 | 499.68 | 5.23E-07 | 9.46E-07 | -359.29 | 499.68

GT.GF | (4.4E-06) |(4.4E-06) (779.508 |(781.66) | (4.4E-06) |(4.4E-06) | (779.5) | (781.6)
0.01% -0.00 |-11.98 | -454 0.00 -0.00 -2.95 0.84

LEH.HF (0.00) (0.00) |(11.43) | (11.43) | (0.00) (0.00) | (259) | (2.61)
-3.14E-06 |-4.16E-06 | -1737.9 |-585.00 | 3.07E-06 |-4.06E-06| 75.88 |-903.12
GM.HC |(2.17E-06) |(2.7E-06) | (1490) (1492.17 | (3.9E-06) |(3.8E-06) |(879.68) | (880.78)
LEH.GZJ 0.00 0.00 | -12.90 |19.69* | -0.00 0.00 |10.96* | 521
(0.00) (0.00) |(11.15) | (11.16) | (0.00) (0.00) | (4.48) | (457)

GM.HA | -4.05E-06 | 0.00 028 | -1.09 -0.00 0.00 0.48 2.69
(0.00) (0.00) | (351) | (3.51) (0.00) (0.00) | (2.10) | (2.10)

LEH.HQ | 7.32E-05 | -0.00 |-20.86 | -2.06 -0.00 0.00 321 | 4.04
(0.00) (0.00) |(35.09) | (35.09) | (0.00) (0.00) | (3.15) | (3.12)

LEH.TZ -0.00 -0.00 |-5.69% | 6.75% 0.00 0.00 0.47* 1.25
(0.00) (0.00) | (2.86) | (2.86) (0.00) (0.00) | (1.86) | (2.03)

WM.HV -0.00 000 | -091 | -0.47 -0.00 -0.00 015 | -0.06
(0.00) (0.00) | (0.65) | (0.65) (0.00) (0.00) | (1.67) | (1.67)

CHKHE | 2.14E-06 |-3.77E-06 |-291.21 | 174.32 |2.05E-05** |-1.84E-06 | 93.63 | 35.25
(2.5E-06) |(2.5E-06) (1474.48 (1474.52 | (8.4E-06) |(8.5E-06) |(410.42) | (48.58)

LEH.XS 0.00 0.00 9.79 | -3.07 -0.00 0.00 3.99 5.97
(0.00) (0.00) | (8.05) | (8.07) (0.00) (0.00) | (5.96) | (6.11)

SFD.GG | 6.59E-07 |-1.50E-06 | -58.71 |-321.10 | -3.61E-06 |-3.60E-06 | -27.74 | -108.85
(3.0E-06) |(3.0E-06) (1308.33 (1308.67 | (4.8E-06) |(4.8E-06) | (790.37) | (788.88)

DJTE.GA | -2.69E-05 | -0.00 257 | 13.43 0.00 -0.00 1.99 1.07
(0.00) (0.00) |(15.93) | (15.93) | (0.00) (0.00) | (3.87) | (3.86)

*Significant at 10% level, **Significant at 5% lelye&**Significant at 1% level.
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Table 4.7 Estimates of Volume-Volatility relatiorfbre and during the Crisis Period:

2SLS Model Results

Panel (A) Panel (B)
Before Crisis | During Crisis| Before Crisis Duringisls
6.71E-05*** 7.34E-05 -1.08E-05 0.01%*=

WM.IE (0.00) (1.24E-05) (2.60E-05) (2.08E-06)
0.0002*** 0.0002*** -1.82E-05 | -5.60E-05***

WM.HE | (1.39E-06) (1.07E-06) (0.00) (3.31E-06)
0.0009** 0.0009 -4.72E-05** | -1.57E-05

GM.GM (0.00) (0.00) (1.36E-05) (0.00)
0.0003*** 0.0002*** -1.90E-05 -4.33E-05

GM.HB (6.75E-07) (7.57E-07) (0.00) (0.00)
0.0002*** 0.0002*** 8.30E-06 | -9.16E-05***

F.GY (5.05E-07) (5.99E-07) (0.00) (9.72E-07)
0.0004** 0.0002** -1.42E-05*** 0.00%**

WM.IL (0.00) (0.00) (1.50E-07) (1.92E-06)
0.0002*** 0.0004*** -9.30E-05*** -0.00***

RAD.GA | (1.57E-05) (4.33E-05) (1.69E-05) (1.70E-08)
6.72E-05*** | 7.34E-05*** -1.87E-05 2.24E-05

GT.GF |(1.18E-06) (1.24E-06) (3.20E-05) (3.66E-
0.0001*** 0.0002*** 0.00** -0.00%**

LEH.HF | (4.86E-05) (5.30E-05) (0.00) (5.56E-05)
0.0003*** 0.0003*** -2.01E-05 -1.40E-05

GM.HC (7.28E-07) (8.79E-07) (0.00) (0.00)
LEH.GZJ 0.0001** 0.0004*** -1.48E-06 0.00%*=*
(8.53E-05) (9.17E-05) (0.00) (3.00E-05)

GM.HA 0.0002*** 0.0003*** -1.89E-05 0.00%**
(8.36E-05) (0.00) (1.75E-05) (2.06E-05)

LEH.HQ | 0.0002*** 0.0027*** -0.00** -0.00
(3.58E-05) (0.00) (0.00) (0.00)
LEH.TZ 0.0005** 0.0007*** -2.52E-06 | -6.78E-05***
(0.00) (0.00) (7.59E-06) (1.06E-05)

WM.HV 0.0006** 0.0005** -3.92E-05 | 3.86E-05***
(0.00) (0.00) (3.08E-05) (7.40E-06)

CHK.HE | 7.47E-05** | 7.89E-05*** | -2.11E-05** -4.68E-05
(7.89E-07) (7.55E-07) (8.45E-06) (8.23E-05)

LEH.XS 0.0001** 0.0002** -1.13E-05 -0.01***
(6.64E-05) (8.01E-05) (1.31E-05) (1.05E-05)

SFD.GG | 9.51E-05*** | 9.26E-05*** -1.38E-05 -6.83E-06
(9.79E-07) (1.23E-06) (0.00) (8.20E-05)
DJTE.GA| 0.0001*** 0.0004*** -0.00%** -1.22E-05
(1.85E-05) (7.67E-05) (1.91E-05) (0.00)

*Significant at 10% level, **Significant at 5% lek&**Significant at 1% level
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CHAPTER 5
CONCLUSION

For many decades, the Efficient Market HypotheSMIfl) is considered the main weapon in the
battle between mainstream finance and behaviarahtie. Researchers have formulated two main groups
of tests of the efficiency of financial markets.€eTfirst group of tests is based on investigatirg rikk
versus the behavioral explanation of effects orketaanomalies that can describe expected retunds, a
they are inconsistent with the idea of the EMH sisecurity prices did not appear to reflect allilatde
information. The second group of the empirical gesf the EMH is the autocorrelation test of
independence that measures the significance ofamglation in return overtime. Those who beligvatt
capital markets are efficient would expect insig@ift correlations in return overtime. My work in
chapter two and three is related to the first grotihe EMH tests by examining the risk interprietatof
investment premium and global value premium respelgt and chapter four focuses on the second
group of tests (i.e., independence tests) by imyatsng the market efficiency of the junk bond metrk
during the subprime crisis within the context o fhrice-volume relation.

Chapter two investigates the theoretical and ewgdirexplanation for the investment effect
(i.e., low-investment stocks earn higher expectenirns than high-investment stocks). To this end,
| empirically investigate two hypotheses. The fitsgpothesis investigates whether the marginal
productivity of capital (fundamental factors) oetbost of capital (financial factors) is the maiiver of
the variability of firm-level investment returnsh& second hypothesis examines the fundamentalsrersu
the behavioral explanation for the negative refati@tween stock returns and investment returns. The
estimation of the orthogonal impulse response fanagives direct empirical test of the first hypesis,
while | use the beta decomposition approach tottessecond hypothesis. | conclude from the fingling

that (1) most of the firm-level investment retuare attributed to the variability in discount ratews
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compared to the variability in cash flow news, §2fthe value of the financial betas is greatenttiee
value of fundamental betas for decile portfoliossdth on one-dimensional (two-dimensional)
classification by investment return (size and inwesnt return). Overall, | conclude that financiattors
are main driver of investment returns, and they ase the dominant driver of the negative relation
between investment and stock return.

Chapter three investigates the impact of financiees along two dimensions: the global value
premium and financial market integration. For reskersion effects of the crises on the global value
premium, the estimated coefficients of regressimgrhonthly excess return for the country’s portfan
the dollar global value premium during the Asiaisisrperiod are lower than those during the prsigri
period for nine of the thirteen countries in my géan In addition, the month-to-month performance of
value stocks relative to growth stocks is examirResults show that value stocks consistently perfor
more poorly than growth stocks during four selediedncial crises — the international debt crishe
ERM crisis, the Asian crisis, and the terrorishekt on September 11, 2001. These findings suppert t
risk story for a global value premium, because timeljcate that international investors tend to rtsh
quality and liquidity by getting rid of high riskigh BE/ME) stocks and replacing them with low risk
(low BE/ME) stocks during financial crises.

For the effects of the financial crises on thegnéion of financial markets, investigation of the
impact of the international debt crisis (1982-19&8)d the Asian crisis (1997-1998) indicates that
international financial markets became less integraluring and after the Latin American debt crisis
relative to before the crisis, while financial metk became more integrated during and after thanAsi
crisis relative to the period before the crisisefidiore, financial crises with regional effectscfsas the
less developed debt crisis in 1982-1983 that affegirimarily Latin American countries) decrease
financial integration, while crises with global efts (such as the Asian crisis in 1997 and 1998¢ase
integration. This suggests that the Latin Americanntries adopted restrictive capital controls delf-
protection, further segmenting their markets. Hosvethe Asian markets, with their vast global calpit

flows, rode out their crises with increased coofienanot only with each other but with the remaindé
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the world. In summary, | conclude that (1) the pegd GJR-GARCH-FF model is superior to popular
existing models for explaining international retsidata, (2) the global value premium is a riskdaeind
not an anomaly, (3) value premiums change as 4 i&sfinancial market crises, and (4) the globalue
premium contributes to measuring integration.

Chapter four examines the impact of the subpringiscon the market efficiency of the junk
bond market. The result of such examination revéaise main conclusions: (1) the estimates of the
GJR-GARCH model provides a better description ofatility dynamics during the crisis period
compared to the before crisis period, indicating pihesence of leverage effect. (2) The results ARV
and 2SLS estimates show that crisis does not havmpact on the efficiency of the junk bond market.
(3) It seems that my empirical three-step procedjives better results than previous studies. ldst#a
using VAR to account for endogenity problem in tlidume-volatility relation, | use the fitted value$
volume and volatility from censored regression &R-GARCH to run 2SLS model. The results from
VAR (2SLS) estimation show that volume is insigetfint (significant) predictor of bond return voliyil

Findings in the three essays open directions fadhéu research. First, my theoretical model in
the first essay bridges a historical gap in therditure between Tobin’s g-theory of real investmamd
production-based models, by providing a theoretinatlel that links the two theories. Such theorética
model open directions for more empirical testinghie future research. Second, identifying linksaeen
the global value premium and integration in theosec essay allows creation of new and better
methodologies to incorporate the global value puamiln addition, the results support use of the new
GJR-GARCH-FF model in future studies because tleeame intercept of the GJIR-GARCH-FF model is
lower than that of competing models. Thereforepiporating cross-sectional asset pricing modets,,(e.
CAPM; Fama-French three factor model, 1996; Carfoant-factor model, 1997) as the mean equation in
GARCH models could yield improved empirical resulsnally, the three-step empirical procedure,
proposed in the third essay, may open directionsuture research on the volume-volatility relation

The overall results support use of the new proaatluovercome truncation and endogenity problem.
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