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ABSTRACT 
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As MEMS actuators reach maturity and emerge from the research lab into 

commercial applications, their increased reliability, speed, and performance accuracy is 

needed.  MEMS are typically driven directly in an open-loop fashion by applying 

simple actuating signals.  The requirements for better dynamical behavior, however, 

have resulted in the gradual introduction of improved actuation approaches, such as pre-

shaped open-loop driving and closed-loop control.  Unlike macro mechanical systems 

where the implementation of the feedback is relatively simple, it is quite problematic in 



 v

the MEMS case.  The presence of fast system dynamics, and physical area efficiency 

requirements have introduced additional challenges for feedback control design. The 

main purpose of this work is to explore possibilities and envision applications where 

closed-loop strategies can be successfully used. 

Naturally, the design of reliable actuating techniques requires simple but 

accurate dynamic models of the device, either in input/output or in the state variable 

form.  Accurate models lead towards optimal design, better performance, better 

understanding of the device, short development time, and consequently, lower cost of 

the device. The modeling of thermal and electrostatic actuators, based on synergy 

between finite element analysis (FEA) and analytical approaches is, therefore, another 

subject that this dissertation deals with. 

The dissertation focuses mainly on the two most common types of MEMS 

actuators- thermal and electrostatic. It encloses several chapters addressing development 

of the modeling methods and advanced actuating techniques, including closed-loop 

control. The dissertation contains a novel, finite element analysis (FEA)-based 

modeling method for thermal actuators, position and light intensity control techniques 

for an optical MEMS device actuated by an electrostatic comb drive, a control system 

for preventing lateral instability for the comb electrostatic actuator and, finally, a 

discussion on the sensing structure and force contribution model for the lateral motion 

control. 
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CHAPTER 1 

INTRODUCTION 

 

As MEMS actuators reach maturity and emerge from the research lab into 

commercial applications, their increased reliability, speed, and performance accuracy 

will be needed.  Five basic on-chip MEMS actuator technologies have been developed: 

magnetic, piezoelectric, thermal, optical and electrostatic.  Regardless of the applied 

actuation technique, MEMS are typically driven directly in an open-loop fashion by 

applying simple actuating signals.  Consequently, achieving better dynamical behavior 

of the MEMS device, in terms on both precision and the speed of the response, is 

limited only by design improvements of the device itself. MEMS actuators have 

therefore traditionally been gradually modified and improved in terms of mechanical 

design and better area-efficiency. 

The requirements for better dynamical behavior have resulted in the gradual 

introduction of improved actuation approaches.  Introduction of more complex 

actuating signals have resulted in so-called “pre-shaped control”.  Here, the dynamical 

model of the device is used to construct a pre-shaped input signal that improves the 

performance of the device. The pre-shaped driving significantly improves the dynamic 

behavior of the device.  
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Even the pre-shaped actuation, however, is sometimes not enough.  The lack of 

accurate models and repeatability of the device parameters, compounded by special 

requirements on the dynamical behavior, have opened the possibility of closed-loop 

applications.  The first MEMS devices incorporating feedback were closed-loop 

capacitive sensors, with the objective of enhancing measurement accuracy.  These 

applications of feedback do not, by all means, make the field mature. An increase in 

complexity, device integration, and sophistication level of MEMS devices demands 

equally sophisticated integrated control systems.  Unlike macro mechanical systems 

where the implementation of the feedback is relatively simple, it is quite problematic in 

the MEMS case.  The presence of fast system dynamics and area efficiency 

requirements on the controlled MEMS devices has introduced additional challenges for 

feedback control design.  

The design of reliable driving techniques requires simple dynamical differential 

equation models of the device, either in input/output or in the state variable form.  

Accurate models lead towards optimal design, better performance and understanding of 

the device, shortened development time, and consequently, lower cost of the device.  

With the above views in mind, the dissertation focuses mainly on two most 

common types of MEMS actuators - thermal and electrostatic. It encloses several 

chapters addressing development of the modeling methods and advanced actuating 

techniques, including closed-loop control.  

Chapter 2 describes a straightforward and fast practical technique for 

developing state-space dynamical models of thermal actuators that are suitable for 
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feedback control design with guaranteed performance properties.  Resulting lumped 

dynamical state-space model can be evaluated by conducting numerical integration of 

ordinary differential equations (ODE).  The energy distribution inside the model is 

balanced by introduction of an average, lumped temperature which, combined with the 

reduced model and static FEA in a novel way, allows effective parameter estimation. 

The parameters are intuitive and have physical meaning that can be easily be related to 

the geometry and material properties of the device. The model is flexible and enables a 

separate introduction of various effects and external forces. Its simplicity makes it 

highly amenable for the exploring of the different driving techniques necessary to 

enhance the performance of thermal MEMS actuators. The resulting model is verified 

with available dynamic experimental results. 

In chapter 3, open-loop and closed-loop design of MEMS control systems, 

detailing the design issues and choices, are compared and contrasted.  Experimental 

results obtained from implementing pre-shaped open-loop and closed-loop control 

methods are used to compare the two approaches and point out the advantages and 

disadvantages of both.  It is found that with minimum additional implementation 

complexity, the closed-loop approach speeds up the system and improves its dynamical 

response.  Criteria for choosing between the two control approaches is established and 

discussed.  As a case study, an optical MEMS device (MOEMS) actuated by the 

electrostatic comb drive was used.  The device can be used both as an optical switch 

(OS) or variable optical attenuator (VOA).  
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In chapter 4, as an application example, the device from chapter 3 is used in the 

VOA mode. The controller developed in chapter 3 is extended to include light intensity 

control. VOAs are extremely popular devices for light attenuation because of large 

achievable tuning ranges and wavelength independent output of light. Besides, VOA 

combines fast response time, long-term repeatability and are less expensive than the 

other existing products. Additional light-intensity control enables very accurate output, 

faster responses and generation of power intensity waveforms. Light intensity 

waveform generator can be used as a tool to simulate variable network losses and many 

other scenarios of network events such as adding/dropping of users, breakdowns in the 

network…etc. 

In chapter 5, the problem of lateral instability of the comb actuators is 

addressed. The lateral instability occurs when the electrostatic stiffness transverse to the 

axial direction of motion exceeds the transverse mechanical stiffness of the suspension. 

The most common way to avoid it is by increasing the transverse stiffness of the 

suspension. Unfortunately, all of the suspension-stiffening approaches, eventually, limit 

the traveling range of the actuator. A novel approach, relying on the use of feedback 

control to counteract the lateral instability, is therefore proposed. A requirement for 

doing so is to have lateral motion sensing ability and an appropriate model of the device 

for the subsequent control system design. In order to do that, a suitable model 2 degree 

of freedom model for lateral stability analysis was established and experimentally 

verified. Finally, assuming the lateral deflection available, an appropriate control 

system was designed and approach was tested through a set of simulations. 
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In chapter 6, a new 2 degree of freedom sensor structure for the problem from 

section 5 is presented.  The sensor structure is intended to sense lateral and axial motion 

and is not affected by the out-of-plane motions. This novel design provides a means for 

more effective control of future comb drive actuator including control of lateral 

instability. 
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CHAPTER 2 

METHOD FOR DETERMINING A DYNAMICAL STATE-SPACE MODEL 
FOR CONTROL OF THERMAL MEMS DEVICES 

 

2.1 Introduction 

Increased reliability, speed, and performance accuracy of the MEMS actuators 

become an issue as they take part into commercial applications. This will require the 

either the design of feedback control system that can provide guaranteed performance 

and robustness [1], or suitable open-loop driving techniques [2]. Applications of 

feedback control systems design to optical MEMS switching devices have already been 

considered [3], [4]. The design of reliable feedback controllers requires simple 

dynamical differential equation models of the device [52], either in input/output or in 

the state variable form [5]. Moreover, accurate models lead towards optimal design, 

better performance, shortened development time, and consequently, lower cost of the 

device [6], [55]. 

The mathematical modeling of the ETM MEMS device should be considered as 

a multi-physics phenomena with thermal effects playing a dominant role. In general, the 

model consists of the three sub-models – electrical, thermal and mechanical. Much 

activity has been devoted for several years to MEMS modeling [2], [7]-[9], [83], [56], 

[67]. In [7] a transient FEA was used to obtain a dynamic response. The method was 

applied to both a hot arm/cold arm actuator and a chevron actuator. In [2] dynamical 
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equations were derived using physical modeling principles. A simplified linear third-

order autoregressive-moving average difference equation was derived. Experiments 

were used to identify the parameters of this model. Interesting procedure of reducing the 

order of the model was described in [8]. Good insight and discussion on dynamical 

properties and applications of the thermal actuators are given in [9]-[11], [57]-[61], 

[66], [69]. Summarized, all dynamic modeling methods rely on transient FEA, or 

require dynamic experimental results to fit the parameters into a lumped model. 

Typically, transient FEA is slow, especially when it has to be done repeatedly as it is the 

case with consequent development of driving strategies. On the other hand, dynamic 

experimental results for position are rather hard to obtain as the measurement 

techniques of small and fast micro-devices are not well developed and typically require 

expensive equipment.  

In this chapter a straightforward practical technique is provided for developing 

state-space dynamical models that are suitable for feedback control design with 

guaranteed performance properties.  We propose a lumped dynamical state-space model 

for MEMS thermal actuators that can be evaluated by conducting numerical integration 

of ordinary differential equations (ODE). First, the structure of the model is derived in 

standard fashion using laws of physics resulting in a third order model with 

temperature, velocity and position being the states. Next, the energy distribution inside 

the model is balanced by introduction of an average, lumped temperature which, 

combined with the reduced model and static FEA in a novel way, allows effective 

parameter estimation. The parameters are intuitive and have physical meaning that can 
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be easily be related to the geometry and material properties of the device. Qualitative 

influence of the material properties and geometry can be directly tested on the 

simplified model. Finally, the resulting model is verified with available dynamic 

experimental results. The resulting model is flexible and enables a separate introduction 

of various effects and external forces. If necessary, the similar procedure can be used 

for extension of the degree (order) of the model.  The resulting model is in a state-space 

form that is highly amenable for the design of feedback control systems to enhance the 

performance of thermal MEMS actuators. 

2.2 Structure of Dynamical Model 

A general electro-thermally driven flexible mechanical structure is given in 

figure 2.1. It contains a heated actuating part and a load mass. In order to determine the 

structure of the lumped model the applicability of the model is limited by a set of 

assumptions. The method developed herein is useful in modeling of practical thermal 

actuators within a large class of Lagrangian systems satisfying the following 

assumptions:  

1. The dynamics of the electrical part of the model is negligible e.g. capacitance 

and inductance do not exist; 

2. Thermal capacitance of the surrounding air is negligible when compared to 

the thermal capacitance of the structural material; 

3. Heat flow inside the body of the system from figure 2.1. does not change 

direction during the transients, e.g. ( ) 0sgn ≥exq . If so, the thermal body can 

be described as the first order system with a concentrated temperature T ; 
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4. Concentrated temperature T  is assumed to preserve the amount of thermal 

energy stored in the system; 

5. The mechanical part of the model is limited to the main degree of freedom 

(DOF) only, and it should be the dominant mode participating the motion in 

main DOF, x; 

6. The bandwidth of the other, non-participating modes of the system should be 

much higher than the bandwidth of the thermal part of the device – e.g. modes 

should not be excited; 

7. Mechanical movements do not affect thermal dynamics. 

 

V

i

Pe= q

Wth WthL

qex

qloss

qlossL

T

x

 

Figure 2.1 Structure of the flexible electro-thermally driven mechanical structure 
and the temperature distribution over the body of the device. 
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Based on these assumptions, we propose a method of analysis based on an 

average temperature  T  that is made precise in the sequel. Given this set of 

assumptions, the structure of the model can be established. It consists of the first order 

thermal model and the second order mechanical model. 

2.2.1 Structure of the Electro-Thermal Model 

When voltage is applied to the contact pads of the ETM device, electrical 

current flows through the body of the device, causing Joule heating. The ratio between 

the electrical current and corresponding applied voltage is described by electrical 

conductance only. Since the electrical resistivity of the device’s structural material is 

temperature dependent, the conductance is also temperature dependent. Having the 

concentrated temperature T  of the thermal body, the equation describing the electrical 

part of the model is given as 

( ) ivTGe =  (2.1) 

where ( )TGe  is the electrical conductance, i  is electrical current, and v  is the voltage 

applied to the contact pads. The connection between the electrical and thermal domains 

can be established through the generation of Joule heat, caused by the electrical current 

( ) ( )TG
ivTGqP
e

ee

2
2 ===  

(2.2) 

where eP  is the electrical power and q  is the amount of Joule heating. 

Energy is delivered to the element through Joule heating (2.2), and generally 

removed from it through three heat removal mechanisms – convection, conduction and 
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radiation [12]. At a specific temperature, a portion of the energy is stored inside the 

thermal capacitance of the thermal body. Therefore, the thermal model consists of the 

heat source defined by (2.2), the thermal capacitance, thC , and three thermal 

conductances that can be associated with the radiation, Grad, convection, Gconv, and 

conduction, Gcond, heat removal mechanisms, respectively. In general, it can be assumed 

that all conductances are dependent on temperature.  

q

(
)

T
G

co
nd

(
)

T
G

co
nv

(
)

T
G

ra
d

T

( )TCth

roomt TT ==0

roomT K0
 

Figure 2.2 Lumped thermal parameter model. 
 

The thermal model is given in Fig 2. and is governed by the following 

differential equation 

( ) ( ) ( ) ( ) qTTGTTGTTGTTC radconvcondth =∆+∆+∆+&   (2.3) 

where roomTTT −=∆ . Initially, the system rests on the room temperature roomt TT ==0 . 
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2.2.2 Structure of the Mechanical Model 

In order to find the structure of the mechanical model a deflection of one point 

on the device is chosen as the primary degree of freedom (DOF), as shown in figure 2.1. 

In general, considering only the main degree of freedom and neglecting higher order 

modes, the differential equation describing the motion can be written as 

( ) ( ) ( )TxTkxdxTm fα=++ &&&  (2.4) 

where m  is the effective moving mass of the device describing both load and actuator 

mass, k is the stiffness of the device and ( )Tfα  is the mechanical force generated by 

temperature.  

Assuming static conditions, e. g. 0== xx &&& , equation (2.4) reduces to 

( ) ( )TxTk fα= . (2.5) 

Multiplying and dividing the left hand side of (2.5) by ( )Tk  yields 

( ) ( ) ( )
( ) ( ) ( )TTk
Tk
T

TkxTk f α
α

==  
(2.6) 

where ( )Tx α=  represents the static relationship between temperature and deflection 

along the main DOF. If (2.6) is introduced into (2.4) the structure of the mechanical part 

of the model is given as 

( ) ( ) ( ) ( )TTkxTkxdxTm α=++ &&&  (2.7) 
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2.2.3 Complete Dynamical Model and Unknown Parameters 

The complete model, shown in figure 3, is given by combining (2.2), (2.3) and 

(2.7) as  

( ) 2vTGq e=  (2.8) 

( ) ( ) ( ) ( ) qTTGTTGTTGTTC radconvcondth =∆+∆+∆+&  (2.9) 

( ) ( ) ( )TkxTkxdxTm α=++ &&&  (2.10) 

∫

( )TGcond

( )TGconv

( )TGrad

T
1−

thC

( )TGe

x
V

i

qPe =

+ _

+ +

++

( )Tα

k

∫ ∫

F

1−m

d

k

roomt TT ==0

x +
_

_

roomT

+
_

 
 

Figure 2.3 Block scheme of the model (2.8), (2.9), (2.10). 
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with electrical and thermal conductances, thermal capacitance, effective moving mass 

and stiffness being parameters of the system. Model (2.8)-(2.10) can be put directly into 

the state-space form [5] with the three states: deflection, x, velocity, x& , and average 

temperature, T . Note that the dependence of the parameters on the average temperature 

makes this model nonlinear.  

This modeling procedure, based upon the laws of physics and the set of 

assumptions applicable on thermal actuators, has yielded the structural form of the 

dynamical model, and it has also revealed which parameters are important for 

specifying the dynamics. At this point, the structure of the model is known, but the 

values of the parameters are still unknown. 

2.3 FEA Based System Identification 

The unknown system parameters cannot easily be determined using system 

identification techniques [12] based on experiments with the actual device, since the 

system is nonlinear, and all the states of the actual actuator are not available as 

measurements during experimentation. Therefore, we propose using finite element (FE) 

simulations in a novel fashion to determine the values of the parameters. This is 

possible to do because all the states in the FE model can be observed as measurements, 

and they can be computed during the FEA calculations. Three types of FEA should be 

conducted – a coupled electro-thermal, structural and a modal. To use FEA for 

parameter identification, it is first necessary to set up an accurate FE model of the 

MEMS actuator, containing boundary conditions, geometry and accurate and 

temperature dependent material properties. Material properties of interest are electrical 
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resistivity, thermal expansion coefficient, specific heat, Young’s modulus, Poisson’s 

ratio, and thermal conductivities both for the structural material and the surrounding 

medium. The FEA outputs include element temperatures, volumes, Joule heat and 

deflection. Modal FEA is done only to check the assumptions 5 and 6 on negligibility of 

the higher order modes. 

Now that an accurate FEA model and the structure of the dynamical model have 

been established, it is necessary to define the method to identify the unknown 

parameters in the dynamical model of (2.8)-(2.10). This requires establishing a 

connection between the lumped parameters in the model, and the parameters that can be 

computed using FEA. In the following section, the extracting method is provided. 

2.3.1 Electro-Thermal Model Parameter Estimation 

Estimation of the electro-thermal parameters consists of applying M different 

voltage loads to the ETM device and calculating the discrete temperatures, Ti, and 

generated Joule heat amounts, qi, of all N finite elements for every j-th load step. The 

average temperature is determined from the set of temperatures of the finite elements 

through the manipulation of the thermal capacitance of the device. The average 

temperature is fictitious quantity that preserves the amount of the energy stored in the 

system and gives a more intuitive representation of the system. 

Assuming room temperature Troom all over the body of the device, the thermal 

capacitance is given as 

( ) ( )roommroomth TVcTC ρ=  (2.11) 
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where ρ is the density of the polysilicon, V is total volume of the actuator and cm is the 

temperature dependent specific heat of the structural material. Accordingly, the amount 

of thermal energy stored inside the body at the room temperature is given as 

( ) ( ) ( ) roomroommroomroomthroomth TTVcTTCTW ρ==  (2.12) 

At some elevated temperature the temperature distribution is not uniform 

anymore and energy Wth should be calculated by integrating energy all over the body. If 

the actuator is chopped into the N-finite elements, the total energy for the j-th loading 

step can be expressed as a sum of the thermal energies stored in each of the N-elements, 

and it is given as 

( ) ( )∑∑
==

==
N

i
ijijmi

N

i
ijijmthj TVTcTVTcW

11
ρρ

 

(2.13) 

If one assumes an average temperature, jT , that is uniform all over the body of 

the device, the stored thermal energy is given as 

( ) ( ) jjmjjththj TTVcTTCW ρ==  (2.14) 

If we equalize (2.13) and (2.14) the amount thermal energy is exactly the same in both 

cases. This yields 

( ) ( )∑
=

=
N

i
ijijmijjm TVTcTTVc

1

ρρ  
(2.15) 

Or, rewritten  

( ) ( ) .
1

1 constTVTcVTTc
N

i
ijijmijjm == ∑

=

−  
(2.16) 
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Equation (2.16) has unique solution ( ( )jm Tc , jT ) on the interval maxmin TTT ij ≤≤  

for i∀  and j∀ , if ( ) jjm TTc  is monotonic on the same interval. From (2.11), the thermal 

capacitance at the temperature jT  is given as  

( ) ( ) ( )jmmjth TVcTVcTC ρρ ==  (2.17) 

where ( )Tcm  is the specific heat as a function of temperature in a polynomial form. If 

specific heat is assumed independent on temperature, (2.16) reduces to  

∑
=

−=
N

i
ijij TVVT

1

1  
(2.18) 

For steady-state conditions 0=jT& , at a specific average temperature jT , (2.9) 

can be rewritten in terms of heat flow as 

( ) ( ) ( ) ( )jradjcondjconvj TqTqTqTq ++=  (2.19) 

The total Joule Heat (2.2), (2.8) at the average temperature is simply the sum of 

the Joule heats generated in the N-elements of the finite model geometry, and it is given 

as 

( ) ∑ =
=

N

i ijj qTq
1

 (2.20) 

Heat removal caused by convection ( )jconv Tq  can be calculated from the FEA 

results as a sum of convections from the K surface areas, Ai, of the surface elements that 

are at a specific temperature Ti, as 

( ) ∑
=

=
K

i
iijjconv AThTq

1

 
(2.21) 

Similarly, heat removal caused by radiation can be calculated as 



 

 18

( ) ( )∑
=

−=
K

i
roomijijrad TTAFTq

1

44σε  
(2.22) 

After the values of Joule heat (2.20) and the heat flows (2.21)-(2.22) are calculated, the 

heat transfer caused by conduction can easily be obtained as  

( ) ( ) ( ) ( )jradjconvjjcond TqTqTqTq −−=  (2.23) 

The electrical conductance is determined from the ratio of the Joule heat and the 

corresponding squared voltage at a specific average temperature as 

( ) ( ) 2−= jjje vTqTG  (2.24) 

This FEA step is repeated M-times to get all M-mean temperatures, jT , specific 

heats ( )jm Tc , heat flows, ( )jTq , ( )jcond Tq , ( )jconv Tq  and ( )jrad Tq , for each voltage load. The 

calculated sets of M points of electrical conductance (2.24) and heat flows (2.20)-(2.23) 

can be fitted to the polynomials ( )TGe , ( )Tq , ( )Tqcond , ( )Tqconv , and ( )Tqrad , respectively. 

The corresponding thermal conductances are calculated as  

( ) ( )
Td

TdqTG cond
cond = ; 

( ) ( )
Td

TdqTG conv
conv = ; 

( ) ( )
Td

TdqTG rad
rad =  

 

 

(2.25) 

 

2.3.2 Mechanical Model Parameter Estimation 

To estimate the lumped parameters of the model (2.10), the M temperature 

distributions calculated during the electro-thermal analysis are applied as a body loads 
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to the mechanical FE model. The parameters to be identified in (2.10) are the function 

that relates the deflection to the applied temperature, effective moving mass and 

stiffness constant. Identification of the damping coefficient is omitted in this discussion.  

Assuming static conditions 0== xx &&& , (2.9) is reduced to 

( )Tx α=  (2.26) 

For the j-th thermal load jT , the obtained deflection is calculated using FEA. It 

is given as 

( ) ( )jj TTx α=  (2.27) 

The set of calculated points can be fitted into polynomial.  

If temperatures of the elements that are applied as a load to the mechanical finite 

element model provide static, constant force ( )jf Tα , and a corresponding deflection, 

( )jTx . By varying a small load force applied to the ETM device, the deflection is 

calculated and the stiffness is determined as a ratio between the change in the load force 

and deflection. Under static conditions the additional force affects (2.9) as follows 

( ) ( ) ( ) ( ) ( ) Ljfjjjjj FTTxTkTxTk +=∆+ α  (2.28) 

( ) ( ) ( )jLjj TxTxTx −=∆  is the change in the deflection, and FL is the external load force 

small enough to ensure ( ) ( )jj TxTx <<∆ . Equation (2.5) states that ( )jf Tα  is balanced by 

( ) ( )jj TxTk . These terms can be eliminated from (2.28) and remaining part determines 

stiffness as  
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( ) ( )j

L
j Tx

FTk
∆

=  
(2.29) 

The effective moving mass can be estimated by observing the contribution of 

the kinetic energy to the motion of the actuator. The main DOF deflection as a function 

of time can be written as 

( ) ( )tpxtx 0=  (2.30) 

where x0 is the amplitude of the movement and p(t) describes a time depended motion. 

Assuming similar p(t) all over the device the corresponding kinetic energy of (2.30) is 

given as [80] 

( ) ( )[ ]25.0 tpxmtTDOF &= , (2.31) 

where m  represents the effective moving mass of the device. Similarly, the movement 

of particular finite element inside the device model is given as 

( ) ( )tpxtx ii 0= , (2.32) 

with corresponding kinetic energy  

( ) ( )[ ]2
05.0 tpxmtT iii &= . (2.33) 

Total kinetic energy is given as the sum of contributions of the kinetic energies 

of the elements all over the device 

( ) ( )[ ]∑
=

=
N

i
ii tpxmtT

1

2
05.0 &  

(2.34) 

Equating of the kinetic energies from (2.31) and (2.34) yields  

( ) ( )∑
=

=
N

i
ii tpxmtpxm

1

22
0

22
0 5.05.0 &&  

(2.35) 
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j = jmax

 j=0

Electrothermal FEA - load vj

Record vj, qj, qjrad, qjconv and 
temperature distribution { Ti }j

Calculate ij from (2.1) and Tj 
according to (2.18), or (2.16)

Calculate electrical (2.8) and 
thermal conductivities (2.19)-

(2.25)

NO YES

Structural FEA - load { Ti }j

Record xj

Calculate mj

Repeat Struct. FEA – load 
{ Ti }j with FL>0

Record ♦xj

Calculate kj

j = jmax
YES NO

END

Accurate FEA Model
1. Accurate physical setup

2. Including all effects
3. Material Properties
4. Accurate Geometry

5. Number of FEA j=jmax

 j=j+1

 j=0

 j=j+1

 

 
Figure 2.4 Flow chart showing the modeling methodology. 
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Finally, p(t) is assumed to be similar for all elements and therefore can be cancelled out 

of (2.35) reducing it to 

i

N

i
i mx

x
m ∑

=

=
1

2
02

0

1  
(2.36) 

If effective moving mass is calculated for all M loads corresponding to the temperatures 

jT , Mj ,...,1= , (2.36) is a set of calculated points  

( ) ( ) i

N

i
ji

j
j mTx

x
Tm ∑

=

=
1

2
2

1  
(2.37) 

Usually, the influence of temperature on the effective moving mass can be neglected, 

e.g. ( ) mTm ≈ . 

The flow chart for the method of extracting the parameters of the flexible 

electro-thermal structure is given in figure 2.4. 

2.4 Experiments / Verification  

The identification procedure and experimental verification of the resulting 

model are done for two bimorph thermal actuators. The first example, with the 

experimental results, is taken from [7] in order to verify the method. The actual 

mismatching of the resulting model and actual actuator, taken as a second example, 

illustrates a possibility to get a better insight to the dynamical behavior of the device 

and draw some conclusions. First, the geometry and material properties of the both 

actuators are given. Next, a suitable FE models are established. The identification 

method is applied to the models and parameters are extracted. Finally, the resulting 

models are compared to the experimental results. 
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The actuators were fabricated using MUMPs process stacking two polysilicon 

[68] layers on the top of each other. Typical bimorph thermal actuator is shown in 

figure 2.5. The geometrical parameters of the both actuators are given in table 2.1.  

Table 2.1 Geometries of the actuators. 
Dimension Example 1 [µm] Example 2 [µm] 

Length 200 µm 250 µm  

Thickness 3.5 µm 3.5 µm 

Width – hot arm 3 µm 3 µm 

Width – cold arm 12 µm 18 µm 

Width – flexture 3 µm 3 µm 

Length – flexture 40 µm 50 µm 

Gap between arms 3 µm 3 µm 

 

 
 

Figure 2.5 The 250 µm long bimorph actuator. 
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Material models are taken from [7]. It contains exact estimations of thermal 

conductivity, electrical resistivity, thermal expansion coefficient and specific heat for 

polysilicon. The temperature-dependent material properties from [7] are rewritten in the 

form of polynomials 01
2

2
3

3 cTcTcTck poly +++= , to be suitable for FEA. Temperature-

dependent material properties are given in table 2.2. 

 

Table 2.2 Temperature dependent material properties for temperature range 300-
800 K. 

Property c3 c2 c1 c0 Unit 

kpoly(T) [7] 81025.9 −×−
 

41037.2 −×  238.0−  5.117  11 −− KWm  

ρpoly(T) [7] 0 91012.4 −×  
61067.1 −×  

3102.2 −×  cmΩ  

αpoly(T) [7] 15104.7 −×  
111065.1 −×− 81045.1 −×  

7108.5 −×−
 

1−K  

Kair(T) 0 81084.2 −×−  
51035.9 −×  

41089.6 −×  
11 −− KWm  

 

Specific heat is considered constant as only small volume of thermal actuator, 

e.g. hot arm, gets heated significantly. Specific heat is taken to be cp=712 Jkg-1K-1 [7]. 

Structural parameters, e.g. Young’s modulus and Poisson’s ration are taken to be 

constant, E=160 GPa and ν=0.22, respectively.  

The electro-thermal FE model was built in ANSYS finite elements software 

package and is illustrated in figure 2.6. The FE model was established both for 

polysilicon structure and the surrounding air. Room temperature boundary conditions 

are applied to the bottom of the model representing the substrate. Voltage is applied 



 

 25

over the pads. Radiation and convection effects were neglected as the maximal 

temperature reaches 800K [7], [9].  

The structural FE model is similar to the electro-thermal one with the exception 

of the air region being removed. Temperature distributions calculated during the 

electro-thermal analysis are applied as a thermal body load to the structural FE model. 

The pads are fixed.  

T = Troom

air

polysilicon

V = 0
V =V

∆x = ∆y = ∆z = 0  
 

Figure 2.6 FEA Setup.  
 

Assuming no radiation and convection effects are present [9], [7] (2.19) reduces 

to ( ) ( )jcondj TqTq = . However, there are two conduction mechanisms removing heat 

present in the system – conduction through the actuator structure and through air to the 
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silicon substrate. Therefore, the (2.19) can be rewritten as 

( ) ( ) ( )jcondairjcondpolyj TqTqTq += . This is unnecessary step regarding the parameter 

extraction procedure itself, but distinguishes the two conduction-induced heat removal 

mechanisms. Following the identification procedure from subsection from figure 2.4, 

the temperature-dependent parameters are extracted for both actuators. Thermal 

conductions are shown in figure 2.7 and electrical conductions shown in figure 2.8. 

Temperature-dependent thermal and electrical conductions from figures 2.7 and 2.8 

determine the electro-thermal part of the model (2.8)-(2.9).  

300 320 340 360 380 400 420
0

0.1

0.2

0.3

0.4

0.5

Tavg [K]

G
th

 [m
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/K
]

Length 250 µm
Length 200 µm

Gth poly

Gth air

Gth tot

 
 

Figure 2.7 Thermal conductions of the air and polysilicon for the actuators in first 
and second example.  
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It is interesting to note that about 80% of the heat is removed through air. 

Consequently, the bending of the actuator that can be caused by initial stress in 

polysilicon film has tremendous influence on the both static and dynamic behavior of 

the surface micro-machined thermal actuators. 

Following further the extraction procedure, deflection, stiffness, effective 

masses and corresponding resonant frequencies are determined. The deflections and 

corresponding forces generated by actuators F=kx(t) are shown in figure 2.9. Effective 

moving mass and the stiffness turns out to be negligibly depended on temperature and 

are considered to be constant. Finally, the modal analysis is conducted to determine the 

dominant mode of the devices. Results are summarized in table 2.3. 

300 320 340 360 380 400 420 440
0.6
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Figure 2.8 Electrical conductions for actuators in both first and second example. 
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Resonant frequency calculated from stiffness and effective mass of the main 

DOF basically determines the structural bandwidth of the devices. In both cases, the 

thermal bandwidth is narrower that the structural one and is around 3.2 kHz (i.e. 

sGC totthth µωτ 5011 ≈== −− ). This means the dynamical part of the (2.10) can be 

neglected, e.g. ( )Tkxxm fα=+&&  reduces to ( )Tkx fα= . 
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Figure 2.9 Generated force (top) and deflection (bottom) as a function of average 
temperature for both examples.  
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Table 2.3 Parameters of the mechanical model. 
Parameter Example 1 Example 2 

m  kg111076.0 −×  kg111035.1 −×  
k  137.5 −Nm  

109.3 −Nm  

m
kf

π2
1

=
 

kHz129  
(second mode) 

kHz75  
(second mode) 

Dominant mode of the 

device 

kHz80  (1st) kHz44  (1st) 

 

Finally, fitting the parameters from figures 2.7, 2.8, and 2.8, and table 2.3 into 

the (2.8) - (2.10) provides a resulting dynamical model of the device and is given as 

( ) 2vTGq e=  (2.38) 

( ) ( ) qTTGTTGTC condaircondpolyth =++&  (2.39) 

( )Tx α=  (2.40) 

In order to verify resulting model (2.38)-(2.40), the experimental results of the 

thermal actuator from example 1 were taken from [7]. Three pulses, 0.1, 0.2 and 0.3ms 

long, are applied to the thermal actuator. Deflection was recorded. The MATLAB/ 

SIMULINK software package was used to obtain the simulation results. Both simulated 

and experimental results are shown in figure 2.10. The resulting model matches the 

experimentally obtained deflection almost perfectly. 

The experimental and simulated results for the second example are shown in 

figure 2.11. It is interesting to observe mismatching between the simulated and  
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Figure 2.10 Static P-x characteristic (top), dynamic response of deflection 
(middle) and simulated dynamic response of the electrical current (bottom) for the 200 

µm long actuator [7] from example 1. 
 

experimentally obtained deflection given on the bottom of figure 2.11. Voltage and 

current signals overlap almost perfectly with experimental ones. However, the  
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Figure 2.11 Static P-x characteristic (top); voltage, current and deflection (bottom) 
dynamic responses of the electrical current (bottom) for the 200 µm long actuator from 

example 2.  
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simulated deflection response follows the experimental one only during the first phase 

of the transition period. At t=200 µs, the responses abruptly become different. By 

observing the response one may discuss the reasons for mismatching. For instance, we 

can guess that if the actuator suddenly bends downwards due to growing thermal stress, 

the thermal conductance through air should increase, temperature should decrease and 

steady state deflection should be much smaller than in regular case. During the 

discharging, the actuator might keep being bended, conductance is still low and the time 

constant is smaller providing the faster initial response up to a certain point. After that 

point, the actuator gets back to the initial level, the time constant increases and the 

response becomes slower, showing the same dynamics as in the case of simulated 

response. Similarly, the reason for unpredicted behavior could be something else, 

horizontal thermally induced bending of the hot arm, or for instance friction force 

caused by actuator touching the substrate. Anyways, the comparison of simulated and 

experimental response gives deeper qualitative insight into the device. 

2.5 Conclusion  

A simple identification method for generating a lumped nonlinear dynamical 

model of an electro-thermo mechanical actuator has been presented. The method is 

based on a combined analytical and FEA approach. Several simple static FEA are 

needed to determine the parameters. The model can be evaluated outside the FEA 

environment by conducting numerical integration of ordinary differential equations. The 

structure of the model is reduced to a few states – temperature, velocity and position. 

The fictitious, average temperature is introduced as a state variable to preserve the 
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energy balance inside the model. Resulting parameters are intuitive and have physical 

meaning that can be easily related to the geometry and material properties of the device. 

Qualitative influence of the material properties and geometry can be directly tested on 

the simplified model. The resulting model was verified with available dynamic 

experimental results. It is flexible and enables a separate introduction of various 

phenomena and external forces. If necessary, the similar procedure can be extended to 

provide the higher order degree of the model. Results are illustrated on the two 

examples of the MEMS bimorph thermal actuator. The first example shows that the 

resulting model matches very well with experimental data. The second example 

illustrates the ability to have a better insight into a model when comparing simulations 

and experiments.  
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CHAPTER 3 

OPEN-LOOP VS. CLOSED-LOOP CONTROL OF MEMS DEVICES: 
CHOICES AND ISSUES 

 

3.1 Introduction 

Microelectromechanical Systems (MEMS) are mechanically operated and 

therefore require an actuator to move them. Five basic on-chip actuators technologies 

have been developed [1]: magnetic, piezoelectric, thermal, optical and electrostatic. 

Regardless of the applied actuation technique, MEMS are typically driven directly in an 

open-loop fashion by applying simple input control signals. Straightforward and simple 

actuation provide the MEMS designer with the improved device designs as a single 

choice to achieving better dynamical behavior. Hence, MEMS actuators have 

traditionally been gradually modified and improved in terms of mechanical design, 

suitable open-loop driving signals, and better area-efficiency [13]-[15], [62]-[63], [71]-

[73], [84], [86]. 

On the other hand, the requirements for better dynamical behavior of the MEMS 

devices in terms both of speed of response and precision have resulted in the gradual 

introduction of improved actuation approaches. If the simple input signal is made more 

complex, taking care of the system dynamics, the approach results in the so-called “pre-

shaped control” [2], [16]-[17]. The dynamic model of the device is used to construct a 
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pre-shaped input signal that enables the device to achieve better and faster dynamical 

performance. 

However, pre-shaped actuation schemes are sometimes not enough. The lack of 

accurate models, fabrication inconsistencies, and lack of repeatability of the device 

parameters, compounded by special requirements on the dynamical behavior, all call for 

the use of closed-loop control design [17]-[21], [49].  The first MEMS devices 

incorporating feedback were closed-loop sensors, with the objective of enhancing 

measurement accuracy [1]. An increase in complexity, device integration, and 

sophistication level of MEMS devices demands equally sophisticated integrated control 

systems. Unlike macro mechanical systems where the implementation of the feedback is 

relatively simple, it is quite problematic in the MEMS case. The presence of sensor 

dynamics, fast high-frequency system dynamics, and requirements for the integration of 

the control system on the actual MEMS device have introduced additional challenges 

for feedback control design. 

Both input shaping and closed-loop approaches significantly improve the 

dynamical behavior of MEMS and both strategies have their own advantages and 

disadvantages. The choice of driving strategy depends on several factors – the purpose 

of the device, complexity of the sensor implementation, available space, complexity of 

the electronic circuitry, dynamics of the device and sensitivity of the dynamical 

response to the device parameters. 

The purpose of this chapter is to compare and contrast open-loop and closed-

loop design of MEMS control systems, detailing the design issues and choices.  The 
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experimental results, obtained from implementation of the pre-shaped open-loop and 

closed-loop control methods, were used to compare the two approaches and point out 

their advantages and disadvantages. It is found that with minimum additional 

implementation complexity, the closed-loop approach speeds up the system and 

improves its dynamical response. Criteria for choosing between the two control 

approaches is also established. As a case study, an optical MEMS device (MOEMS) 

actuated by the electrostatic comb drive [22] was used. The actuator shuttle has a light-

modulating shutter attached to it. Optical feedback was used to reconstruct the position 

of the shuttle, which cannot be directly measured. The device can be used both as an 

optical switch (OS) [46]-[47] or variable optical attenuator (VOA) [3]-[4], [23], 

[70],[87].  

The description of the actual device is given in section 3.2, a short overview of 

its mathematical model in section 3.3, an experimental analysis of open and closed loop 

approaches is given in section 3.4. Discussion on small scale feedback, sensing and the 

choice of actuation strategy is given in section 3.5. At the end, some conclusions are 

drawn. 

3.2 System Description 

A MOEMS device similar to the actual device analyzed in this paper is shown 

in figure 3.1. Detailed geometry of the device is given in figure 3.2 [4]. The device was 

fabricated using Deep Reactive Ion Etching (DRIE) [24], [76]-[77] on SOI wafers with 

a 75um thick structural layer.  
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The device consists of two electrostatic comb drive actuators, a suspension 

mechanism, the body of the device also called a shuttle, and a shutter. A voltage applied 

to the comb drive actuator generates a force that moves the shuttle. The shutter which is 

attached to the shuttle then cuts and modulates a light beam. 

The shuttle consists of the shutter and comb support frames, 508 µm and 1430 

µm long, respectively. Support frames are made lighter by creating cavities in the 

structures (see figure 3.2).  The widths of all features of the shuttle are 2 µm.  The 

shutter itself is 3 µm wide and 190 µm long. There are 158 fingers on the comb drive 

each having a width of 2 µm and a length of 27 um.  The gap between the fingers is 2.5 

µm, with an initial overlapping of 5 µm.  The width of the folded beams of the 

suspension is 3 µm with lengths 862.5 µm and 854.5 µm for the outer and inner beams 

respectively.   

COMB
DRIVES

SUSPENSION

SHUTTLE

SHUTTER

 
 

Figure 3.1 SEM image of the MEMS VOA showing electrostatic comb drive, 
moving shuttle with attached shutter, and optical fiber channels. 
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Figure 3.2 Design and geometry of the device from figure 3.1. 
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The experimental setup is shown in figure 3.3. The voltage applied to the 

actuator is separated and distributed to both forward (Vf ) and backward (Vb ) combs. 

The movement of the actuator modulates the light generated by laser diode and the light 

is sensed by photo-detector. The voltage from photo-detector VPD is processed to 

determine the deflection x. 

Laser
Diode

Photo-
detectorx*=h-1(P)

VPD

eq. (9)

x*

V

eq. (8)

P(x)

x

Vb

Vf

 
 
 

Figure 3.3 Experimental setup of the VOA. 
 

3.3 Mathematical Model 

A simplified model is used to represent the dynamic behavior of the device. It 

provides adequate insight and is sufficient for the purpose of the controller design. The 
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parameters of the model are identified analytically, but tuned experimentally. The 

dynamical model of the system is given as [17], [3], [25] 

( ) ( )xVfxVfkxxdxm bbff ,, −=++ &&&  (3.1) 

( )xhVPD =  (3.2) 

where x is the shutter position, m is the effective moving mass of the shuttle, d is 

damping, k is stiffness of the suspension, ff and fb are the electrostatic forces, VPD is a 

photo-detector voltage, and h is a sensing function relating position and photo-detector 

voltage. Driving voltages 0≥fV  and 0≤bV  do not overlap in time, e.g. when 

00 =⇒> bf VV  and 00 =⇒< fb VV .  Therefore, we introduce bf VVV +=  which will 

be used frequently throughout this paper. The parameters of the model (3.1) and (3.2), 

that have to be estimated are m, k, d, ff, fb, and h(x).  

Existing empirical models are readily available to estimate both effective 

moving mass and stiffness for structures with typical suspensions.  According to [4] the 

effective mass of the VOA relative to the main degree of freedom (DOF) x can be 

expressed as 

bsh mmm 74.2+=  (3.3) 

where msh is the mass of shuttle and mb is the effective mass of the eight suspension 

beams.  Taking into account (3.3), the density of silicon 33103.2 −×= kgmSiρ  and 

geometry given in figure 3.2, the effective mass of the system is kgm 91075.7 −×= . 

The VOA suspension stiffness is assumed to be linear and is given by [4], [78]-

[79] 
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where E is Young’s modulus (E=160 GPa), BW width of the suspension beams, BL is 

length of suspension beams, and IZ is the moment of inertia around the deflecting axis 

of the beam. Calculation, using (3.4) and the geometry in figure 3.2, gives k=1.05Nm-1. 
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Figure 3.4 Open loop response of the simulated model (3.10), (3.11), compared 
with the experimental one. 

 

Damping is the most difficult parameter to determine analytically, even through 

the use of FEA [12]. The reason for this is the number of different complex mechanisms 

that cause it, including friction, viscous forces, drag, etc. [12],[26]. Hence, experimental 

data is used to estimate damping of the system. Assuming that the damping coefficient 

is unknown, but constant, and comparing the simulated and experimental responses as 

shown in figure 3.4, the damping coefficient turns out to be 15
0 108 −−×= kgsd . 
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Next, the electrical part of the model is derived. This derivation was 

accomplished only for the forward comb drive. However, as experimental results will 

prove later, it is equally valid for the backward force, i.e., ff =fb.  

In order to get the model of force acting between the two comb drive electrodes, 

the capacitance of the comb drive as a function of position should be determined first. 

The capacitance is calculated as a sum of parallel capacitances among pairs of comb 

electrodes. The total capacitance, as a function of the position x, is given by [4] 

( ) ( )0
00 2 xx

d
Tn

d
AxC

GG

+==
εε

 

(3.5) 

where ε0 is the dielectric constant of a vacuum, n is the number of the movable fingers 

of the electrode, T is the thickness of the structural layer, dG is the gap between fingers, 

and x0 is the initial overlapping between the electrodes. The capacitance of the comb 

drive calculated at the rest position is C(0)=0.42pF. It increases as shuttle moves 

forward and decreases as it moves backwards. The electrostatic force between the 

electrodes of the capacitor is given as [12] 

( )
x
CVxVf fff ∂

∂
= 2

2
1,

 

(3.6) 

which, combined with (3.5), yields 

( ) 220, fef
G

f VkV
d

TnxVf ==
ε  (3.7) 

When calculated, the value of the electrostatic constant, ke, is 41nNV-2. Note that the 

electrostatic force of the comb drive does not depend on its deflection. This is a typical 

property of comb drives. 



 

 43

-10 -5 0 5 10
-8

-6

-4

-2

0

2

4

6

8

V [V]

x 
[ µ

m
]

 
 

Figure 3.5 Experimental deflection vs. voltage relationship, representing the input 
nonlinearity of the system. 

 

The electrostatic constant (3.7) can be verified by conducting static experiments, 

(i.e., 0== xx &&& ). Static conditions reduce (3.1) and (3.6) to ( ) 2
fe Vkkx =  yielding the 

experimental deflection-voltage curve shown in figure 3.5, which fits into x[µm]=-

0.081[µmV-2]V2. The analytically obtained value of ke/k turns out to be half of the 

experimental value (i.e., -0.039µmV-2). As the stiffness (3.4) can be determined very 

accurately, the calculation for ke (3.7) seems to be inaccurate. The reason for this can be 

attributed to the finite aspect ratio of the silicon structure fabricated by DRIE, which 

increases the value of the capacitance (3.5) several times [27]. As a consequence, the 

experimental results of ke/k are used in this paper. 

The maximum static voltages that can be applied to the electrodes before they 

exhibit lateral pull-in are V=Vb =-8.96 V and V=Vf =10.1 V.  

The setup for determining the optical model (3.2) is shown in figures 3.3 and 

3.6. The light beam is intercepted by the shutter, increasing and decreasing the 
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throughput of the light. Analytical techniques were developed to determine the 

relationship (3.2) theoretically in [3], [17], [19]. However, due to dissimilarities 

between the predicted model and an actual experiment, further discussion relies on the 

experimental results. 

 

2w0 2w
1

x
x0

Input
SEM

Output
SEM

SOI Structure

 
 

Figure 3.6 Optical Position Measurement [3], [19].  
 

The experimentally determined relationship, VPD=h(x), is shown in figure 3.7. 

Experimental data from figure 3.7 is curve-fitted using a 4-th order polynomial for 

mx µ70 ≤≤  as 

[ ] 01
2

2
3

3
4

4 axaxaxaxaVVPD ++++=  (3.8) 

with the following parameters: 45
4 1073.5 −−×= mVa µ , 3

3 0024.0 −−= mVa µ , 

2
2 018.0 −= mVa µ , 1

1 03.0 −= mVa µ , and Va 69.00 −= . The light intensity is linearly 

related to the VPD with its minimum corresponding to VPD=-800mV and its maximum 

corresponding to 0mV. 
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Figure 3.7 Position –Optical Intensity Characteristics (3.2) – output nonlinearity 
of the system. 

 

In order to reconstruct the position from the optical power, which is necessary to 

measure deflection, the inverse of (3.2) has to be determined. The inverse of (3.2) inside 

the interval VVV PD 3.07.0 −≤≤− , and for 0≥x , can be approximated using a third 

order polynomial as 

[ ] 01
2

2
3

3
* bVbVbVbmx PDPDPD +++=µ  (3.9) 

where 3
3 116 −= mVb µ , 2

2 5.175 −= mVb µ , 1
1 100 −= mVb µ , and mb µ6.230 = . 

In summary, the model (3.1) and (3.2) can be populated by parameters by 

putting together the results calculated from (3.3), (3.4), (3.7), (3.8), and figure 3.4. The 

complete model is given as 
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2859 102.805.11081075.7 Vxx −−− ×=+×+× &&  (3.10) 

[ ] 69.0103108.1104.21073.5 4210315419 −×+×+×−×= xxxxVVPD  (3.11) 

Note that the deflection x from (3.10) and (3.11) is expressed in meters. The model 

given in (3.10) and (3.11) closely matches  experimental results. The simulated and 

experimental open-loop step responses are shown in figure 3.4. 

3.4 Open vs. Closed-Loop Control 

In this section, the comparison between the pre-shaped open-loop and closed-

loop driving approaches is given for the actual device. Both experimental and computer 

simulated results are used to illustrate the differences. The simulated results were based 

on model (3.10) and (3.11). Simulations were accomplished in MATLAB / SIMULINK. 

Experimental data was collected using a Tektronix TDS 2014 oscilloscope. The control 

system was implemented using a dSpace 1104 fast control prototyping system. 

3.4.1 Open-Loop Strategies 

Direct open-loop driving of the actuator is straightforward. An applied voltage 

step causes deflection of the actuator. The resulting step response is shown in figure 3.4. 

The rise time is 190µm and the overshoot is 17%. The settling time is approximately 

550µs. 

Next, the simple step input signal is modified resulting in pre-shaped open-loop 

driving. The idea behind pre-shaping is to obtain a faster, aperiodic dynamic response. 

Here, different voltage pulses are combined to obtain a signal with a high voltage spike 

at the beginning and a trailing steady state voltage as shown in figure 3.8. A zero-

voltage period exists between the initial spike and the steady state voltage. The signal is  
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defined by the amplitude of the initial spike, the steady state voltage and the values of 

the three triggering instants. Triggering instants define the beginning and the end of the 

initial spike as well as the beginning of the steady state voltage value. 

For a specified steady-state voltage and a given maximum amplitude of the 

voltage spike, this input signal will give the fastest possible aperiodic response. The rise 

time of the response is determined by the difference between the third triggering instant. 

Detailed discussion of a similar signal shaping technique is given in [28].  

The simulated results for different amplitudes of initial spikes are shown in 

figure 3.8. In order to speed up the response, the amplitude of the initial spike is 

increased. Consequently, the responses grow faster and all triggering instants are moved 

closer to the first one. The increase in rise time with respect to the amplitude of the 

initial spike is larger at low voltages than it is for higher voltages. On the other hand, 

when both the amplitude of the spike and the steady state voltage are the same, (e.g. 

8.9V) the rise time is the same as the direct open-loop’s rise time; however, the response 

is aperiodic. The advantage of uniform voltage levels is that they enable simple 

implementation. 

The implementation of the signal “pre-shaper” is shown in figure 3.9. 

Monostable multivibrators were cascaded to obtain desired triggering instants. Pulses 

generated by the multivibrators were collected by a summing amplifier. The particular 

pulse amplitude was determined by the corresponding input resistor. The amplifier 

output was delivered directly to the actuator. 
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Figure 3.8 Pre-shaped open loop responses. All signals have the same voltage 
level (simulation results). 

 

Experimental results are compared with those obtained from simulations and are 

given in figure 3.10. The simulated open-loop step response is shown for reference. 

Both simulated and experimental results are well matched having a similar rise time 

( sµ100~ ). As can be seen, unexpected residual oscillations are present in the 

experimental response. Examining the frequency of oscillations reveals that they are not 

a consequence of the dominant dynamics but of higher order vibration modes. 
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Figure 3.9 Cascaded multivibrators and summing op-amp for assembling the pre-

shaped input signal. 
 

In order to suppress residual oscillations while keeping the faster rise time, the 

pre-shaped input signal was reshaped once again by adding two more multivibrators.  

The results are shown in figure 3.11.  Unfortunately, the situation was not significantly 

improved and the oscillations were not eliminated.  
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Figure 3.10 Pre-shaped open loop response – different voltage levels and 
dependence of the speed on maximal available voltage (experimental and simulated 

results). 
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Figure 3.11 Pre-shaped open loop response with and without the compensation of 
the higher modes (experimental results). 
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3.4.2 Closed-Loop Actuation 

The next step is the implementation of the feedback controller. Optical feedback 

(9) was used to measure the position as shown in figure 3.3. The controller contains 

feed-forward (FF) and feedback Proportional Derivative (PD) loop, and is shown in 

figure 3.12. The detailed design of the controller is provided in [19]. Realization was 

accomplished using a fast control prototyping dSpace system [54]. The sampling time 

was 12µs. Under assumption of perfect position reconstruction, e.g. *xx =  in (3.9), the 

control action is given as 

( ) deff xkku = ( ) ( ) ( )( )xxxKxxKuNu dDdPfbfb &&& −+−=+ 1  

fbff uuu +=       0≥u  

fbff uuV +=
     VV 150 ≤≤  

 

(3.14) 

with 3102.3 ×=DK  and 7102.3 ×=DK .  
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Kff

+
+
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ufbxd
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uff

 
 

Figure 3.12 Controller Structure [17], [19]. 
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The feed-forward gain ensures reaching the vicinity of the desired deflection. 

Proportional and derivative gains mitigate the remaining error, speed up the response 

and shape the signal, ensuring the aperiodic response. Experimental responses of the 

closed-loop system to the step input signal is shown in figure 3.13. The open-loop 

response is also shown for comparison.  

1400 1600 1800 2000 2200 2400 2600 2800 3000

0

2

4

6

8

x 
[ µ

m
]

Open & Closed-Loop Response x(t)

1400 1600 1800 2000 2200 2400 2600 2800 3000
0

5

10

15

V 
[V

]

t [µs]

Control Signal

Closed-Loop
Open-Loop

Closed-Loop

Open-Loop

 
 

Figure 3.13 Open and Closed Loop Responses and voltage corresponding to 
closed loop response. 

 

The rise time of the closed-loop system is around 170µs which is faster than the 

rise time of the open-loop step response (190µs). However, it is slower than the rise 

time of the pre-shaped case (100µs). The rise time in the closed-loop case is limited by 

the minimum achievable sampling time (12µs). It is interesting to observe that there are 
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no visible residual oscillations present in the closed-loop response. Typically, closed-

loop control dramatically reduces the system’s sensitivity to vibrations [29]. 

3.5 Discussion: Comparison & Issues 

Having accomplished the comparison between the pre-shaped open and closed-

loop approaches, a meaningful discussion for choosing the driving approach can be 

presented. First, the discussion on how the purpose of the device affects the choice is 

discussed. Next, the comparison in terms of parameter’s sensitivity is given. Finally, the 

small scale feedback and sensing problems are addressed.  

3.5.1 Purpose of the device 

The light modulating device presented in this paper can be used either as an 

optical switch (OS) or variable optical attenuator (VOA). OS mode requires switching 

the shutter position from fully closed to fully open and vice versa as quickly as possible, 

without an overshoot. As such, it does not require anything but a fast, aperiodic 

response.  Therefore the pre-shaped open-loop approach can be employed. The results 

from figures 3.10 and 3.11 show that fast response (100µs) can be achieved with quite 

simple driving circuitry. The residual oscillations are not important if their amplitude is 

small enough, especially if it does not interfere with the light intensity. 

On the other hand, the VOA is typically used to condition the optical signal 

intensity after laser diodes, before fiber-optic amplifiers and photo-detectors [23]. 

Therefore, in addition to fast, aperiodic response, the control of the light intensity 

requires an accurate positioning of the modulating shutter. In this case, the closed-loop 

control is a better approach. 
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3.5.2 Sensitivity of the parameters 

The next step is to compare the driving approaches in terms of the system’s 

parameter sensitivity. A series of simulations was conducted and the mass, damping, 

and stiffness were varied within %20±  of their nominal values. Simulated results of 

nominal values and the parameter variations are shown in figures 3.14, 3.15, and 3.16.  

The experimental data for nominal values is also included for reference. It is obvious 

that the closed-loop driving renders much less sensitivity to the parameter changes.  
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Figure 3.14 Sensitivity on change in stiffness, k represents the original stiffness of 
the device. 
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Figure 3.15 Sensitivity on change in damping, d represents the original damping 
of the device. 
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Figure 3.16 Sensitivity on change in mass; m represents the original mass of the 
device. 
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3.5.3 Problems - Small Scale Feedback 

Contemporary macro-scale control systems are typically implemented with 

micro-controllers that execute a digital control algorithm. Sensors are relatively small in 

comparison to the controlled system and are quite easily implemented anywhere they 

need to be. Several factors make MEMS control systems unique. First, unlike macro 

systems, MEMS systems are small and typically very fast. Second, the implementation 

of the sensor on the device can significantly change the size and dynamics of the device. 

Third, the whole control system should be integrated with the MEMS device and 

therefore should be as small as possible. 
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Figure 3.17 Difference between capacitive and optical sensing. 
 

Response times of MEMS ranges from few ms for large DRIE fabricated 

thermal actuators to sµ  ranges for small surface electrostatic devices [12]. Conversion 
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times for the standard D/A and A/D converters range from 1-10µs. This excludes the 

application of the microcontroller for devices faster than 100µs. The use of a 

microcontroller becomes questionable not only because of conversion times, but 

because it is too large to be integrated with MEMS devices. Due to the implementation 

size, the control algorithm should be kept as simple as possible. Control algorithms can 

be implemented as digital filters with sequential stages of multiplication and 

accumulation [29], or they can be implemented using analog techniques [17]. 

Position sensing makes the control system even more complicated. There are 

several ways to sense position. For the MEMS device described in this paper we 

implemented optical sensing, which, as a sensing approach, has several problems. First, 

the relationship between the actual position of the device and the output optical 

intensity is nonlinear. Moreover, small fiber misalignments can cause relatively large 

errors in the sensor output. The shape of the optical cavity enclosing the sensing point 

(figure 3.6) can significantly influence the quality of the measurement (figure 3.7), 

especially if the cavity’s dimensions are comparable to the wavelength (1.5 µs) of the 

light used. An unstable light source can also influence the measurement significantly.  

Capacitive sensors are typically implemented as a differential capacitance [29]. 

As it is shown in the figure 3.17, the sensor becomes a part of the device. Electronic 

circuitry, converting the capacitance to a voltage and position, is attached to the sensor. 

A number of signal processing techniques have been developed [12],[26], [29]-[30] to 

extract the position from the measured capacitance. It is favorable to have as large of a 

capacitance as possible to get high resolution and high Signal-to-Noise Ratio (SNR) 
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[29]; however, the larger capacitor requires larger area which consequently increases 

the mass of the device slowing its response. Practically, however, the achievable values 

of microcapacitors are typically in the fF – pF range, and therefore interfere with the 

value of the parasitic capacitance of the attached electronics (few pF) [29]. In order to 

mitigate the effects of these shunt capacitances it is desirable to integrate IC and MEMS 

devices together [29].  

3.6 Conclusions 

As a result of the analysis and experiments conducted for both open and closed-

loop control of MEMS, some conclusions regarding the performance of different 

control approaches can be drawn. 

In terms of the complexity for the driving and sensing electronics, an open-loop 

approach has advantages over closed-loop control as it uses only driving circuits. On the 

other hand, open-loop driving is sensitive to parameter uncertainties and the shape of 

the input signal. The input voltage spikes have to be timed very precisely. For studied 

device the accuracy of the triggering time is typically less than 0.1µs.  Faster responses 

and higher voltages require even higher precision. The closed-loop control approach is 

significantly less sensitive to changes in system parameters, and generates oscillation-

free response [29]. 

In terms of application requirements, when a MEMS device is used for 

switching, only two signal levels are of interest and the best way to drive it is using pre-

shaped open-loop signals. However, if the actuator has to be accurately positioned 
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between 0 and 100%, as in the case of VOA, it is more suitable to use a closed-loop 

approach.  

In conclusion, the choice of the control systems for MEMS depends on the 

available sensor, the size, and the speed of the device. The most difficult aspect of 

implementation is related to the hardware necessary for control, rather than the control 

algorithms. Finally, the control algorithms should be kept as simple as possible so they 

can be integrated directly in hardware with IC and optical components.  
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CHAPTER 4 

LIGHT-INTENSITY-FEEDBACK WAVEFORM GENERATOR BASED ON 
MEMS VARIABLE OPTICAL ATTENUATOR 

 

4.1 Introduction 

The introduction of fiber-optic networks into the communication industry has 

unleashed escalating demands on re-adaptation of many devices traditionally used for 

optical signal conditioning, especially in terms of device size, power consumption, 

mechanical reliability and cost. Variable optical attenuators (VOA) are among the 

variety of micro-electromechanical (MEMS) devices that have been developed during 

the last decade. The VOA are typically used to control optical signal intensity (power) 

between laser diodes and fiber-optic amplifiers and photo-detectors [3], [23], [87] and 

[31]. Several MEMS-VOA approaches have been developed, and an excellent overview 

is given in [23]. Typical architectures are a shutter (blade) insertion type, a rotating or 

sliding mirror type, and interferometry based types [46]-[48], [87], [70].  

Advantages of the VOA in controlling light intensity are various. The direct 

tuning range of the laser source is typically less than 20dB. In contrast, the tuning range 

of the MEMS VOA can go up to 40dB, depending on the quality of the device. Another 

issue is the wavelength (frequency) dependency of the power of the light source, called 

chirping. Frequency shifting is unacceptable in optical communications, especially in 

dense wavelength division multiplexed (DWDM) systems. This problem does not exist  
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when MEMS VOAs are used. Laser sources also exhibits a large noise when used at 

low power levels, because a large part of the light comes from the spontaneous 

emission. This is unacceptable in optical communications. Additionally, MEMS-based 

VOAs combine a fast response time, precise attenuation control, long-term 

repeatability, and they are less expensive than the competetive products. MEMS VOAs 

are very flexible with respect to data rate or protocol, therefore eliminating the need for 

costly and lossy optical-electrical-optical conversion [74]-[75]. 

Due to its wavelength independency and excellent attenuation properties, the 

MEMS VOA, configured as a signal generator, can be used as a tool to simulate 

variable network losses and many scenarios of network events, such as adding/dropping 

of users, breakdowns in the network, etc. An excellent overview of the advantages of 

the controlled VOA is given in [32]. 

As a mechanically operated device, the MEMS VOA needs a MEMS actuator 

for movement. One of the most common types of MEMS actuators is an electrostatic 

comb drive actuator. The electrostatic comb drive actuator was introduced by Tang 

[22], and since then, it has been gradually modified and improved, finding more and 

more applications [33]-[37]. A milestone in the design of the MEMS actuators was the 

introduction of the Deep Reactive Ion Etching (DRIE) technology [24] which enabled 

the fabrication of high-aspect ratio MEMS structures, proving itself extremely suitable 

for the design of the comb drive actuators.  
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Simultaneously, increasing requirements for improved dynamical behavior has 

resulted in the gradual introduction of open-loop [2], [16], [17] and closed-loop [1], 

[20], [21], [18] control system techniques into the MEMS field.  

In this chapter, the existing shutter-insertion type VOA, shown in figure 3.1 [3], 

is used as a platform for the design, implementation, and actual testing of a light 

intensity controller. Such feedback produces a very accurate VOA output signal that is 

independent of the reconstruction of the typically uncertain and complex relationship 

between position and light intensity. Although the idea of light intensity control 

emerges naturally and was introduced by [39], it is extremely interesting to extend 

controller capabilities to achieve fast, accurate, and well-shaped dynamical behavior.  

The purpose of the controller is two-pronged:  to compensate for the disturbances in 

light intensity, typically generated by the light source, and to make possible the 

generation of complex light intensity time-waveforms. A hierarchical feedback 

controller is designed herein consisting of an outer, light intensity control loop and an 

inner, position control loop.  The controller design is based on a simple but adequate 

mathematical model of the MEMS device as detailed in this paper. Light intensity is 

used as a sensing mechanism. The resulting feedback controller design is verified by 

experimental results and it is demonstrated that it dramatically improves the response of 

the MEMS VOA device.  A physical description and some characteristics of the system 

used for implementation are given. 

 

 



 

 63

4.2 Device Description 

An optical MEMS device from chapter 3 will be used as a platform to develop 

the light intensity controller, and it is shown in figure 3.1. The detailed geometry of the 

device is given in figure 3.2 [4] and in the section 3.2. 

The experimental configuration is shown in figure 4.1. The voltages Vf and Vb 

are applied to the forward and backward actuators, causing them to move. The 

movement of the actuator modulates the light generated by laser diode, and the light is 

sensed by photo-detector. The voltage from photo-detector, VPD, is processed to 

determine the deflection, x, and the light intensity, P. 

Laser
Diode

Photo-
detector

x=h-1(VPD)

P

VPD

eq. (4.3)

x*

Vf

eq. (4.5)

eq. (4.6)
P=g(VPD)

x [µm]

Vb

 
 

Figure 4.1 Experimental setup of the VOA. 
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4.3 Mathematical Model 

Since the same device was used as in the chapter 3, only the optical part of the 

model is derived in detail. Mechanical and electrical models are the same, except that 

the direction of the x-axis is opposite that shown in figure 3.2. The forward and 

backward actuating voltages are switched, as well. The dynamical model of the system 

is then similar to eqs. (3.1) and (3.2) 

( ) ( )xVfxVfkxxdxm bbff ,, −=++ &&&  
(4.1) 

( )xhP =  (4.2) 

where P is a light intensity, and h is a sensing function relating position and photo-

detector voltage. Other variables and parameters are defined in section 3.3. 

4.3.1 Optical Sensing Model 

The optical sensing model has a two-pronged purpose as shown in figure 4.1. 

First, it relates the intensity of light to the position of the shutter, and second, light itself 

is used as a feedback. The sensing mechanism is shown in figure 3.6. Notice again that 

the sensing model, developed in this chapter, assumes the opposite direction of the x-

axis. The light beam is intercepted by the shutter, which modulates the throughput of 

the light. The light intensity is measured by a photo-detector. Light intensity is 

proportional to the photodetector voltage, VPD, and it is given as 

66.108.2 += PDVP  (4.3) 

Eq. (4.3) is valid over the photo-detector output voltage range 

VVV PD 08.0 ≤≤− . Light power in (4.3) is given in µW, and the voltage is in volts. 
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It is not simple to model the relationship between the shutter position and the 

intensity of the light beam. Several models can be used to address this effect [3], [19]. 

In this paper, the Rayleigh-Sommerfeld [3] model is used. It is based on a Gaussian 

distribution of the intensity across the light beam as shown in figure 3.6.  

The waist of the Gaussian beam coming from the fiber is denoted by w0. As the 

beam propagates in free space, the waist increases and has a value of w1 at the point 

where it intersects the shutter. With the shutter in the middle of the beam at the rest 

position (see figure 3.6), the relationship between light intensity and deflection is given 

as [19] 

( ) [ ]W
w
xerfxP µ

⎪⎭

⎪
⎬
⎫

⎪⎩

⎪
⎨
⎧

+⎥
⎦

⎤
⎢
⎣

⎡
⎟⎟
⎠

⎞
⎜⎜
⎝

⎛
−−= 5.0215.058.1

1

 
(4.4) 

where w1 is 7µm. 

With the inverse of (4.3) taken into account, VPD(x), can be analytically 

determined from (4.4), and it is shown in figure 4.2. The experimental results are also 

shown in figure 4.2. An unexpected discrepancy between the analytical model and the 

experimental data is obvious for positive deflections of x. The reason for this 

phenomenon most likely comes from the size and shape of the optical cavity (figure 

3.6.) which could cause uncontrolled reflections or unwanted diffraction effects 

(i.e.,when the dimensions of the optical cavity are on the order of magnitude of the 

wavelength of the light 1.55µm). Our feedback controller guarantees that the position 

x(t) remains inside the attenuation range of the VOA so that the inverse of the curve-

fitted model (4.6) can be used as position feedback.  
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The experimental data in figure 4.2. can be curve-fitted using a 4-th order 

polynomial inside the deflection range 05.6 ≤≤− xmµ  by  

( ) 01
2

2
3

3
* axaxaxaxhVPD +++==  (4.5) 

with the following parameters: 3
3 0023.0 −−= mVa µ  2

2 038.0 −−= mVa µ , 

1
1 23.0 −−= mVa µ  and Va 54.00 −= . In order to determine sensing nonlinearity, (4.2), 

(4.3) and (4.5) should be combined, yielding 

( ) 01
2

2
3

3 cxcxcxcxhP +++==  (4.6) 

with 33
3 108.4 −−×−= mWc µµ , 22

2 1097.7 −−×−= mWc µµ , 1
1 47.0 −−= mWc µµ , and 

Wc µ53.00 = . 

 

 
 

Figure 4.2 Theoretical (4.4) (dashed), and experimental (dotted full line) 
relationship between VPD and x.  
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In order to reconstruct x from VPD it is necessary to find the inverse of (4.5). The 

inverse of (4.5) was reconstructed as a set of affine functions, (i.e., as a lookup table), 

for the purpose of the controller design (see figure 4.1). 

 

4.3.2 The Complete Model 

The model in (4.1) and (4.2) can be populated by parameters determined from 

(4.3), (4.4), (4.7) and (4.6), and the damping coefficient that was determined 

experimentally. Summarized, the model is given as  

( )22859 102.805.11081075.7 bf VVxxx −×=+×+× −−− &&&  (4.7) 

53.0107.41097.7108.4 5210315 +×−×−×−= xxxP  (4.8) 

Note that the deflection x in (4.7) and (4.8) is expressed in meters, and that (4.6) is 

scaled from microns to meters yielding (4.8).  

4.4 Controller Design 

The controller consists of an inner, position control loop and an outer, light 

intensity control loop (see figures 4.1 and 4.4). The position controller is of a 

Proportional-Derivative (PD) type with a feed-forward gain. The purpose of the position 

feedback is to speed up the system, linearize it, and simplify the design of the outer 

loop. The position feedback *x  is reconstructed from figure 4.2.  

The light intensity controller is of Proportional-Integrate-Derivative (PID) type 

with photo-detector voltage feedback that is linearly related to light intensity through 

(4.3). The purpose of the outer control loop is to achieve accuracy tracking of the 

desired light intensity profiles. Direct light intensity feedback ensures that accuracy of 
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the output waveform does not rely strongly on the light-intensity to position relationship 

(4.4) and (4.6), which is typically problematic. 

4.4.1 Position Control Loop 

The control voltage is given in terms of the control signal defined as the 

contribution of the feed-forward and feedback part as  

( )
0,0

22

≤≥

+==+=

bf

bffbff

VV
VVVuuu

 
(4.9) 

Note that 00 =⇒≠ bf VV , and vice versa. Merging (4.1), (4.5) and (4.9) yields 

( )( )fbffe uukkxx
k
dx

k
m

+=++ &&&  
(4.10) 

with bffbff VVuu +=+ . A square root is used to compensate the quadratic term in the 

input to the system (4.7), thereby linearizing the input nonlinearity. 

The fact that the open-loop system (4.7) and (4.8) is stable enables the direct use 

of the feed-forward gain, bringing the position close to the desired one. The feed-

forward gain of the system is determined by eliminating the velocity x& , acceleration x&& , 

and the feedback part of the control signal, ufb, from (4.10), reducing it to 

ff
e

ss u
k
kx =  

(4.11) 

If the steady-state deflection (4.11) is to be equal to the desired one, the feed-forward 

portion of the control signal is given as 

d
e

ff x
k
ku =  

(4.12) 
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yielding xss=xd. 

Next, the PD controller is introduced to speed up the system, mitigate the 

control error left behind by the feed-forward loop, and achieve a nearly aperiodic 

response. The differential equation describing the controller is given as 

( ) ( )** xxKxxKu dDdPfb && −+−=  (4.13) 

Substituting (4.13) into (4.10), neglecting feed-forward gain, and assuming perfect 

position reconstruction; i.e., xx =* , yield the closed-loop dynamics  

d
e

Pd
e

DP
e

D
e x

k
kKx

k
kKxK

k
kxK

k
k

k
dx

k
m

+=⎥⎦
⎤

⎢⎣
⎡ ++⎥⎦

⎤
⎢⎣
⎡ ++ &&&& 1  

(4.14) 

Since a pure derivative cannot be implemented, the additional fast pole is added 

to the controller to make its transfer function causal [44]. Equation (4.13) becomes 

( ) ( ) ( )** 1 xx
N
NKxxKu

NK
Ku d

D
dPfb

P

D
fb &&& −

+
+−=⎟⎟

⎠

⎞
⎜⎜
⎝

⎛
+  

(4.15) 

with N=5. The controller parameters KD and KP  were determined through the root locus 

method, considering the limited voltage available for the control effort. The controller 

parameters are 31012.1 ×=DK  and 7101.2 ×=PK . 

The total control effort is summarized by collecting (4.9), (4.12), (4.15), the 

inverse of (4.5), and the limited available control voltage as 

fbff uuu += ,   d
e

ff x
k
ku =  

( ) ( ) ( )** 1 xx
N
NKxxKu

NK
Ku d

D
dPfb

P

D
fb &&& −

+
+−=⎟⎟

⎠

⎞
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⎝

⎛
+ uV f 3.2= , 0≥u , 

 

 

(4.16) 
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VVf 14≤ , uVb −−= 3.2 , 0<u , VVb 14−≥  

 

 
 

Figure 4.3 Desired value (xd) and closed-loop response of the inner position loop 
(top). Open loop position for single transition (0 to -5µm) is given for comparison. 

Control voltages Vb and Vf are given in the bottom part. 
 

A transformation from the differential equations (4.16) to difference equations 

is obtained by substituting the derivatives of the signals ufb(t) and ( )tx*  with their 

approximate derivatives using the forward difference (1st Euler method). The 

approximate derivative of the of the generic signal, ( )tϕ , is given in [44] as 

( ) ( ) ( )
s

s

h
thtt ϕϕϕ −+

≈&  
(4.17) 
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where hs is the sampling time. 

The experimental responses to the step input signal are shown in figure 4.3. It is 

interesting to observe that the dynamic voltages applied to the switch are far higher than 

the maximal pull-in static voltage (8.96V). Actually, the voltages up to 30V were 

applied to this device in dynamic working conditions. This is exactly the reason why the 

controller is able to speed up the system. 

 
4.4.2 Light Intensity Control Loop 

From the results shown in figure 4.3., the position-control closed-loop can be 

approximated as a first-order differential equation 

( )*1 xxK
T

x dpos
pos

−=&  
(4.18) 

with unity gain and the time constant being approximately sTpos µ80≈ . The output of 

the system is a light intensity (4.5) 

To satisfy the closed loop requirements, the PID controller is chosen 

( )∫++=
t

LILDLPd deK
dt
deKeKx ττ  

(4.19) 

with a light intensity error signal, e=VPDd -VPD. The initial controller parameters are 

determined through the root locus method. The iterative experimental approach was 

then implemented, keeping in mind that nonlinear feedback (4.5) gives the best and 

final values of the parameters of the controller. They were found to be 475.0=LPK , 

sKLD
6106.17 −×=  and 13102.17 −×= sKLI . 



 

 72

Regarding implementation, the total control action should be limited to the 

applicable feedback interval, VPD. From figure 4.2. it can be seen that its values lay 

inside the -0.05 and -0.55V interval, corresponding to P=1.55 and 0.51µW. The 

derivative gain should be limited in similar way (4.15) since it was done for the position 

controller. A discretization method used to transform the continuous controller (4.19) 

into a discrete one was the forward difference technique (4.17). 

Finally, it is often useful to introduce the model of the desired system behavior 

in the command signal path (i.e., VPDref) of the servo system [44]. The model, or pre-

filter, helps ensure that the system is not driven too hard in response to a command 

signal. The chosen dynamic behavior of the model was determined by conducting 

computer simulations, and it is given in a standard transfer function form [44] as 

( )
( ) 01

2
2

01
2

2

asasa
bsbsb

sV
sV

PDdref

PDd

++
++

=  (4.20) 

with 3
00 102.17 ×== ba , 475.01 =b , 475.11 =a , 5

2 107.1 −×=b  and 5
2 107.9 −×=a . 

The total light intensity servo controller action can be summarized by collecting 

(4.19), (4.20), and considering a limited control signal, xd, as 

( )
( ) 01

2
2

01
2

2
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PDdref

PDd
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++

=  

PDPDd VVe −=  
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LILDLPd deK
dt
deKeKx ττ  

mxm d µµ 05.6 ≤≤−  

 

 

(4.21) 
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The complete controller (4.16) and (4.21) is shown in figure 4.4. 
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u

Vb

Vf
VPD

Device

 
 

Figure 4.4 Block scheme of the controller. 
 

4.5 Experimental Results 

The light intensity control system was implemented using the fast dSpace 1104 

control development kit. Sampling time was 12µs. The A/D conversion time was 2µs, 

and the D/A conversion time was 10µs. Algorithm processing time was negligible 

compared to the conversion times. The light intensity of the light source was adjusted 

such that the maximal light intensity (i.e., 1.55µW) corresponds to the maximal 

allowable opening of the VOA (i.e., –6.5µm). The experimental analysis was done for 
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two cases - with and without the light intensity controller (see switch shown in figure 

4.4). The inner position controller was active in both cases. Various desired light 

intensity waveforms were applied to the system in order to characterize it. The resulting 

light intensity waveforms were recorded. The results are presented in terms of the light 

intensity, P, rather than photo-detector voltage, VPD, which was used as the actual 

feedback (see eq.(4.3)). 

 
 

Figure 4.5 Desired and actual light intensity for square-wave like signal. 
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Figure 4.6 Desired and actual light intensity for saw-wave like signal. 
 

The response of the system to the square-wave like signal was applied as a 

desired signal. The period of the signal was 1.4ms and the desired light intensity varied 

between 0.82µW and 1.25µW. The desired and actual signals for the controlled case are 

shown in the upper part of figure 4.5, and the corresponding tracking error is shown 

below it. The uncontrolled signals and the tracking error are shown in the bottom half of 
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figure 4.5. The steady-state error is 10% in the uncontrolled case, and 0% in controlled 

case. The minimum achievable rise time (0-90%) was less than 200µs. Moreover, if the 

results from the top of figure 4.5 are compared to the directly-driven open-loop dynamic 

response of the VOA shown in figure 4.3., when both the position and light intensity  

 

 
 

Figure 4.7 Desired and actual light intensity for saw-wave like signal of lower 
frequency. 
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controllers are turned off. The improvements are obvious. The rise time is similar, but 

there is no overshoot, and the settling time is 30% of the open loop settling time. 

The next example illustrates the response of the system to the saw-like referent 

signal with a period of 4.2ms. The desired light intensity varies between 0.88µW and 

1.22µW. The results are shown in figure 4.6. When the optical intensity controller is 

switched on, the tracking error is dramatically reduced. The trajectory following is 

almost perfect, except during fast transitions.  

Next, the frequency of the saw-like signal was decreased by a factor of 

approximately 10. The period of this signal was 45ms. The desired signal alternates 

between 0.85µW and 1.22µW. The results are shown in figure 4.7. When the optical 

intensity controller is switched off, the average error is within 8% of the input light 

intensity range. When it is turned on, the tracking is practically perfect. 

4.6 Device Properties 

The concept for implementing the optical waveform generator is shown in figure 4.8. 

The light coming from the light source is modulated by the MEMS VOA. The VOA is 

controlled using a microcontroller. Feedback, in terms of light intensity, is provided by 

the photo-detector attached to the optical-coupler. The interface electronics provide 

adjustments of signals being exchanged between the microcontroller, photo-detector, 

and VOA. The waveform generator can be integrated as a multichip package, 

containing the MEMS chip, microcontroller, interface electronics, and optical 

connection.  



 

 78

This light intensity waveform generator can be used to generate relatively 

accurate, time-dependent signals with zero third and higher order derivatives. It is an 

excellent tool to simulate variable network losses and many scenarios of network 

events, such as the adding/dropping of users, breakdowns in the network, etc. 

 

 
 

Figure 4.8 Light intensity waveform generator. 
 

For the purpose of system performance analysis, the waveform generator, with 

its aperiodic response (figure 4.5), can be seen as the first-order dynamic system with 

unity gain and a dominant time constant. The dominant time constant is 143µs, and it is 

defined as the time required for the response to reach 2/3 of its steady-state value. This 

corresponds to frequency band with a cutoff frequency ω=6950rad/s or f=1.1kHz. The 

rise time is sT µ200%900 <− . These results are superior to the results obtained with direct 
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open-loop driving (figure 4.3), which shows an oscillatory response with a comparable 

rise time, but large settling time >500µs.  

The output light intensity range of the waveform generator is determined by the 

original range of the VOA, with the exception of the power taken away by the optical 

coupler as feedback.  

Accuracy of the output light intensity depends primarily on the photodetector’s 

accuracy. The more accurate that the light intensity measurement is, the more accurate 

that the output of the generator will be. If light intensity measurement is assumed 

perfect, the attenuation error in the steady-state condition is zero, as shown in figures 

4.5 - 4.7.  

The waveform generator is linear inside the achievable attenuation range; i.e., 

the light intensity controller ensures that there is no steady-state error between the 

desired and the actual light intensity, therefore, making the static input-output 

relationship linear. 

4.7 Conclusions 

Increasing demands on the dynamical behavior of MEMS devices are reaching a 

point where mechanical design by itself cannot provide further improvements. 

Alternative approaches, based on control theory, such as open-loop or closed-loop 

driving strategies, need to be considered to provide further performance enhancements. 

In this research, an experimental setup and a practical system characterization of the 

light intensity control system for an optical waveform generator are discussed. The 

feedback control system is implemented on an actual MEMS VOA. The results verify 
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that the control system proposed in this research do significantly improve the dynamical 

behavior of the existing device. It can be assumed that the implementation of the light 

intensity feedback may improve the accuracy of any VOA. Direct light feedback solves 

the problem of the usually complex and uncertain relationship between position and 

light intensity. The price to be paid is implementing the feedback itself. 

As it is, the light intensity controller used in this paper is not perfect. First, there 

exists a non-unique reconstruction of the position caused by geometry of the modulating 

cavity. This requires reshaping the modulating cavity in order to improve the sensing 

range, and it is actually not a controller, but a VOA design problem. The second 

problem is the use of the linear single input double output (SIDO) controller for the 

nonlinear problem. An improved SISO nonlinear tracking controller based only on light 

intensity feedback enables a wider application range of the device [50]. Additionally, 

instead of digital implementation, the controller should be replaced by an analog 

version, i.e., by operational amplifiers. The reason for this lays in the settling time of the 

standard D/A converters (2-10µs), which becomes significant compared to the MEMS 

dynamics.  

The MEMS VOA, with its excellent light modulation properties combined with 

the accuracy provided by controller, however, represents a flexible and useful tool in 

the analysis and testing of various optical networks. 
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CHAPTER 5 

LATERAL INSTABILITY PROBLEM IN ELECTROSTATIC COMB DRIVE 
ACTUATORS: MODELING & FEEDBACK CONTROL 

 

5.1 Introduction 

Electrostatic actuators have an important role in MEMS technology. Compared 

with the other types of micro actuators [1], [15], electrostatic actuators generate 

relatively modest force (several µN), but they consume virtually no electrical power 

[23]. One of the most common electrostatic actuators is the comb drive, which exhibits 

an interesting and useful property in that the generated force does not depend on 

actuator position (deflection), but only on the square of the applied voltage. The 

actuator mathematical model, developed in a one degree-of-freedom (DOF) context, is 

relatively simple [3], [19], and operating the actuator is quite straightforward. 

The main issue of the comb drive design is achieving large deflections while 

minimizing the actuation voltage, resulting in a small deflection-to-size ratio of the 

actuator. These requirements are typically satisfied by balancing the design of actuator’s 

suspension and varying the size of the force-generating comb structure. The comb 

drives, however, inherently suffer from a electromechanical instability called lateral or 

side pull-in, or lateral instability [40], [53], [64]-[65]. Although fabricated to be 

perfectly symmetrical, the actuator’s comb structure is always unbalanced, causing the 

neighboring electrodes to contact each other when the voltage-deflection conditions are 
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favorable. Weak suspensions and large forces, designed to achieve large traveling 

ranges, increase this problem even more. An example of the comb fingers in the state of 

lateral instability is shown in figure. 5.1. 

The lateral instability occurs when the electrostatic stiffness transverse to the 

axial direction of motion exceeds the transverse mechanical stiffness of the suspension 

[40], [41]. Therefore, the most common way to avoid it is by increasing the transverse 

stiffness of the suspension [1], [14], [42], [82]. Unfortunately, all of the suspension-

stiffening approaches, eventually, limit travel range of the actuator. 

 

 
 

Figure 5.1 Electrostatic comb drive actuator in the state of lateral instability. 
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Figure 5.2 The original electrostatic comb drive actuator [43] (top), and the 

hypothetical device for lateral DOF feedback control (bottom).  
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A novel approach that relies on the use of feedback control to counteract the 

lateral instability will be investigated. A requirement for doing so is to have a lateral 

motion sensing capability and an appropriate model of the device for the subsequent 

control system design. The introduction of the lateral feedback may impact the design 

of the comb drive, mitigating the requirements on the suspension, lowering the 

actuation voltage, and, therefore, decreasing the ratio between the size of the actuator 

and achievable deflection. To do this, a suitable model for lateral stability analysis will 

be determined, and then an appropriate control system will be designed. 

In section 5.2, the existing comb drive, fabricated using deep reactive ion 

etching (DRIE), with a well-developed, experimentally verified mathematical model in 

one degree of freedom (DOF) [43], is extended to include the asymmetrical lateral 

DOF. The device is shown in figure 5.2a. The parameters of the lateral DOF model are 

determined through the combined finite element analysis (FEA) and static experimental 

results in section 5.3. In section 5.4, following the model verification, the structure of 

the device is extended with both sensor and actuator functionality for lateral movement, 

as shown in figure 5.2b. These additional features enable the design of the controller for 

lateral motion, described in section 5.5. A discussion of the implementation issues 

concludes this chapter.  

5.2 Mathematical Model 

The mathematical model presented in this section is done for the actual actuator 

shown in figures 5.1. and 5.2a. First, the modal FEA is conducted to determine the 

modes of the device that participate in the motion so as to actually define the structure 
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of the mechanical model. This exercise is followed by derivation of the electrostatic 

forces. 

5.2.1 Structure of the Mechanical Model 

The flexible comb drive is a Lagrangian system and, as a flexible structure, can 

be generally modeled as an infinite set of second-order differential equations [51], [80]. 

For practical purposes, however, it is necessary to include only the first few significant 

modes in the model, making it finite dimensional. The dynamic model of such a 

structure is generally written as 

FKxxDxM =++ &&&  (5.1) 

where M is the inertia matrix, D is the damping matrix, K is the stiffness matrix, and F 

contains external forces acting on the system. 

 

 
Figure 5.3 The first four modes of the actuator.  
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In order to determine the parameters M and K of the model (3.1), a static and modal 

FEA were conducted. The FEA results can be used to populate the M and K matrices 

with the parameters. Mode values and the corresponding parameters are shown in Table 

5.1. Mode shapes are shown in figure 5.3. 

Table 5.1 FEA computed values for the modal frequencies, effective masses, and 
stiffness parameters. 

Mode (i) Value mii kii  

1 1692Hz 7.75x10e-8 kg 1.08 N/m Along x 

2 3744 Hz 3.85e-16 kgm2 2.13e-7 Nm/rad Around y 

3 5427 Hz 1.39e-15 kgm2 1.62e-6 Nm/rad Comb around x 

4 6812 Hz 1.88e-15 kgm2 3.45e-6 Nm/rad Around z 

 
The FEA was also used to observe the cross sectional elements of the inertia matrix M. 

They are negligible when compared to the main inertial elements. Therefore, it can be 

assumed that matrices M and K are diagonal with zeros out of diagonal. We can also 

neglect the contributions of the higher-order modes (>4th).  

5.2.2 General Model: Assumptions and Structure 

To begin, it will be assumed that the second- and the third-modes do not 

participate in the motion along the x-axis nor around the z-axis. For the purpose of 

developing the simple model, we need a two degree-of-freedom (DOF) model, 

containing the first and the fourth modes. Additional modes can, however, influence the 

motion of interest, and this issue will be discussed later. 

With only two DOFs left, the mathematical model [1] is reduced to 
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xxxx Fxkxdxm =++ &&&  (5.2) 

zz MkdJ =++ θθθ θθ
&&&  (5.3) 

where mx and Jz are the effective moving mass along the x-axis, and the effective 

moment of inertia around the z-axes, respectively. Notations dx and dθ describe 

damping, and kx and kθ are the stiffnesses along the x-axis and around the z-axis, 

respectively. 

Since lateral movements are small; i.e., ALy << , we can approximate 

θθ ≈= ALytg , modifying (5.3) as 

AY
AAA

z LFy
L
ky

L
dy

L
J

−=++ θθ &&&  
(5.4) 

and, after dividing (5.4) by LA 

Y
AAA

z Fy
L
ky

L
dy

L
J

−=++ 222
θθ &&&  

(5.5) 

Eqs. (5.1) and (5.5) represent the dynamics of the comb drive actuator in a two DOF 

context. 

5.2.3 Electrostatic Model: Actuator and Lateral Instability 

The structure of the comb drive actuator is shown in figure 5.4. The virtually 

symmetrical comb drive actuator is made laterally unbalanced by introducing ∆d. The 

models for force-generation in x- and y-directions need to be determined. 

The capacitances CF and CB as a function of the variables x and y is given as 
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(5.7) 

where CF and CB are the forward- and backward-actuating capacitances, N is the 

number of finger electrodes of the each comb drive, ε0 is the permittivity of the vacuum, 

T is the thickness of the structure, and x0 is the initial overlapping between the fingers. 

The force in x direction, Fx, is given as [12],[26] 
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=  
(5.8) 

where VF and VB are the forward- and backward-driving voltages. 

Introducing (5.6) and (5.7) into (5.8), the resulting force in x-direction is given 

as 

( )22
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(5.9) 

Similarly, the lateral force, Fy, is given as: 
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and, after substituting (5.6) and (5.7) into (5.10), the lateral force can be expressed as 
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−∆−
= ε  

(5.11) 

Notice that when ∆d=0 lateral force exists only if y is not zero.  
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Eqs. (5.1) and (5.5), together with (5.9) and (5.11), represents the dynamic 

model of the actuator in two DOF. The model is nonlinear and coupled through the 

generation of the electrostatic forces in (5.9) and (5.11).  

5.3 Model Verification and Refinement 

The model developed in Section 5.2 presents an overview of the dynamic 

behavior of the device. However, it does not accurately represent the actual device. 

Therefore, several refinements are needed, and several parameters need to be 

determined. The interdigitated capacitances are assumed to be larger than the 

capacitances due to the finite aspect ratio and fringing fields. 

x0

d-∆d

kx
x

y

d+∆d

ky

d-∆d

d+∆d

x0

VFVB

 
 

Figure 5.4 Comb drive with ∆d used to model the unbalanced lateral geometry. 
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Consequently, the force can be modified by a constant, determined from the 

experimental results. A set of FEA computations were conducted to determine the 

aspect ratio and contribution of the fringe fields, and to determine the y and z 

dependence of the capacitance. The lateral “unbalance” coefficient, ∆d, was determined 

from the experimental results, and the model was refined into its final form. 

d

α

x0

T

 
 

Figure 5.5 Illustration for calculating the influence of the final aspect ratio angle, 
α, on the capacitances, CF and CB, for the DRIE fabricated comb drive electrodes [27]. 

 

The device described in this paper is fabricated using DRIE. So far, it has been 

assumed that the sidewalls of the device are perfectly perpendicular to the substrate (see 

dashed lines in Figure 5.5). However, in reality, this is not true. As illustrated in Figure 

5.5, the aspect ratio is not infinite but has a finite value. As such, it modifies the 

interdigitated capacitance and, consequently, the electrostatic force. The increase of the 

value of the capacitance as a function of the angle α is given as a capacitance ratio [27] 
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and a plot of the C(α)/C(0) ratio for d = 2.5µm is illustrated in figure. 5.6. 
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Figure 5.6 The influence of the finite aspect ratio C(α)/C(0) on the capacitances 
CF and CB. For α=0.78 deg, the ratio of the capacitances is 2.07. 

 

Besides the finite aspect ratio of the structure, fringing fields also affect the 

interdigitated capacitance. Generally, the modification of the electrostatic force in terms 

of the modified capacitance can be described by introducing the constant, η. That is 

( )
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∂

∂
=

∂
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=  
(5.14) 

Applying (5.14), to the model in (5.2) and (5.4), yields 
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xxx Fxkxdxm η=++ &&&  (5.15) 

AY
AAA

z LFy
L
ky

L
dy

L
J ηθθ −=++ &&&  

(5.16) 

Assuming steady-state conditions, the model in (5.15) and (5.16) reduces to 

2
Fexxx VkFxk ==η  (5.17) 

AY
A

LFy
L
k ηθ =  (5.18) 
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Figure 5.7 Experimental deflection vs. voltage relationship associated with the 
input nonlinearity of the system [43]. 

 

Both experimental and analytical determined curves of (5.17) are plotted in 

figure 5.7 [43]. The theoretically calculated value (kex/kx) fits for 0.039µmV-2. 

Experimental results, however, show that its value is 0.081µmV-2. The ratio between 
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these two functions is η = 2.07 (see figure 5.6). It is important to mention that the 

experimental observation shows that the influence of the lateral motion over the 

majority of the travel range of the actuator is negligible. Lateral movement does not 

affect the force in the x-direction. Lateral motions become visible when the applied 

voltage approaches the value of the pull-in voltage. This assumption allows us to 

determine η independetly from (5.17) and figure 5.7. 

 

-0.3 -0.2 -0.1 0 0.1 0.2 0.3 0.4
0.7

0.8

0.9

1

1.1

1.2

1.3

1.4

1.5

1.6

1.7

y [µm]

C
(y

,z
) /

 C
(0

,0
)

z = 0 & z = 0.1 µm

z = 2.5 µm 

z = 1.0 µm 

z 

y 

 
 

Figure 5.8 Relative increase in the capacitance due to x-z movement of the 
electrodes. The change in capacitance for z<0 can be assumed to be symmetrical. 

 

In order to determine and separate the contribution of the finite aspect ratio and 

fringing fields on the capacitance, an electrostatic FEA was conducted. The aspect ratio 

was varied, and the increase in the capacitance was observed. When the capacitance 
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increase was 2.07 times its original value (5.6)-(5.7), the angle α was computed to be 

0.786 deg. Additionally, the majority of the capacitance increase was due to the finite 

aspect ratio, and only 2-3% was attributed to the fringing fields. 

Keeping the angle α constant (i.e., 0.786 deg), another FEA investigation was 

conducted to observe the influence of the out-of-plane motion on the capacitance. Both 

y and z were varied over the interval of interest, and the results are shown in figure 5.8. 

Figure 5.8. yields several important insights regarding the change in 

capacitance. The influence of the z-direction, in the worst case, z = 2.5µm, over the y-

range, is 2-10%. Up to 1.0 µm, the influence of the out-of-plane motion is hardly 

visible, especially around y=0. Changes due to y motion inside the interval of interest 

(i.e. <-0.1, 0.1>); however, are larger than 10%. The interval of interest is where we 

expect the controller to limit lateral motion. It is also obvious that any out-of-plane 

movement [85] will decrease the capacitance and, therefore, cause the structure to 

develop the force which tends to bring the structure back towards z=0. The higher the 

actuating voltage, the more the out-of –plane motion seems to gain stability. 

With η known, the remaining parameter to be determined is ∆d from (5.11), 

which affects Fy in (5.18). The experimental results of the lateral part of the model are 

shown in figure 5.9. The last stable voltage and lateral deflection before pull-in were 

8.96V and 0.65µm, respectively. In order to determine the value of ∆d from (5.11), 

which implicitly affects Fy in (5.18), a set of simulations in MATLAB-SIMULINK 

were conducted. The applied voltage was increased gradually, as it was in the actual 

experiment. The value of ∆d was 0.31µm when pull-in occures at 8.96V. 
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Figure 5.9 Progress of the lateral instability – A) 0 volts, B) stable state 
immediately before pull-in, VF=8.95 V, and y=0.65µm and C) pull-in. 

 

5.3.1 Model Summary and Characteristics 

Summarized, the model looks like 

xxxx Fxkxdxm η=++ &&&  (5.19) 

Y
AAA

z Fy
L
ky

L
dy

L
J ηθθ −=++ 222 &&&  (5.20) 

where: 
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Figure 5.10 Verification of the model. The first simulation was done for a stable 
voltage step-function with an amplitude of 8.8V, the second one with the unstable one 

with an amplitude of 8.81V. 
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and the associated parameters are given as follows: mX=7.75x10-8 kg, JZ=1.88x10-15 

kgm2; kX=1.08 N/m, kθ=3.45e-6 Nm/rad; LA=246µm, dX=8x10-5kgs-1; η =2.07 

, ∆d=0.31µm, N=158, T=75 µm, ε0=8.854e-12Fm-1  and x0=5µm.   

The simulation results illustrating the dynamic bahavior of the system at the 

edge of the lateral instability are shown in figure 5.10. Notice that for transient 

conditions, the pull-in voltage may be slightly different than for steady state conditions. 

5.4 Extended Model for Lateral Actuator/Sensor 

With the model of the actual device developed in the section 5.3, the additional 

features, intended for lateral sensing and actuation, can be added to the device, as 

shown in figure 5.2b. For the lateral control analysis, these features are assumed not to 

have mass and damping. The detailed structure of both the lateral actuator and sensor 

are shown in figure 5.11. 

The lateral actuators contain top and bottom comb drive structures designed to 

generate force in the y-direction. These comb drive structures are unbalanced with 

different gaps (a and b) between the electrodes, as shown enlarged in figure 5.11. The 

maximum generated force occurs when the ratio between the smaller and the larger 

electrode gap is a/b=0.42 [27]. Hence, the smaller gaps are defined by the minimum 

processing geometry; i.e., a=2.5µm. The larger gap is 6µm wide. 

The lateral sensor has a similar gap geometry in order to achieve maximum 

sensitivity. The number of fingers, Ns, and the initial electrode overlap, xSo, may vary. 

Movable capacitors are connected to the bridge structure through serial capacitors Cs. 

Deflection in the y-direction can be determined from the difference between voltages  
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VsT and VsB. Note that, due to the bridge structure of the sensor, any out-of-plane motion 

affects both sensing voltages equally, thereby canceling its influence with respect to 

lateral sensing. The structure of both the actuator and sensor ensures that no force is 

generated in the x-direction. 

The capacitance of the two parallel top actuating capacitors, CTP, with respect to 

the x- and y-directions is given as: 
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(5.23) 

Similarly, the two parallel bottom capacitances, CBT, are given as: 
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Both capacitances in (5.23) and (5.24) do not depend on x. Consequently, their 

contribution to the force along the x-axis does not exist. The unbalance coefficient ∆d is 

omitted in (5.23) and (5.24), because it is assumed that the sensing voltage is too low to 

influence lateral instability, and the actuation voltage is assumed to be an issue for the 

controller. 

The total force in the lateral direction , Fya, is given as 

22

2
1

2
1

aB
BT

aT
TP

ya V
y

CV
y

CF
∂

∂
+

∂
∂

=  
(5.25) 

 



 

 99

y
x

vS

Cs

Cs

vsT

vsB

a

b

x0s
N = 2

VaB

VaT

CsTP

CsBT

CaTP

CaBT

 
 

Figure 5.11 Lateral Actuation and sensing schematics.  
 

and, after some algebraic manipulation 
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Following a similar procedure, the force generated by the sensor is given as 
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Now, the new forces in (5.26) and (5.27) are integrated into the model in (5.20) 

as 

ys
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J ηηηθθ ++−=++ 222
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Additional parameters, necessary to conduct simulations and design the controller, are: 

a=2.5µm, b=6µm, Na=Ns=60, La=246µm Ls=400µm and xa0=xs0=20µm. 

5.5 Control System Design 

This section describes a feedback approach that prevents lateral pull-in and 

extends the working range of the comb drive actuator in the x-direction DOF. The 

primary requirement for the controller is to keep y=0. Additional shaping of the 

dynamics is also desirable. The detailed design of the controller is the subject of follow-

on research, but the structure, parameters, and operational description are discussed. 

The structure of the controller is shown in figure 5.12. In order to simplify the 

analysis, a PID controller is implemented for the lateral DOF. We assume that the 

deflection y is measurable and available. When the lateral feedback loop is closed, the 

sensed value of y is compared to the referent y=0, and the error signal is then passed 

through the controller. Saturation-type nonlinearities distribute voltages to the two 

channels leading to the left and right y-direction comb drive electrodes. The signal is 

then taken through the square root functions that take care of the electrostatic force 

being dependent on the squared value of the voltage (5.11). 
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In order to keep the controller as simple as possible, the lateral degree of 

freedom (5.28) can be rewritten as 

Dya
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L
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where all lateral forces, except for the actuator, are considered as a disturbance to the 

system, FD. 
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Figure 5.12 Lateral controller. 
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Furthermore, by substituting y=0 into (5.26) yields 
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Merging (5.29) and (5.30), and defining ( ) ( )222 ababkab −= , yields 
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with ( ) abaaAaL kxTNLLk 00εη= . 

The controller is of the PID type, and it is given as [44] 
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(5.32) 

The parameters of the controller (5.32) are chosen as P=7.5x103 V2m-1, D=5x10-2sV2m-1, 

and I=7.5x108 V2m-1s-1. The PID controller is shown in figure 5.12. 

A simulation was first conducted for the case without and with the controller at 

the edge of the lateral instability; i.e., a 8.96V signal was applied to the comb drive 

actuator. The results are shown in figure 5.13. It is obvious that the controller takes care 

of the lateral motion, not allowing the actuator to rotate around the z-axis. 

Next, a set of simulations, shown in figure 5.14, depict the controlled case when 

different voltages, all of them higher than the pull-in value, have been applied to the 

actuator. It can be seen that the controller keeps the lateral motion at zero. Achievable 

deflections depend on how much force the lateral steering actuators can provide, and 
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their values are several times larger than the maximum deflection in the uncontrolled 

case (i.e., 6.75µm). 
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Figure 5.13 The dynamic behavior of the system with and without the controller 
for the step input (8.8V). 
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Figure 5.14 Dynamic behavior of the controlled system for the various voltage 
levels. In all cases, the achievable deflections are greater than the maximum value for 

the uncontrolled case. 
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5.5.1 Implementation Issues - Discussion 

The approach discussed in this paper adds lateral sensor and actuator features on 

the MEMS electrostatic comb drive device. These features can significantly change the 

inertia and, consequently, the dynamics of the device. Additional electronics should be 

added, as well. The sensing function should not be a problem since good techniques are 

available for capacitance measurements [29], [30], and several commercial companies 

market sensors with sensitivities in the femtofarads, sometimes even atofarads. If the 

sensing electronic speed is of concern, there are other approaches available. For 

example, the measurement of dy/dt and the reconstruction of y [81]. Also, the controller 

contains electronic circuits that have to be integrated in the device’s design. Complex 

controllers can consume valuable space. Therefore, it is desirable to keep the controller 

simple. 

5.6 Conclusions 

A novel approach to counteract the lateral instability of the electrostatic comb 

drive actuator was presented. The existing comb drive, with its well-developed, 

experimentally-verified mathematical model in one degree-of-freedom (DOF) [43] was 

extended with the lateral two DOF model. The parameters of the lateral DOF model 

were determined through finite element analysis (FEA) and verified by static 

experimental results. This model was hypothetically extended with both sensor and 

actuator functions for lateral movement. Additional features were used to design the 

controller for lateral motion. Observations of the simulation results accomplished for 

the control system motivated several important conclusions. 
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The introduction of lateral feedback extends the deflection range of the 

electrostatic comb drive actuator. The amount of extended deflection depends on how 

much force is generated with the lateral actuators. 

The introduction of lateral feedback may impact the mechanical design of the 

device. By including the lateral feedback, the suspension can be made less stiff and one 

can get larger deflections with lower voltages and a smaller MEMS device. Lateral 

feedback gives more freedom in device design. 

Unfortunately, the addition of both the lateral sensor and the actuator to the 

MEMS device is needed. Additional features increase the inertia of the system and 

retard the original, axial response. The space for the lateral deflection sensor and the 

controller electronics needs to be carefully considered. 

The approach discussed in this chapter has its advantages and disadvantages. 

The advantages, however, are promising and may pave the way for using the lateral 

feedback in practice. 
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CHAPTER 6 

LATERAL MOTION CONTROL OF THE ELECTROSTATIC COMB 
DRIVE: SENSING AND FORCE CONTRIBUTION MODEL 

 

6.1 Introduction 

In chapter 5, the feedback approach was used to counteract the lateral instability 

problem related to electrostatic comb drive actuators. It was also mentioned that the 

requirement for doing so is to have the ability to sense lateral motion. The lateral 

deflection was, however, assumed to be available, and there was no focus on the 

sensing strategy. The sensor for lateral stability sensing can not be neglected and it is, 

therefore, analyzed in detail in this chapter.  

Motivated by this idea, a new comb actuator structure with built-in sensors that 

allows feedback control of axial as well as lateral motion was developed. The model of 

this structure is given in two DOF. The sensor is shown to be able to sense and 

distinguish lateral from axial motion and is not affected by out-of-plane motions. 

Special attention was paid to sensor sensitivity, influence of the sensing electronics to 

measurement, and the force contribution model. This novel design provides a means for 

more effective control of future comb drive actuators, including control of their lateral 

instability. 

The chapter is organized as follows. A comb drive actuator with a novel sensing 

/ actuating arrangement for the control of lateral instability is described. Its linearized  
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mechanical model is given in section 6.2. This is followed by the calculation of the 

capacitances for the new comb structures in section 6.3. Electrostatic forces and their 

contribution to the motion of the actuator are examined in detail in section 6.4. In 

section 6.5, the sensitivity of the comb-like capacitive sensors is discussed. Finally, 

section 6.6 discusses how the capacitance measurements are affected by the choice of 

an electronic amplifier and by the finite aspect ratio of the Deep-Reactive-Ion-Etching 

(DRIE) process used to fabricate the device. 

6.2 System Description 

A general layout of the comb drive with sensors for both lateral and axial 

motion is shown in figure 6.1. This device is based on a four-element bridge structure 

that allows the discrimination of positive and negative motion in lateral and axial 

directions. It consists of a body of the device known as a shuttle, an electrostatic comb 

drive actuator capable of creating force in the x-direction and torque around z-axis, a 

suspension, and two capacitive sensors for sensing both x- and y-deflections. The 

suspension is attached to the shuttle at one end and fixed to the substrate at the other 

one, enabling limited movements and electrical ground connection. Comb-like 

structures contain both movable and fixed electrodes. Voltages applied to the actuating 

electrodes cause generation of the electrostatic forces and movement of the device. 

Motion is sensed by connecting the sensing capacitances into appropriately designed 

bridges which will be discussed later, and observing voltages (vxi, vyi) on the fixed 

electrodes. 
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Figure 6.1 Electrostatic comb drive actuator with x- and y-sensing functionality. 
 

Generally, the mathematical model of the device, shown in figure 6.1, assuming 

small angle θ, is given as 

xxx Fxkxdxm =++ &&&  (6.1) 
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zz MkdJ =++ θθθ θθ
&&&

 
(6.2) 

where m and Jz are the effective moving mass and moment of inertia around z-axis, 

respectively, dx and dθ describe damping, and kx and kθ are the stiffnesses along the x- 

and around z- axis, respectively. 

Due to small θ and yLy << , we can approximate θθ ≈= yLytan  yielding 

yLy≈θ , and modifying (6.1) and (6.2) as 

xxx Fxkxdxm =++ &&&  (6.3) 

Y
AAA

z Fy
L
ky

L
dy

L
J

−=++ 222
θθ &&&  

(6.4) 

where 2
Azy LJm =  2

Ay Ldd θ=  2
Ay Lkk θ=  and YzY LMF = .  

On the other hand, in the sensor model; e.g., the output voltages of the sensor 

are defined as 

[ ] ( )yxhvvvv Xxxxx ,4321 =  (6.5) 

[ ] ( )yxhvvvv Yyyyy ,4321 =  
(6.6) 

where hX(x,y) and hY(x,y) are functions that depend on the design of the sensor. The aim 

of the design is to create hX(x,y) independent of y, hX(x), and hY(x,y) independent of x, 

hX(y). In the following chapter, the focus will be to describe the forces on the left side of 

(6.3) and (6.4), as well as design and describe of the sensor model for both the x- (6.5) 

and the y- (6.6) directions.  
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6.3 Capacitances 

Both the generated force and the sensitivity of the position sensors will depend 

on the capacitance. Therefore, a detailed model of one of three comb drive units shown 

in figure 6.1, and in more detail in figure 6.2 will be derived. The comb unit contains 

four comb capacitances, and its model is applicable both for actuation and sensing 

purposes.  

y0
y'0

x0

N = 2

2 1

3 4

 
 

Figure 6.2 Sensing comb unit with four variable capacitors. 
 

6.4 Electrostatic Forces and Contribution Matrix 

The capacitance of the first capacitor (see figure 6.2) with respect to x and y is 

given as 

( ) ⎟⎟
⎠

⎞
⎜⎜
⎝

⎛
+′
+

+
−
+

=
yy
xx

yy
xxTNyxC

0

0

0

0
01 , ε  

(6.7) 

where ε0 is permittivity of the vacuum, and T is the thickness of the structure. Eq. (6.7) 

can be rewritten as  
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( ) ( ) ( )
( ) 2

0000

00000
01 ,

yyyyyy
yyxyyxTNyxC

−−′−′
′++′+

= ε  (6.8) 

and by introducing 00 yya ′+= , ( )000 yyxb ′+= , 00 yyc −′=  and 00 yyd ′= , equation (6.8) 

can be simplified as 

( ) 201 ,
ycyd

baxTNyxC
−−

+
= ε  

(6.9) 

Similarly, we can get capacitances for the other three capacitors: 

( ) 202 ,
ycyd
baxTNyxC

−−
+−

= ε  
(6.10) 

( ) 203 ,
ycyd
baxTNyxC

−+
+−

= ε  
(6.11) 

( ) 204 ,
ycyd

baxTNyxC
−+

+
= ε  

(6.12) 

In order to determine the forces generated by the electrostatic structures driven 

by the externally applied voltage, we should observe the co-energy of the system [12], 

[26]. For the two DOF example, the co-energy is given as 

222 5.05.05.0 ykxkCvW yx ++−=′  (6.13) 

The change in the co-energy can come from the change in the voltage or the mechanical 

work from the outside. That is, 

dyFdxFCvdvWd yx ++−=′  (6.14) 

or, it can be rewritten as 

dy
y

Wdx
x

Wdv
v

WWd
xvyvyx ,,,
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⎜
⎝
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∂
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⎠
⎞

⎜
⎝
⎛

∂
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−=′
 

(6.15) 

For example, if C1 is considered, the partial derivatives are given as: 
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(6.16) 
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′∂ 2
220

,

25.0 ε  
(6.18) 

The first term on the right-hand side of eq. (6.17) represents the forces in the x-direction 

and, for the four comb capacitors, the set of forces is given as: 

2
1201

15.0 v
ycyd

TNaFx −−
= ε  

(6.19) 

2
2202

15.0 v
ycyd

TNaFx −−
−= ε  

(6.20) 

2
3203

15.0 v
ycyd

TNaFx −+
−= ε  

(6.21) 

2
4204

15.0 v
ycyd

TNaFx −+
= ε  

(6.22) 

Similar to the x-direction, the first term on the right hand side of (6.18) gives the force 

in the y-direction. The corresponding set of four forces are: 

( )( )
( )

2
12201

2
2
1 v

ycyd
ycbaxTNFy

−−

++
= ε  

(6.23) 

( )( )
( )

2
22202

2
2
1 v

ycyd
ycbaxTNFy

−−

++−
= ε  

(6.24) 

( )( )
( )

2
32203

2
2
1 v

ycyd
ycbaxTNFy

−+

−+−
−= ε  

(6.25) 
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−= ε  

(6.26) 

 

Therefore, It can be concluded that the forces are functions of the applied voltage and 

the displacement in both the x- and y-directions and of design parameters N, y0, 0y′  and 

x0. Equations (6.19) to  
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Figure 6.3 Calculation of the force distribution matrix. 
 



 

 115

(6.26) are valid for all forces, both actuating ones, ( )2,, iAxi vyxF , ( )2,, iAyi vyxF , and the 

unwanted, parasitic ones, ( )2,, xiXxi vyxF , ( )2,, xiXyi vyxF  and ( )2,, yiYxi vyxF  ( )2,, yiYyi vyxF  

coming from the sensor. 

As depicted in figure 6.3. there are many forces acting upon the mechanical 

model contributing both to the force (6.3) and torque (6.4). From the figure 6.3, the total 

force along the x-axis, Fx, and the total torque around z-axis, Mz, are given as 

∑∑∑
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(6.28) 

While designing the actuator and sensor comb capacitances we have to make 

sure that part of the force (6.27) and the torque (6.28) generated by the actuating comb 

unit is larger that the parasitic counterpart generated by the sensors for all values of x 

and y inside their interval of interest. 

6.5 Capacitance sensitivity 

The sensor diagram and its principle is shown in figure 6.4. By using variable 

capacitors in combination with fixed capacitors in a bridge configuration, the 

capacitance variations can be sensed and their x and y contributions can be properly 

extracted. 

As shown in figures 6.3, 6.4, and 6.5, the design parameters for a particular 

sensing comb unit are N, y0, 0y′  and x0. The design requirement is to achieve large 
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sensitivity (pF/µm) in x- and low sensitivity in the y-direction for the x sensing element 

(6.5), shown on the left in figure 6.4, and opposite for the y sensing element (6.6), 

shown on the right side in figure 6.4. 
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Figure 6.4 Sensing schematics. 
 

In general, the sensitivity is given as 

( ) y
y
Cx

x
CyxC ∆

∂
∂

+∆
∂
∂

=∆ ,  
(6.29) 
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The maximal sensitivity in the x-direction and the minimal sensitivity in y-direction can 

be achieved by keeping the gap minimal and equal on the both sides of the capacitor 

y0= 0y′  and by placing the sensor close to the center of rotation to minimize unwanted 

lateral motion. By applying these conditions, to the sensor configuration shown in 

figure 6.4, the sensitivity of the sensor in the x-direction reduces to 

0

02
y
TN

x
C ε

=
∂
∂ , 0≈

∂
∂

y
C

 
(6.30) 

For a thickness T=50µm, it turns out that the sensitivity is 0.17N [fFµm-1] for y0=5µm  

and 0.11N [fFµm-1] for y0=8µm. If we want to increase sensitivity, the only design 

parameter that can be affected is the number of fingers. 

On the other hand, the total capacitances Cmy1 and Cmy2 of the y portion of the 

sensor are given as the sum of (6.9) and (6.10), and (6.11) and (6.12), respectively. This 

yields 

( ) 201
12,

ycyd
TNbyxCmy −−

= ε  
(6.31) 

( ) 202
12,

ycyd
TNbyxCmy −+

= ε  
(6.32) 

We can see that dependence as well as sensitivity on x cancels out. The sensitivities are 

given as 

( )220
1 22

ycyd
ycTNb

y
Cmy

−−

+
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∂

∂
ε  

(6.33) 
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( )220
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(6.34) 

Rewritten in the terms of design parameters  
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(6.36) 
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Figure 6.5 Capacitances and a capacitance sensitivity as a function of secondary gap 0y′ . 
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In order to analyze the sensitivities described above, let us see how to determine 

the parameters in equations (6.35) and (6.36) should we need to fit the sensor into area 

of known width WY and length DY, with defined minimal geometry y0. Parameters that 

are to be determined are N, 0y′  and x0. Overlapping x0 is easily determined as a 

difference between the given length and twice the maximum expected axial deflection, 

max0 2xDx Y −≈ . It is desirable for x0 to be as large as possible to get higher sensitivity.  

Furthermore, the minimal functional part of the comb capacitance is defined by 

two finger widths 2y0, minimal gap width y0, and secondary gap width 0y′ . There are N 

fingers, and as many units and all of them have to fit inside required width WY. 

Mathematically, 

( )003 yyNWY ′+>  (6.37) 

Therefore, increase in 0y′  will decrease the number of finger units that can be 

fitted into the given WY. For a given WY =1200µm and x0 =50µm, capacitances and 

sensitivities for the three values of the minimum geometry (y0 =5µm, 6.5µm and 8µm) 

are given in figure 6.5. 

As it can be seen in Figure 6b., there exists maximal sensitivity for a certain 0y′ . 

Maximal sensitivity for y0 =5µm, 6.5µm and 8µm is obtained with 0y′ =11µm, 15.5µm 

and 18.5µm, respectively. The corresponding calculated values of fingers are N5µm=46, 

N6.5µm=34 and N8µm=28. It can be examine now how capacitance changes around y =0 

for the values given above. 
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Figure 6.6 Change in capacitances ∆Cmy1, ∆Cmy2 and ∆Cmy as a function of y, with y0 

being parameter. 
 

Sensor capacitances at the rest position (y =0) are given as  

00

00
002010 2

yy
yyTNxCC mymy ′
′+

== ε  (6.38) 
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We define ∆Cmy1=Cmy1-Cmy10 and ∆Cmy2=Cmy2-Cmy20. Capacitance changes ∆Cmy1 ∆Cmy2 

∆Cmy=∆Cmy1-∆Cmy2 as a function of y are shown in figure 6.6. We can immediately see 

that we have almost linear characteristics for ∆Cmy for small y. 

6.6 Implementation Difficulties 

6.6.1 Electronic Circuitry / Influence on Measurement 

Recalling the diagrams shown in figure 6.6, one can easily conclude that by 

choosing small values of capacitances Cf and Cm, and keeping the value of the 

sensitivity unchanged, there would be no problem with the readout of the differential 

voltage vy12-vy34. For example, if the bridge is driven with v=10V, and the values of the 

capacitances are Cf=Cm=0.2pF, a small change on the order of ∆Cm=0.01pF should 

produce a voltage difference of ∆vy of approximately 1V. However, this is not true 

because when a differential amplifier in attached to the structure to measure ∆vy, it also 

influences the measurement with its own capacitances. The schematics of the y sensing 

unit from figure 6.4, with a differential amplifier attached to it, is shown in figure 6.7.  

Typically, instrumentation amplifiers [45], which are suitable for the measuring 

the voltage levels of high impedance (capacitive) bridges, ∆vy, have the following input 

impedances: Ω×= 12105dR , Cd=6pF, Ω×= 12105cR  and Cc=1pF. When compared to 

the sensing capacitances of the comb drive, Cf=0.3pF and Cm=1pF, these capacitances 

are larger by more than an order of magnitude. In order to analyze the effects of the 

parasitic capacitances, it can be assumed that the drive voltage of the bridge is time 

varying with a frequency that cancels the influence of the resistors. In other words 
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( ) 12 −>> fCR π . For a critical value of the capacitance change on the order of C=0.01pF, 

the frequency is approximately 1 kHz. If the frequency of the bridge voltage is on order 

of several hundreds kHz, the network in figure 6.7 becomes purely capacitive.  
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Figure 6.7 Influence of the input of the amplifier on the capacitance measurement. 
 

First, the analysis of the influence of the common mode parasitic capacitance, 

Cc, will be accomplished. It is shown in figure 6.8 c). Both capacitances change for the 

same value; i.e., ∆Cc1=∆Cc2. It is obvious that the parasitic capacitance of only 1pF 

decreases the output voltage from several hundreds of mV, as it would be without the 

amplifier attached, to barely several mV. If the parasitic capacitance is increased several 

times, the amplitude of the ∆vy goes even below 1mV. At the same time, the amplitude 

of the voltages  3412 yy vv ≈  decreases from 2V to less than 0.2V. However, the real 

problem arises when  
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Figure 6.8 Influence of the parasitic capacitances, Cc1, Cc2, Cd, and the bias capacitance 

Cf  on the amplitude of the differential voltage vy12-vy34. 
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common mode capacitances differ in value, ∆Cc1=0 and 02 ≠∆ cC , and the bridge itself 

is not balanced. The situation is illustrated in figure 6.8 d), with detail in figure 6.8 e). 

The sensitivity becomes evidently nonlinear, and ∆vy is heavily biased. The next step is 

the analysis of the differential input capacitance shown in figure 6.8 b). 

In general, the sensitivity can be improved by increasing the value of the 

capacitance Cf. The influence of the differential parasitic capacitance is shown in figure 

6.8 a). It is suitable to accommodate capacitance Cf in the form of a fixed comb 

capacitor next to the measured capacitances, because that way, we can keep the 

symmetry of the bridge undisturbed. If the capacitance of a particular comb capacitor is 

given as (2Nε0x0T)/y0, and the corresponding area it covers is given as the product of its 

length 01.1 x≈  and width 4Ny0. The capacitance per unit area is given as 

⎥
⎦

⎤
⎢
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== 22
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00 45.0
4.4
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y
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xNy
TxN

A
C

µ
εε

 

(6.39) 

With minimum features of y0=5, 6.5 and 8µm, and layer thickness T=50µm, we can 

accommodate 0.08pF, 0.05pF and 0.03pF per 100µm×100 µm, respectively. Figure 6.8 

a) depicts the increase in sensitivity due to the increase of Cf. 

6.6.2 Capacitance vs. Aspect Ratio 

The device described in this paper is made by using Deep Reactive Ion Etching 

(DRIE) micromachining. So far, we have been assuming that the sidewalls of the device 

are perfectly perpendicular to the substrate. However, in reality, this is not true. As 

illustrated in figure 6.9, the aspect ratio is not infinite, but has a finite slope. Our 

intention is to analyze the change in capacitance as a function of the slope angle α.  
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An infinitesimally small part of the capacitance is given as 

( ) dz
zg
xdC 00ε

=  
(6.40) 

where ( ) αtan20 zgzg −=  with [ ]Tz ,0∈ . Rewritten as a function of α, equation 

(6.40) becomes 

( ) α
εε

tan20
00

00

zg
dzxdz

zg
xdC

−
==  

(6.41) 

To obtain the total capacitance, we integrate equation (6.41) over the thickness 

( ) ∫
=

= −
=

Tz

z zg
dzxC

0 0
00 tan2 α

εα  
(6.42) 

which yields 

( ) ( )[ ]α
α

εα tan2lnln
tan2 00

00 TggxC −−=  
(6.43) 
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Figure 6.9 Illustration for the calculation of the influence of the final aspect ratio 
on the capacitances for the DRIE made structures. 
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or, rewritten  

( )
αα

εα
tan2

ln
tan2 0

000

Tg
gxC

−
=  

(6.44) 

In order to check what happens to the capacitance when 0→α , we take the limit of the 

C(α ) resulting in  
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Figure 6.10 Influence of finite aspect ratio on the capacitance for the DRIE made 
structures. 

 

The increase of the value of the capacitance as a function of the angle α is given 

as a capacitance ratio 

( )
( ) αα
α

tan2
ln

tan20 0

00

Tg
g

T
g

C
C

−
=  (6.46) 

and its behavior is illustrated in figure 6.10 for three cases of minimum features, y0=5, 

6.5 and 8 µm. The conclusion is that small “minimal features” are very sensitive to 

fabrication parameters. Therefore, if repeatability of the driving and sensing 
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capacitances is required, the larger “minimal features” have to be used – in this case 6.5 

or 8 µm. 

6.7 Conclusions 

As it was shown in the previous chapter, the solution to the problem of lateral 

instability of the electrostatic comb drive actuators can be accomplished by 

implementing an appropriate control system. One of the requirements to do that is that 

the lateral motion has to be measurable. Therefore, in this chapter, the modeling of the 

MEMS electrostatic comb capacitance bridge sensing structure in two degrees of 

freedom with the purpose of measuring both the lateral and axial motion was 

accomplished.  

A new comb drive actuator device was designed that has sensors in a four-

element bridge structure to detect both lateral and axial motion. A two degree-of-

freedom model was developed for the new device, and the corresponding performance 

analysis shows that it provides a suitable structure for more accurate control of comb 

drive actuators. The bridge-like structure of the sensor diminishes the influence of the 

out-of-plane motion to the sensing. Special attention was given to the electrostatic 

forces and to the sensitivity of the capacitance sensor. The impact of introducing a 

differential amplifier to measure the voltage difference of the bridge was analyzed, as 

well as the influence of the finite aspect ratio of the fabricated MEMS structure on the 

value of the capacitances. 
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CHAPTER 7 

CONCLUSIONS 

 

MEMS control and modeling has been shown to be the areas of intensive 

research and development in both industry and academia. With this in mind, and with 

the focus on work that has been presented in this dissertation, several conclusions can 

be drawn.  

In chapter 2, a simple novel method for generating a lumped nonlinear 

dynamical model of an electro-thermo mechanical actuator was presented. The method 

is based on a combined analytical and FEA approach. Several simple static FEA 

computations are needed to determine the parameters. The model can be evaluated 

outside the FEA environment by conducting numerical integration of ordinary 

differential equations. The structure of the model is reduced to a few states – 

temperature, velocity and position. The fictitious, average temperature is introduced as a 

state variable to preserve the energy balance inside the model. The resulting parameters 

are intuitive and have physical meaning that can be easily related to the geometry and 

material properties of the device. The model is flexible and enables a separate 

introduction of various phenomena and external forces. If necessary, a similar 

procedure can be extended to provide the higher-order degree of the model. 
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In chapter 3, the comparative analysis between open and close-loop driving of 

the comb drive is presented.  In terms of the complexity for the driving and sensing 

electronics, an open-loop approach has advantages over closed-loop control since it uses 

only driving circuits.  On the other hand, open-loop driving is extremely sensitive to 

parameter uncertainties and the shape of the input signal.  The choice of actuation 

strategy depends on the application of the MEMS device, the availability of the sensing 

technique, the size, and the speed of the device. The most difficult aspect of 

implementation is related to the hardware implementation, rather than the control 

algorithms. The control algorithms should be kept as simple as possible. The feedback 

control definitely gives promising results, but its implementation comes with price. It is 

worth to continue with the analysis and implementation of the feedback strategies as 

they promise interesting results and significant improvements of the dynamic behavior 

of MEMS devices. 

In chapter 4, the control scheme from chapter 3 was extended to accommodate 

light intensity feedback. An experimental setup and a practical system characterization 

of the light intensity control system for an optical waveform generator are given. The 

feedback control system is implemented on an actual MEMS VOA from chapter 3. The 

results verify that the control system proposed here do significantly improve the 

dynamical behavior of the existing device. It can be assumed that the implementation of 

the light intensity feedback may improve the accuracy of any VOA. Direct light 

feedback solves the problem of usually complex and uncertain relationship between 

position and light intensity. The price to be paid is the implementation of the feedback 
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itself. The MEMS VOA with its excellent light modulation properties, and wavelength 

independency, combined with the accuracy provided by controller, represents a flexible 

and useful tool in the analysis and testing of various optical networks. 

In chapter 5, the novel approach for counteracting the lateral instability of the 

electrostatic comb drive actuators was presented. The existing comb drive from chapter 

3, with a well-developed, experimentally verified mathematical model in one degree of 

freedom (DOF) was extended with the lateral DOF. The parameters of the lateral DOF 

model are determined through finite element analysis (FEA) and verified by static 

experimental results. This model was extended hypothetically for both the sensor and 

actuator for lateral movement. Additional features were used to design the controller for 

lateral motion. The introduction of lateral feedback extends the range of the electrostatic 

comb drive actuator. The amount of extension depends on how much force we can 

generate with the lateral actuators. The introduction of the lateral feedback has impact 

on the mechanical design of the device. With the lateral feedback in mind, the 

suspension can be made less stiff, and one can get larger deflections with lower voltages 

and a smaller size of the MEMS device. Lateral feedback gives more freedom in device 

design.  

Following the results from chapter 5, in chapter 6 the modeling of the sensing 

structure for the purpose of measuring both the lateral and axial motion was addressed. 

The new comb drive actuator has sensors in a four-element bridge structure to detect 

both lateral and axial motion was designed. The sensor structure is not sensitive to the 

out-of-plane motion. Special attention is paid to the contribution model of the 
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electrostatic forces and to the sensitivity of the capacitance sensor. The impact of 

introducing a differential amplifier to measure the voltage difference of the bridge is 

analyzed.  

 



 

 132

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

APPENDIX A 
 
 

ILLUSTRATIVE EXAMPLE FOR THERMAL ACTUATOR MODELING METHOD 
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EXAMPLE 1: Basic dynamic model 

The first step of the method is establishing the proper FE model in FEA tool; 

i.e., Ansys, as shown in figure 2.4. The SOLID5 element was used to mesh electro-

thermal model. Material properties and geometry are given in tables 2.1 and 2.2. The 

FEA setup is shown in figure A.1. The model contains the geometry of the thermal 

actuator and the portion of air between the thermal actuator and the substrate. Voltage is 

applied to the pads. Temperature boundary conditions are applied to the bottom area 

representing the substrate.  

AIR

300 K

POLYSILICON

Heat Removal via Polysilicon

Heat Removal via Air

V+

V-

AIR

POLYSILICON
Side View

Bottom View

 
 

Figure A.1 FE model contains the air box with the actuator body inside. The 
temperature boundary conditions are applied to the bottom of the box modeling 

substrate (T=300K). Model is built under assumption that convection and radiation heat 
removal is negligible. 

 

Since the temperature is expected to reach about 800K, the radiation effects 

were not included into the model. Convection through air is also insignificant as 
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convection does not exist between substrate and the hot and cold arms of the thermal 

actuator. Instead, the heat removal through the air is modeled as a conduction heat 

removal mechanism. Note that model should be built as accurate as possible and all 

effects that may appear should be included. The resulting dynamic model may contain 

errors if all phenomena are not considered. It is therefore essential to have accurate 

static FE setup. 

Before doing any FEA, the thermal capacitance was calculated assuming it is 

independent on temperature; i.e. 

( ) 181087.2 −−×=≈= WsKVcVTcC ppTH ρρ  (A.1) 

Note that if cp is dependent on temperature, the calculation for thermal 

capacitance is done for every voltage load step. The calculation is then closely related to 

the calculation of the average temperature for each step (2.16). In this example, 

however, the thermal capacitance is taken to be independent of temperature and can be 

therefore calculated before conducting any FEA. 

 

Table A.1 Values read out from the FEA. 

FEA step j Voltage [V] 

 

Total Power q[mW] Max T [K] 

1 1 0.99 309 
2 2 3.88 338 
3 3 8.41 384 
4 4 14.22 445 
5 5 20.88 517 
6 6 28.16 593 
7 7 35.79 674 
8 8 43.71 751 
9 8.4 46.73 789 
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Set of j voltages was applied. It was assumed we were interested only in basic 

dynamic model; i.e., only total thermal conduction is taken into account. The load 

voltages, total Joule heat, temperature distributions and maximal temperature were 

recorded for each load step and are shown in table A.1. Temperature distribution should 

be recorded, as well. Besides for average temperature calculation, it is used as a load in 

the subsequent structural FEA. 

Calculated, or derived quantities, are shown in table A.2. Electrical current can 

be calculated from Joule heat and applied voltage. Note that in this example electric 

current can also be read out from the FEA results as a current density through flexures. 

Average temperature is calculated according to (2.18). 

Table A.2 Values calculated directly from the FEA. 

FEA step j Current [mA] Tavg [K] (2.18) 
1 0.99 302.3 
2 1.94 308.8 
3 2.80 318.9 
4 3.55 331.5 
5 4.17 345.5 
6 4.69 359.9 
7 5.11 374.1 
8 5.46 387.6 
9 5.56 393.0 

 

Electrical conductance is now related to the average temperature as 

( ) jjjel viTG = , and is given in table A.3. Note that the value of the conductivity for 

zero voltage should be determined separately. It can be done in two ways. First, its 

value can be assumed based on the rest of the conductance values from table A.3. The 

other way is to conduct pure electrical FEA. The value of the applied voltage and the 
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current density through the actuator flexures gives the temperature-independent 

conductance, i.e. conductance at room temperature. 

Table A.3 Electrical conductance. 

Voltage [V] 

 

Current [mA] Conductivity 
[mA/V] 

0 - 1.00 (est.) 
1 0.99 0.99 
2 1.94 0.97 
3 2.80 0.93 
4 3.55 0.89 
5 4.17 0.83 
6 4.69 0.78 
7 5.11 0.73 
8 5.46 0.68 

8.4 5.56 0.66 
 

Electrical conductance data from table 3 fits into 

( ) 48.11080.31054.4 326 +×−×= −− TTTGe  (A.2) 

and is shown in figure A.2. 
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Figure A.2 Electrical conductance as a function of the average temperature. Data 

from table 3 were curve fitted. 
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Thermal conductance can be determined from ( )Tq  and T . Heat flow q(T) 

corresponds to ( )Ti  in electrical domain, while T  corresponds to voltage v. Thermal 

conductivity is now given as ( ) ( ) TdTdqTGqtot = , corresponding to ( ) dvdivGel = . 

Therefore, the first step is fitting ( )Tq  into curve. Second step is taking the derivative of 

( )Tq . Total Joule heat from the table 1 can be fitted into polynomial 

( ) 34.22648.11080.31054.4 2336 −+×−×= −− TTTTq  (A.3) 

A derivative of (A.3) gives thermal conductance 

( )
Td
TdqGqtot =  

(A.4) 

or, when (A.4) is calculated 

( ) 48.11080.31054.4 326 +×−×= −− TTTGqtot  (A.5) 

Thermal conductance is shown in figure A.3. 
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Figure A.3 Total thermal conductance as a function of the average temperature. 

Data from table 1 were curve fitted and the derivative with respect to the average 
temperature was taken. 
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Next step is static structural FEA. The FEA setup is shown in figure A.4. Now, 

the air region is not of interest anymore so it does not need to be modeled. Temperature 

distributions { }jiT  are applied as a load to the structural FEA and pads were fixed to the 

substrate. 

POLYSILICON

Load: Temperature distribution
POLYSILICON

Side View

Bottom View

Displacement x,y,z=0

FL=1♦N

 
Figure A.4 FE model contains only the body of the thermal actuator. Pads are 

fixed with displacement boundary conditions. Temperature distributions inside the 
thermal actuator body, recorded during electro-thermal FEA are applied to the actuator. 

 

For temperature load step j the deflection was recorded and the mass was 

calculated as shown in the first row of table A.4. Then, the load force of 1µN was 

applied to the actuator as it is shown in figure A.4. The FEA is repeated once again and 

the new deflection was recorded. The difference between original unloaded and loaded 

deflection was calculated according to (2.29). This is repeated j times and results are 

shown in table 4. 
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Table A.4 Mechanical parameters. 
Temp. 
load j 

Deflection 
[µm] (rec.) 

 

Mass [kg] (2.37) 
(calc.) 

∆ x (FL=1N) 
(rec.) (2.28) 

Calculated k 
[N/m] (2.29) 

1 0.19 12109.7 −×  0.19 5.25 
2 0.74 12109.7 −×  0.19 5.25 
3 1.70 12109.7 −×  0.19 5.25 
4 3.02 12109.7 −×  0.19 5.25 
5 4.61 12109.7 −×  0.19 5.25 
6 6.35 12109.7 −×  0.19 5.25 
7 8.31 12109.7 −×  0.19 5.25 
8 10.52 12109.7 −×  0.19 5.25 
9 11.27 12109.7 −×  0.19 5.25 
 

Now, with ( )TGel , ( )TGqtot  k and m known, the dynamic model from figure 2.3 

is determined. Note that damping was not calculated here but it is easy to do another set 

of fluid FEA to determine damping and include it into the model. 

( ) 2vTGq e=  

( ) ( ) qTTGTTC qtotth =∆+&  

( ) ( ) ( )TkxTkxdxTm α=++ &&&  

 

(A.6) 

 

EXAMPLE 2: Including different heat removal mechanisms 

The thermal conductivity from the example 1 was calculated from the total heat 

dissipation; i.e., Joule Heat. As such, it results in dynamic model but does not give 

information of how much heat is removed through the polysilicon, through the air, via 

convection and via radiation. If these effects are to be distinguished in terms of 

geometry or heat removal mechanism, more data should be recorded from the electro-
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thermal simulation than it was done in the example 1. Following modifications result in 

the same dynamic model. The difference is that heat removal rates are now separated.  

Let us assume that the total Joule heat is removed by radiation, convection, and 

conduction. Generally, Joule heat can be can written as (2.19) 

( ) ( ) ( ) ( )jconvjradjcondj TqTqTqTq ++=  (A.7) 

For example, we are interested in the actuator model when maximal working 

temperature is less than 800K. This fact excludes radiation effects from the simulation. 

We also know that, in the gap between actuator and the substrate heat can not be 

removed via conduction. It is removed through the air via conduction. Previous 

equation therefore reduces to  

( ) ( )jcondj TqTq =  (A.8) 

Conduction; however, contains two parts: conduction through the polysilicon 

anchors to the substrate and the conduction through the air to the substrate. These two 

conductions can be separated by expanding equation (A.8) as 

( ) ( ) ( )jaircondjpolycondj TqTqTq __ +=  (A.9) 

Moreover, it may be interesting to see how much heat is removed through the 

air from the cold arm and hot arm, since the difference influences the deflection. 

Equation (A.9) can be expanded as 

( ) ( ) ( ) ( )jhotaircondjcoldaircondjpolycondj TqTqTqTq _____ ++=  (A.10) 



 

 141

This expanding procedure can be continued until all areas of interest are 

included into analysis. In this example it is assumed that only conduction through the 

air and polysilicon are of interest and will therefore be addressed (A.9).  

The similar FEA setup that had been used in the first example was used in this 

example. This time, however, more data from FEA were recorded. Table A.1 and table 

A.2 are now expanded to accommodate recorded heat removal rates through air and 

polysilicon.  

 

Table A.5 Values read out from the FEA. 

FEA step 
j 

Voltage [V] 

 

Total Power 
q[mW] 

Power removed 
through the air [mW] 

Max T [K] 

1 1 0.99 0.76 309 
2 2 3.88 2.99 338 
3 3 8.41 6.52 384 
4 4 14.22 11.14 445 
5 5 20.88 16.56 517 
6 6 28.16 22.63 593 
7 7 35.79 29.10 674 
8 8 43.71 35.63 751 
9 8.4 46.73 38.50 789 

 
Table A.6 Values calculated from the FEA 

FEA step 
j 

Current [mA] Tavg [K] (2.18) Power removed through 
the polysilicon [mW] 

1 0.99 302.3 0.23 
2 1.94 308.8 0.89 
3 2.80 318.9 1.89 
4 3.55 331.5 3.08 
5 4.17 345.5 4.32 
6 4.69 359.9 5.53 
7 5.11 374.1 6.69 
8 5.46 387.6 8.08 
9 5.56 393.0 8.23 

 



 

 142

In similar fashion as it was done in example 1, the Joule heat and flow removal 

rates through the polysilicon and air were curve-fitted and derived. Resulting thermal 

conductivities are shown in figure A.5. 
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Figure A.5 Thermal conductances. Total thermal conductance, is same as in the 

figure A.3, is now sum of two thermal conductances – through polysilicon and air. 

 

The rest of the procedure is similar as in example 1. The resulting model is given as 

( ) 2vTGq e=  

( ) ( ) ( ) qTTGTTGTTC aircondpolycondth =∆+∆+ __
&  

( ) ( ) ( )TkxTkxdxTm α=++ &&&   

 

(A.11) 
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