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1. INTRODUCTION

In a recent paper [1] the author obtained results on the extendability of solutions of perturbed differential equations. The question of the extendability of solutions of differential equations is a fundamental and important property since questions of stability and boundedness require extendability. In this paper we continue our study of extendability of perturbed scalar differential equations. Our somewhat surprising results also extend to the question of uniqueness of the zero solution of perturbed equations satisfying an Osgood condition [4] (See also [2] for recent results on the uniqueness of perturbed systems.) Examples are provided to demonstrate the strength of our results. The interested reader may look in [3], [4], [5] for other results on extendability.

2. NOTATION AND PRELIMINARIES

Let $\mathbb{R}^d$ denote $d$-dimensional space. We represent solutions of the Cauchy problem $\dot{x} = f(t, x), x(t_0) = x_0$ by $x(t, t_0, x_0)$. We shall usually be analyzing the equations

(U) \hspace{1cm} \dot{x} = f(x) ,

(P) \hspace{1cm} \dot{x} = f(x) + h(t) ,

where $f : \mathbb{R} \to \mathbb{R}^+$ is continuous and $h : \mathbb{R} \to \mathbb{R}$ is Lebesgue measurable, and

($*\ ) \hspace{1cm} \int_0^\infty \frac{dr}{f(r)} = \infty .
Condition (*) is equivalent to the extendability of all solutions of (U) ([1]). We investigate the class of functions \( h(t) \) which preserve the extendability of solution and show by example that this class is, in a meaningful sense, "maximal". Again if we substitute the word uniqueness for extendability in each of our theorems, the results hold by noting condition (*) is essentially the Osgood condition at infinity.

3. RESULTS AND EXAMPLES

Before we state our results we will need the following definitions.

DEFINITION 3.1. Let \( S(T) \) be the class of continuous functions \( h(t) \), such that \( h : R^+ \to R \) and there exists \( t_0 \in R^+ \) such that \( h(t_0) > T \geq 0 \).

DEFINITION 3.2. Let \( \hat{S}(T) \) be the class of continuous functions \( h(t) \) where \( h : R^+ \to R \) such that \( h(t) < T \) almost everywhere.

DEFINITION 3.3. Let \( \hat{S}(T) \) be the class of continuous functions \( h(t) \), where \( h : R^+ \to R \) such that there exists \( t_0 \) such that \( h(t_0) < -T \leq 0 \).

DEFINITION 3.4. Let \( \overline{S}(T) \) be the class of continuous functions \( h(t) \), where \( h : R^+ \to R \) such that \( h(t) > -T \) almost everywhere.

Using these definitions we see that \( S(T) \cap \overline{S}(B) \) is the set of continuous functions \( h(t) \), where \( h : R^+ \to R \), such that there exists a \( t_0 > 0 \) and a \( t_1 > 0 \) such that \( h(t_0) > T \geq 0 \) and \( h(t_1) < -B \leq 0 \). Similarly, \( \hat{S}(T) \cap \overline{S}(B) \) is the set of continuous functions \( h(t) \), where
\( h: R^+ \to R \), such that \(-R < h(t) < T\) almost everywhere \((T\text{ and } B\text{ can both assume } +\infty)\).

We now state our results leaving the proofs to Section 4.

**THEOREM 3.1.** Assume \( f:R \to R \) such that
\[
\liminf_{x \to \infty} f(x) \geq -T, \ T \geq 0
\]
and
\[
\limsup_{x \to \infty} f(x) \leq B, \ B \geq 0.
\]

Suppose
\[
\left| \int_{-\infty}^{\infty} \frac{dr}{f(r)} \right| = \left| \int_{-\infty}^{\infty} \frac{dr}{f(r)} \right| = \infty
\]

Then all solutions of
\[
(P) \quad \dot{x} = f(x) + h(t)
\]
exist in the future for one \( h(t) \in S(T) \cap *S(B) \) if and only if all solutions of \((P)\) exist in the future for all \( h(t) \in S(T) \cap *S(B) \).

**REMARK.** An immediate consequence of Theorem 3.1 is the following: we assume \( f(x) > 0 \) for all \( x > 0 \) and \( f(x) < 0 \) for all \( x < 0 \), and all solutions of \( \dot{x} = f(x) \) exist in the future. The set \( S(0) \cap *S(0) \) is the set of all continuous functions \( h(t) \) which change sign. Thus, according to Theorem 3.1, if we know there exists a continuous function \( h_1(t) \) such that \( |h_1(t)| \) is very "small" on a very "small" interval and such that all solutions of
\[
\dot{x} = f(x) + h_1(t)
\]
exist in the future, then no matter how "large" we allow \(|h(t)|\) to be we still have that all solutions of
\[
x = f(x) + h(t)
\]
exist in the future. On the other hand, if we suppose there exists a function \(g_1(t)\) such that \(|g_1(t)|\) is very large and such that there exist solutions of
\[
x = f(x) + g_1(t)
\]
which do not exist in the future, then no matter how "small" \(|g_2(t)|\) is made, there exist solutions of
\[
x = f(x) + g_2(t)
\]
which do not exist in the future.

In [1], we considered the problem of the existence in the future of all solutions of

\[(P') \quad x = f(t,x) + h(t)\]

where \(f: \mathbb{R} \times \mathbb{R} \to \mathbb{R}\) and \(h: \mathbb{R} \to \mathbb{R}\), and both \(f\) and \(h\) were continuous; and we provided sufficient conditions on \(f\) such that all solutions of \((P')\) existed in the future for all continuous \(h\). Now we will discuss the reduced problem in which \(f: \mathbb{R} \to \mathbb{R}\) and provide weaker conditions on \(f\) to get similar results.

**Theorem 3.2.** If \(\lim \inf_{x \to -\infty} f(x) = -T\) and \(\lim \sup_{x \to -\infty} f(x) = B\) then all solutions of
\[
x = f(x) + h(t)
\]
exist in the future if $h(t) \in \mathcal{S}(T) \cap \mathcal{B}(B)$.

**REMARK.** If $f:R^+ \to R$ ($f:R^- \to R$) then let $B = \infty$ ($T = \infty$).

We will now construct an example which shows that the set $\mathcal{S}(T)$ cannot be extended to include those continuous functions \{h(t)\} such that $h(t) = T$ on an arbitrary interval $[a,b]$ and $0 \leq h(t) < T$ everywhere else.

**EXAMPLE 3.1.** We define the following function $f:R^+ \to R$: for each integer $n \geq 1$ such that $n \leq x \leq n + 1$

$$f(n) = -T + 1/n$$
$$f(n + 1) = -T + \frac{1}{n + 1}$$
$$f(x) = x^2 \quad n + \frac{1}{n^3} \leq x \leq n + 1 - \frac{1}{(n + 1)^3}$$

and $f(x)$ is linear on

$$n \leq x \leq n + \frac{1}{n^3}$$
on

$$n + 1 - \frac{1}{(n + 1)^3} \leq x \leq n + 1$$

and on $[0,1]$ such that $f(0) = 0$.

Hence we have

$$\lim \inf_{x \to \infty} f(x) = -T$$

and all solutions of

$$x = f(x)$$
exist in the future. We claim that there exist solutions of

\[(P) \quad x = f(x) + h(t)\]

which do not exist in the future for any \( h(t) \) described above. For \( t \in [a,b] \), \((P)\) becomes

\[\text{(3.1)} \quad x = f(x) + T,\]

and it suffices to show that there exist solutions of \(\text{(3.1)}\) which do not exist on \([a,b]\); that is, if \( t_0 = a \), there exists a point \( x_0 \) and a solution \( x(t,a,x_0) \) of \(\text{(3.1)}\) such that

\[x(t,t_0,x_0) \to \infty \text{ as } t \to t < b.\]

We shall prove \(\int_0^\infty \frac{dx}{f(x) + T}\) is finite, which will establish the claim. We have

\[
\int_0^\infty \frac{dx}{f(x) + T} \leq \int_0^\infty \frac{dx}{x^2 + T} + \sum_{n=2}^{\infty} \text{area of } R_n,
\]

where \( R_n \) is the rectangle of height \( n \) and base \( \frac{2}{n^3} \). Therefore, area of \( R_n = \frac{2}{n^2} \) and

\[
\sum_{n=2}^{\infty} \text{area } R_n = \sum_{n=2}^{\infty} \frac{2}{n^2} < \infty.
\]
Hence, since
\[\int_{x_0}^{\infty} \frac{dx}{x + x^2} < \infty,\]
we have
\[\int_{x_0}^{\infty} \frac{dx}{f(x) + T} < \infty.\]
We can pick \( \overline{e} \) so large that
\[\int_{x}^{\infty} \frac{dx}{f(x) + T} < b - a\]
which implies, for the initial point \((a, \overline{e})\), there exists a solution of (3.1), \(x(t, a, \overline{e})\), such that
\[x(t, a, \overline{e}) \to \infty \text{ as } t \to \hat{t} \leq b,\]
thus proving our claim.

**REMARK.** When \( B = T = \infty \), Theorem 3.2 implies that all solutions of
\[x = f(x) + h(t)\]
exist in the future for all continuous functions \(h(t)\).

If we apply Theorems 3.1 and 3.2 to Example 3.1 we find that if we consider
\[x = f(x), \quad x > 0\]
\[x = -f(-x), \quad x < 0,\]
then the only admissible perturbation term is \(h(t) \equiv 0\); that is, no other continuous function can perturb this system and still preserve existence in the future.
4. PROOFS

We now state and prove two lemmas needed in the proof of Theorem 3.1.

**Lemma 4.1.** Assume $\lim_{x \to -\infty} \inf f(x) \geq -T$, $T > 0$, where $f: \mathbb{R}^+ \to \mathbb{R}$ is continuous. Then all solutions of

$$(P) \quad x = f(x) + h(t)$$

exist positively in the future for one $h(t) \in S(T)$ if and only if all solutions of $(P)$ exist positively in the future for all $h(t) \in S(T)$.

**Proof:** The sufficiency follows immediately.

Conversely, assume all solutions exist positively in the future for

$$(P) \quad x = f(x) + j(t)$$

for some $j(t) \in S(T)$. Assume there exists $g(t) \in S(T)$, points $t_0, \hat{t}, x_0$, and a solution $x(t, t_0, x_0)$ of

$$(P) \quad x = f(x) + g(t)$$

such that $x(t, t_0, x_0) \to +\infty$ as $t \to \hat{t}$. We define

$$h(x) = f(x) + T.$$ 

There exists $K_1 > T$ such that $g(t) \leq K_1$ for $t \in [t_0, \hat{t}]$. Defining

$$K_2 = K_1 - T > 0,$$

we have

$$f(x) + g(t) \leq h(x) + K_2.$$
for \( t \in [t_0, \hat{t}] \). Hence we have the existence of a solution \( x(*, t_0, x_0) \) of

\[
x = h(x) + K_2
\]

which does not exist on \([t_0, \hat{t}]\). From [1] we have

\[
\int_{x_0}^{\infty} \frac{dx}{h(x) + K_2} < \infty
\]

\[
+ \int_{x_0}^{\infty} \frac{dx}{h(x) + C} < \infty \text{ for any } C > 0.
\]

Since \( j(t) \in S(T) \), we have the existence of a \( t^1 \) such that \( j(t^1) > T \). Hence there exists an interval \([a, b]\) with \( t^1 \in [a, b] \), and a constant \( K_3 > 0 \) such that \( j(t) - T \geq K_3 \) for all \( t \in [a, b] \). Thus, we have

\[
x = f(x) + j(t)
\]

\[
\geq h(x) + K_3, \text{ for } t \in [a, b].
\]

Since

\[
\int_{x_0}^{\infty} \frac{dx}{h(x) + K_3} < \infty,
\]

there exists \( x^1 \) such that

\[
(4.1) \quad \int_{x_1}^{\infty} \frac{dx}{h(x) + K_3} \leq b - a.
\]

Using (4.1) we see that there exists a solution \( x(^*, a, x^1) \) of

\[
x = h(x) + K_3
\]

such that

\[
x(t, a, x^1) \to \infty \text{ as } t \to \tilde{t} < b.
\]
Since \( f(x) + j(t) \geq h(x) + K \) for \( t \in [a,b] \), we have the existence of a solution of

\[
\dot{x} = f(x) + j(t)
\]

which does not exist positively in the future, a contradiction.

**LEMMA 4.2.** Assume solutions of \( \dot{x} = f(x) \) exist in the future where

\( f: \mathbb{R} \to \mathbb{R} \) is continuous and such that \( \lim_{x \to \infty} \sup_{x^+} f(x) \leq T \). Then all solutions of

\[
\dot{x} = f(x) + h(t)
\]

exist negatively in the future for one \( h(t) \in \mathcal{S}(T) \) if and only if all solutions exist negatively in the future for all \( h(t) \in \mathcal{S}(T) \).

**PROOF:** We shall reduce the hypotheses to an equivalent set of hypotheses satisfying Lemma 4.1. If we let \( y = -x \) then the equation \( \dot{x} = f(x) \) becomes

\[
\dot{y} = -f(-y), \quad y > 0.
\]

Since

\[
\lim_{x \to -\infty} \sup_{x^+} f(x) \leq T
\]

\[\iff \lim_{x \to -\infty} \inf_{x^+} f(x) \geq -T\]

\[\iff \lim_{y \to +\infty} \inf_{y^+} (-f(y)) \geq -T,\]

and

\[h(t) \in \mathcal{S}(T)\]

\[\iff -h(t) \in \mathcal{S}(T);\]
we can reduce the hypotheses on \( f(x), h(t) \) and on

\[ x = f(x) + h(t) \]

in Lemma 4.2 by considering the change of variables \( y = -x \) which transforms the above differential equation to

\[ y = -f(-y) - h(t) \]

in which \(-f(\cdot)\) and \(-h(\cdot)\) satisfy the hypotheses of Lemma 4.1. Hence we have produced an equivalence between Lemmas 4.1 and 4.2, thus proving the result.

**Proof of Theorem 3.1:** If \( \lim \inf_{x \to 0} f(x) \geq -T, \ T \geq 0, \) and if

\[ \lim_{x \to \infty} f(x) \leq B \]

we can apply Lemmas 4.1 and 4.2 respectively to \( h(t) \in S(T) \) and \( h(t) \in \hat{S}(B) \). Since existence in the future is equivalent to positively and negatively existence in the future we arrive at the result of Theorem 3.1 for \( h(t) \in S(T) \cup \hat{S}(B) \).

**Proof of Theorem 3.2:** It is sufficient to show that if \( \lim \inf_{x \to 0} f(x) = -T, \) \( T \geq 0, \) then all solutions of

\[ x = f(x) + h(t) \]

exist positively in the future for \( h(t) \in \hat{S}(T) \). Once this is shown, we can use the same techniques as were used in the previous theorem to obtain the result.

Since \( h(t) \in \hat{S}(T) \), we have \( h(t) < T \) almost everywhere on \( [0, \infty) \). Hence \( h(t) = T \) on a set of measure zero and there exists no \( t \) such
that \( h(t) > T \). We may in fact assume \( h(t) < T \) everywhere and then readily verify the result for \( h(t) \in \mathcal{S}(T) \).

We assume the theorem is not true; that is, there exist an initial point \((t_0, x_0)\), a point \( \hat{t} \), and a solution \( x(\cdot, t_0, x_0) \) of
\[
x = f(x) + h(t)
\]
such that \( x(t, t_0, x_0) \to +\infty \) as \( t \to \hat{t} \). When we consider the interval \([t_0, \hat{t}]\) we can find an \( \varepsilon_1 > 0 \) such that
\[
h(t) \leq T - \varepsilon_1 \quad \text{for all } t \in [t_0, \hat{t}].
\]

Since \( \lim_{x \to x_0} f(x) = -T \), we have a sequence of points \( \{x_n\} \) such that \( x_n \to \infty \) and \( \lim_{n \to \infty} f(x_n) = -T \).

Hence there exists \( N \) sufficiently large such that for \( n \geq N \),
\[
f(x_n) < -T + \varepsilon_1.
\]

By the continuity of \( f(x) \) we have for each \( n, N(\delta_n) \), a \( \delta_n \) neighborhood of \( x_n \) such that \( x \in N(\delta_n) \to f(x) \leq -T + \varepsilon_1 \). Consequently,
\[
f(x) + h(t) \leq (-T + \varepsilon_1) + (T - \varepsilon_1) = 0
\]
for \( t \in [t_0, \hat{t}] \) and \( x \in N(\delta_n) \), for all \( n \geq N \). There exists \( N\varepsilon > N \) such that \( x_0 \leq x_{N\varepsilon} \) and \( f(x) + h(t) \leq 0 \) for \( x \in N(\delta_{N\varepsilon}) \) and \( t \in [t_0, \hat{t}] \).

Therefore,
\[
x(t, t_0, x_0) \leq x_{N\varepsilon}
\]
for \( t \in [t_0, \hat{t}] \), a contradiction to \( x(t, t_0, x_0) \to +\infty \) as \( t \to \hat{t} \).
5. CONCLUDING REMARKS

We see that many results on perturbed differential equations that utilize integral conditions can be obtained using the techniques in this paper, as well as in [1]. In addition to uniqueness and extendability, one can get results on the boundedness of solutions of differential equations. A somewhat different analysis can also be realized when considering boundary value problems. It is known that the Nagumo condition [6] is extremely important in obtaining bounds for the derivative of a solution of a two point boundary value problem. We observe that by using the results of [1] and this paper, bounds on the derivative of solutions of a perturbed differential equation with two point boundary conditions can be obtained. This may be quite useful in applications and numerical approximations.
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