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ABSTRACT

AN EFFICIENT PIECEWISE LINEAR NETWORK

Rohit Rawat, M.S.

The University of Texas at Arlington, 2009

Supervising Professor: Michael T. Manry

A Piecewise Linear Network (PLN) is a local network that offers the accuracy of higher order networks and the Multi Layer Perceptron (MLP), with the computational simplicity of linear networks. A method to design a PLN is demonstrated and several clustering algorithms, used in the design procedure, are compared. The performance of the Self Organizing Map (SOM) clustering algorithm has been found to be slightly better than the other clustering methods. Methods to determine the appropriate threshold in the Sequential Leader algorithm have been studied. A binary search based approach was found to be the most efficient in terms of the number of trials needed. Methods to delete extra clusters generated have been studied and compared to pruning. Pruning yields the best networks followed by deleting the smallest clusters. Methods of improving PLN
pruning performance have been developed, including segregation of patterns by clusters, the use of partial distances, and redesign of only changed clusters. Results have been presented for several different data files.
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CHAPTER 1
INTRODUCTION

1.1 Neural Networks

Neural networks consist of highly interconnected processing elements working to solve specific problems. A neural network processing element (a neuron) consists of a number of inputs that are multiplied by gains, a threshold that is added to it, and an activation function that performs a transformation on the result.

Neural networks have an amazing ability to learn. Given an arbitrary data set, a neural network can approximate a mapping from the inputs to the outputs.

Neural networks are used in approximation problems [1] such as stock market forecasting [2], aviation prognostics [3], data mining [4, 5], filtering [6], and control applications [7]. They are also used in classification problems such as speech recognition [8], character recognition [9], fingerprint recognition [10], and face detection [11].

1.1.1 Benefits of Neural Networks

Neural networks have several benefits such as [1]:

1. Nonlinearity: An artificial neuron is nonlinear because of its activation function. A neural network made up of such elements is also nonlinear. This property is essential, especially when modeling nonlinear phenomenon [7, 12].
2. Input-Output Mapping: In the supervised learning paradigm, the synaptic weights of a neural network are modified to minimize the error between the desired output and the actual outputs of the network. The network is trained with several training patterns till the change in weights becomes negligible. The network thus forms a mapping between the input data and the desired outputs. They are thus useful in regression analysis, such as time series prediction, fitness approximation and modeling [13].

3. Adaptivity: Neural networks have an ability to adapt their weights according to changes in operating conditions. In other words, a network can be easily retrained to deal with changes in the operating environment. This adds robustness to the system [14].

4. Evidential Response: Neural network based classifiers can be designed to provide information not only about the decision made, but also the confidence in the decision [15, 16]. This helps in eliminating ambiguous patterns.

5. Contextual Information: Every neuron in the network is potentially affected by the outputs of other neurons in the network. Thus neural networks can grasp contextual information from the data [17].

6. Fault Tolerance: Due to the highly distributed processing in a neural network, the loss of or damage to one neuron does not affect the performance of the whole network drastically. There is a graceful degradation in performance [18].

7. VLSI Implementability: The massively parallel and hierarchical structure of neural networks makes them suitable for hardware implementation using very-large-scale-integration (VLSI) technology [1, 19, 20].
1.1.2 Model of a Neuron

The neuron described in this document has a structure similar to the one shown in the following figure:

![Figure 1.1 Nonlinear model of a neuron.](image)

The components of a neuron are described below:

1. Synapses are a set of interconnecting links, each of which is characterized by a weight that is multiplied to the input to determine the value at its output.

2. An adder sums up the outputs of all the synapses and a fixed bias to produce a value known as the net function. The bias works to increase or decrease the net function.

3. An activation function is applied to the net function to limit its output. The activation function can be used to transform the output to a binary representation if desired, or to introduce nonlinearity in the outputs.

Typically used activation functions [1] are:

a. Thresholding Function

b. Piecewise-Linear Function

c. Sigmoidal Function
1.2 Types of Neural Networks

Neural networks can be classified on the basis of the structural arrangement of neurons and the way information travels between them. Each arrangement requires a different learning algorithm for training the network. Although there can be any number of arbitrary network configurations, a few prominent ones with well developed learning algorithms are mentioned here.

1.2.1 Single-Layer Feedforward Networks

Single layer feedforward networks are made up of a single layer of neurons. The inputs to the network are projected onto this layer, and the neuron outputs are the final outputs of the network. There is no connection between the output of one neuron and the input of another neuron, so there is strictly unidirectional flow of information.

1.2.2 Multi-Layer Feedforward Networks

Multi-layer feedforward networks have one or more additional hidden layers between the input layer of source nodes and the output layer. The extra layer adds processing power to the network in terms of an additional set of neuron interaction, and increases global connectivity.

Typically, the input layer is connected to the inputs of the first hidden layer. The outputs of the first hidden layer are connected to the inputs of the next layer and so on. There can also be bypass weights directly connecting the input layer to the output layer, or outputs of any layer to the inputs of a higher layer. But there are no feedback loops, i.e., weights connecting outputs of a higher layer to the inputs of a lower layer.
A neural network is said to be fully connected if every node in each layer of the network is connected to every node in the adjacent forward layer. If any of these connections are missing, the network is said to be partially connected [1].

1.2.3 Recurrent Networks

The human brain has a highly interconnected network of neurons through synapses comprising many recurrent connections. To model systems which are biologically more realistic, recurrent neural network architectures are considered more suitable [17, 21].
A recurrent network is different from a feedforward network in the sense that it has at least one feedback loop. The feedback links have a unit delay element (denoted by $z^{-1}$), which results in a nonlinear dynamical behavior.

![Diagram of a recurrent network](image)

Figure 1.3 Example of a recurrent network.

In the recurrent network shown in Figure 1.3, there is a single layer of neurons with each neuron feeding its output signal back to the inputs of all the other neurons. If the output of a neuron is fed to one of its own inputs, it is said to have a self feedback loop [1].

### 1.2.4 Radial Basis Function Networks

A radial basis function (RBF) is a function whose value depends only on the distance from an input vector $x$ to a center vector $m_k$.

$$\phi(x) = \phi(\|x - m_k\|)$$

The norm is usually the Euclidian distance, though other distance measures are also used.
Radial basis function networks have neurons with nonlinear RBF activations in the hidden layer. The input layer is made up of sensory neurons. When the hidden layer is larger than the input layer, the network applies a nonlinear transformation from the input space to a hidden space of higher dimensionality. The output layer is just a linear layer generating the output of the network. A pattern classification problem cast in a high dimensional space is more likely to be linearly separable than in low dimensional space [22]. This justifies the linear operation following the nonlinear operation. With a higher dimensional hidden space, the network is better able to approximate a smooth input-output mapping [23, 24].

Figure 1.4 Structure of a radial basis function network.

1.2.5 Time-Delay Neural Networks

Time-delay neural networks (TDNNs) are used for processing temporal data such as recognizing phonemes in speech. Delay elements are used to preserve the previous output of a neuron. Several delay units can be aggregated to delay information by different periods. In the TDNN shown in Figure 1.5, the inputs to the hidden layer are the current set of feature inputs, along with several delayed versions of previous inputs and hidden
layer outputs, for multiple delay values. Time-delay neural networks are able to keep track of context, which plays an important role in speech perception [1, 8, 25].

Actual speech has various inflections and phonemes that have a variable duration. Thus, it becomes difficult for a TDDN with a fixed structure to accurately model such data. Traditionally, Hidden Markov Models (HMMs) have been used for temporal processing tasks such as speech and handwriting recognition. HMMs are stochastic processes whose underlying Markov chains have unobserved states. Various TDNN/HMM hybrid models have been found to perform temporal pattern recognition tasks well [1, 26].

1.3 Neural Networks as Approximators and Classifiers

1.3.1 Neural Networks as Approximators

While initially developed to mimic brain functions, neural networks can be thought of as another way of developing approximations. A function of many variables needs to be approximated given only values of the function (often perturbed by noise) at various points in the variable space. Typically, a feed-forward network with a single hidden layer, with enough hidden units to approximate the continuous function is selected. The optimum size and topology of the network has been studied in the literature [27]. Neural
networks are being increasingly preferred over polynomial approximations. Unlike polynomial approximations, neural networks can be trained for ill-posed patterns, but the mappings they yield for such cases may not be globally accurate [28].

1.3.2 Neural Networks as Classifiers

A classifier groups items with similar feature vectors into labeled groups. A Nearest Neighbor classifier can be designed by using clustering algorithms, and assigning classes to clusters or groups of clusters. Neural network classifiers are designed by thresholding or segmenting the output of a neural network into classes. Better results can be obtained by training for uncoded outputs instead of a single output [29, 30].

1.4 Piecewise Linear Networks

Piecewise linear networks use the divide and conquer approach in solving a problem. The input vector space is divided into several different clusters and a linear mapping is developed for the patterns in each cluster. When utilizing such a network, the incoming pattern is matched with the cluster closest to it, and the network corresponding to that cluster is used to compute the output of the complete network [31].

1.4.1 Piecewise Linear Multi-layer Perceptron

Traditional MLPs use a sigmoid or step activation function. A sigmoidal activation can be replaced with a piecewise linear activation function which can be continuous or discontinuous. This activation function can be trained using traditional back propagation algorithms [32, 33].
1.4.2 Simplicial Piecewise Linear Approximation

Given real numbers $b_1 < b_2 < \ldots < b_k$, let $f$ be a function on $\mathbb{R}$ that is linear on each interval $[b_i, b_{i+1}]$, $i = 0, 1, \ldots, k$. Such a function is called piecewise linear and the numbers $b_i$ are called breakpoints.

A continuous function can be modeled with a piecewise linear model, i.e. by defining it in pieces that are linear. By increasing the number of linear segments, the original function can be approximated very accurately [34].

1.4.3 Discontinuous PLN

In a discontinuous PLN, the training patterns are clustered by the inputs. A linear mapping for each cluster is independently trained. The overall network is a piecewise linear mapping, that may not be continuous [31, 35].

1.5 Properties of Discontinuous PLN

Discontinuous piecewise linear networks have several desirable properties:

1. Since PLN modules are trained by solving linear equations, we can take advantage of fast algorithms like conjugate gradient [36] and the Schmidt procedure [37] to speed up the process.

2. PLNs can approximate a discontinuous mapping. Even though clustering is done only on the inputs, the clusters formed usually have a good input-output mapping as well.

3. A PLN can be pruned down to the required size to suit the processing and accuracy needs of a particular application.

4. PLNs have been successfully used for feature selection [38]. Feature selection is important when there are initially too many features. The goal is then to find the
best small feature subset. Unnecessary features cause several problems such as: 1) increased training time, 2) the *Curse of Dimensionality* [39], and 3) convergence difficulties and 4) poor generalization during training [38].

1.6 PLN Problems

PLNs have several problems including the following:

1. It is difficult to estimate the right number of clusters to approximate a given function. Too many clusters can lead to memorization due to small cluster size, while too few clusters prevent the formation of a good mapping [40].

2. Clustering is not necessarily optimal. The major drawback of the K-means and SOM algorithms is that they often get stuck in a local minima and the result is largely dependent on the choice of initial cluster centers [41, 42].

3. There may be small clusters made up of outlier patterns that do not represent the rest of the data. The PLN may memorize such clusters to reduce the overall error, but will have lower performance during validation. If these clusters are merged with others, they may skew the clusters and introduce error in the mapping [43].

4. Error is not fed back during training. The clustering algorithms currently employed only cluster the inputs and do not consider the output mappings. This can result in the formation of bad clusters which have a large training error.

5. Pruning algorithms for the PLN require at least two complete passes through the data file to prune one cluster. This can significantly slow down pruning, given the slow access speeds of storage devices.

6. Pruning algorithms that prune one cluster at a time do not necessarily produce the optimal set of clusters when used repeatedly to prune more than one cluster.
1.7 Objectives of This Thesis

In chapter 2, we review the basic concepts useful in design of a PLN. In chapter 3, we review the PLN, and the basic PLN pruning algorithm. In chapter 4, we discuss various clustering techniques. In chapter 5, we propose a new threshold estimation technique for the sequential leader clustering algorithm, which yields a good threshold that can be used to quickly arrive at the desired number of clusters. In chapter 6, we compare the performance of various clustering methods in PLN design, and give an optimized pruning algorithm that significantly reduces file access and improves pruning speeds. In chapter 7, we present the results of our algorithm on several data files. In chapter 8, we present our conclusions and possible enhancements to this work.
CHAPTER 2
BACKGROUND FOR PIECEWISE LINEAR NETWORKS

2.1 Introduction

In this chapter we discuss the basics required for the study of PLNs including distance measures, the Schmidt procedure, and methods to validate networks.

2.2 Distance Measures

A distance measure d() is a function of two vectors and yields a value quantifying the distance between the two. Distance measures are used by clustering methods to determining proximity of patterns to each other, and by piecewise linear networks to select a network with which to process an incoming pattern.

The 1-norm distance, also called the Manhattan or city block distance between two real vectors \( \mathbf{x} \) and \( \mathbf{m} \) of dimension N is given by [44]:

\[
d(\mathbf{x}, \mathbf{m}) = \sum_{n=1}^{N} |x(n) - m(n)|
\]  

(2.1)
Figure 2.1 Manhattan distance.

The 2-norm distance, often called the Euclidean distance is given by [45]:

\[ d(\mathbf{x}, \mathbf{m}) = \sum_{n=1}^{N} (x(n) - m(n))^2 \]  \hspace{1cm} (2.2)

The square root is left out, since that has no effect on the decisions that follow. The weighted Euclidean distance is a modified version of the Euclidean distance which uses different weights in the sum for different dimensions of the vector, based on their importance [46]. It is defined as:

\[ d(\mathbf{x}, \mathbf{m}) = \sum_{n=1}^{N} (x(n) - m(n))^2 \cdot w(n) \] \hspace{1cm} (2.3)

where \( w(n) \) is the weight given to the \( n^{\text{th}} \) dimension of the vectors.

The Mahalanobis distance takes into account the correlations of the data set and is scale invariant. When the features are not correlated, the Mahalanobis distance is equivalent to the squared Euclidean distance. The Mahalanobis distance is defined as:

\[ d(\mathbf{x}, \mathbf{m}) = \sum_{n=1}^{N} \sum_{m=1}^{N} a(n,m) \cdot [x(n) - m(n)] [x(m) - m(m)] \] \hspace{1cm} (2.4)

where \( A = C^{-1} \), and \( C \) is the covariance matrix defined as \( C = \text{E}[ (\mathbf{x} - \mathbf{m}) \cdot (\mathbf{x} - \mathbf{m})^T ] \) where \( \mathbf{m} = \text{E}[ \mathbf{x} ] \).
If the covariance matrix $C$ is the identity matrix, then the Mahalanobis distance reduces to the Euclidian distance [47].

### 2.3 Schmidt Procedure for Training Linear Networks

Consider a linear system mapping of an $(N+1)$ dimensional augmented input vector $x_{ap}$ to an $M$ dimensional output vector $y_p$. The system parameters are in the form of an $M \times (N+1)$ weight matrix $W$, and $y_p$ is calculated as:

$$y_p = W \cdot x_{ap}$$

where $x_{ap}$ is the augmented input vector given by:

$$x_{ap} = (x_p^T : 1)^T \quad (2.5)$$

Given training data consisting of inputs $x_p$ of dimension $N$ and corresponding outputs $t_p$ of dimension $M$, to solve for $W$ by regression, the following error is minimized:

$$E = \sum_{p=1}^{N_v} ||t_p - W \cdot x_{ap}||^2 \quad (2.6)$$

where $x_{ap}$ is the augmented input vector obtained by equation (2.5). The auto correlation matrix $R$ is defined as:

$$r(n,l) = \frac{1}{N_v} \sum_{p=1}^{N_v} x_{ap}(n) \cdot x_{ap}(l) \quad (2.7)$$

The cross-correlation matrix $C$ is defined as:

$$c(n,i) = \frac{1}{N_v} \sum_{p=1}^{N_v} x_{ap}(n) \cdot t_p(i) \quad (2.8)$$

The weight matrix $W$ can be solved using the following procedure. Writing equation (2.6) in terms of element of $W$: 
\[ E = \frac{1}{N_v} \sum_{p=1}^{N_v} \sum_{i=1}^{M} P_p(i) - \left( \sum_{n=1}^{N+1} w(i,n) \cdot x_{ap}(n) \right)^2 \]  

(2.9)

Differentiating it with respect to the elements of \( W \):

\[ \frac{\partial E}{\partial w(m,l)} = -\frac{2}{N_v} \cdot \sum_{p=1}^{N_v} P_p(m) \cdot x_{ap}(l) - \left( \sum_{n=1}^{N+1} w(m,n) \cdot x_{ap}(n) \right) \cdot x_{ap}(l) \]  

(2.10)

This can be simplified as:

\[ \frac{\partial E}{\partial w(m,l)} = -\frac{2}{N_v} \cdot \sum_{p=1}^{N_v} \left( x_{ap}(l) \cdot P_p(m) \right) - \left( \sum_{n=1}^{N+1} w(m,n) \cdot x_{ap}(n) \right) \cdot x_{ap}(l) \]  

(2.11)

Writing in terms of auto and cross correlation matrices:

\[ \frac{\partial E}{\partial w(m,l)} = -\frac{2}{N_v} \cdot c(l,m) - \left( \sum_{n=1}^{N+1} w(m,n) \cdot r(n,l) \right) \]  

(2.12)

To minimize the mean squared error, this derivative is equated to zero, generating \( M \) sets of \( (N+1) \) linear equations in \( (N + 1) \) variables:

\[ c(1,m) = \sum_{n=1}^{N+1} w(m,n) \cdot r(n,1) \]  

\[ c(2,m) = \sum_{n=1}^{N+1} w(m,n) \cdot r(n,2) \]  

for \( 1 \leq m \leq M \)  

(2.14)

\[ c(N+1,m) = \sum_{n=1}^{N+1} w(m,n) \cdot r(n,N+1) \]

These equations can be represented in a compact way as:

\[ R \cdot W^T = C \]  

(2.15)

where \( R \) is the \( (N+1) \times (N+1) \) autocorrelation matrix, \( W \) is the \( M \times (N+1) \) weight matrix, and \( C \) is the \( (N+1) \times M \) cross-correlation matrix.
These equations can be solved using conjugate gradient [36] or the Schmidt procedure [37].

2.3.1 Schmidt Procedure

The Schmidt procedure maps the inputs into an orthonormal system which speeds up the computation of weights. For un-ordered basis functions $x$ of dimension $N_u$, where $N_u$ may be $(N + 1)$, the $m^{th}$ orthonormal basis function $x'_m$ is defined as [37, 48]:

$$x'_m = \sum_{k=1}^{m} a_{mk} x_k$$

where $A$ is a lower triangular $N_u$ by $N_u$ orthonormalization matrix.

Initially, $x'_1$ is found as $a_{11}x_1$ where,

$$a_{11} = \frac{1}{||x_1||} = \frac{1}{r(1,1)}$$

For $2 \leq m \leq N_u$, we first perform

$$c_i = \sum_{q=1}^{i} a_{iq} r(q, m)$$

for $1 \leq i \leq m-1$. Second, we set $b_m = 1$ and get

$$b_k = -\sum_{i=k}^{m-1} c_i a_{ik}$$

for $1 \leq k \leq m-1$. Lastly we get coefficients $a_{mk}$ for the lower triangular matrix $A$ as

$$a_{mk} = \frac{b_k}{r(m, m) \sum_{i=1}^{m-1} c_i^2}$$

Once we have the orthonormal basis functions, the linear mapping weights in the orthonormal system can be simply found as
\[ w'(i,m) = \sum_{k=1}^{m} a_{mk} c(i,k) \quad 1 \leq i \leq M \]

The orthonormal system’s weights \( W' \) can be mapped back to the original system’s weights \( W \) as

\[ w(i,k) = \sum_{m=k}^{N_u} a_{mk} \cdot w'_0(i,m) \]

where \( w'(i,k) = 0 \), for \( 1 \leq i \leq M \).

Equation (2.6) can be written for a single output \( i \) as:

\[ E(i) = \sum_{n=1}^{N_u} \left( w(i,n) \cdot x_{ap}^2(n) \right) \]

In the orthonormal system,

\[ E(i) = \sum_{k=1}^{N_u} \left( t_p(i) - w'(i,k) \cdot x_{apk}^2 \right) \]

\[ E(i) = \left( \sum_{k=1}^{N_u} \left( t_p(i) - w'(i,k) \cdot x_{apk}^2 \right) \right)^2 \]

The total training error in the orthonormal system is given by:

\[ E = \sum_{i=1}^{M} E(i) \]

### 2.3.2 Complexity of the Schmidt Procedure

The number of multiplies \( M_{Schmidt} \) needed to solve for the linear network’s weights using Schmidt procedure, given pre-computed \( R \) and \( C \) matrices, can be computed as:

\[ M_{Schmidt} = N_u^3 + (M + 1) \cdot N_u^2 + \frac{11}{6} M + \frac{11}{6} N_u - 13 \]
2.4 Performance Evaluation of Neural Networks

2.4.1 Training & Validation Error

Training error is defined as the average error produced by the network when it is subjected to all the patterns that it was trained on. Validation error is the average error produced by the network when it is made to process new data not seen during training. Since the network is already optimized to reduce training error, this error is generally smaller than the validation error.

2.4.2 K-fold Validation

K-fold validation [49] is a cross validation technique for assessing how the network will generalize on an independent dataset. The goal is to obtain K training and validation set pairs. The K results from the folds are averaged to obtain a single, more reliable estimate. Given a single data set, randomly divide it into K disjoint subsets Dk of equal size, for 1 ≤ k ≤ K. Form K separate training/validation set pairs as:

\[ T_k = \bigoplus_{j \neq k} D_j, \quad V_k = D_k \]

for 1 ≤ k ≤ K.

We obtain K training and validation data set pairs \{T_k, V_k\}. For each k value where 1 ≤ k ≤ K, the network is trained with the k\textsuperscript{th} training data set T_k to obtain the corresponding training error E_{tk}, and then the trained network is validated against the corresponding validation data set V_k, to obtain the corresponding validation error E_{vk}. The average of the K training and validation errors is used as the average error of the network.
2.4.3 Execution Times

It is difficult to accurately determine the execution time by calculating metrics on the code. The amount of time taken by a piece of code to run depends on the hardware it is running on, underlying implementation of libraries, and the load conditions on the system. But a fair comparison between two pieces of code can be made if they are both compiled into executable code using the same method, and executed on the same hardware, under identical conditions.

We compare the execution times of several algorithms in this thesis. For accuracy, each algorithm is executed 3 times on 10-fold validation data sets, and the average execution time is calculated as:

\[
E_r = \frac{1}{K} \sum_{k=1}^{K} E_{rk}
\]

(2.21)

\[
E_v = \frac{1}{K} \sum_{k=1}^{K} E_{vk}
\]

(2.22)

where \( T_{ki} \) is the execution time for the \( k^{th} \) 10-fold data set, on the \( i^{th} \) repetition.
CHAPTER 3
PIECEWISE LINEAR NETWORKS REVIEW

3.1 Piecewise Linear Networks

Piecewise linear functions are characterized by functional relationships composed of a finite number of linear regions adjoining each other. The changeover from one linear region to another is determined at the point where a quantity becomes greater or less than another quantity. Piecewise linear networks divide the N dimensional input space into K volumes or clusters. A clustering algorithm such as SOM or Sequential Leader is used to obtain K cluster center vectors $m_k$. For each cluster, a linear network is independently trained, producing K weight matrices. The output vector is obtained by first determining to which cluster the pattern belongs to, and then multiplying the weight matrix with the pattern vector. An additional global linear network can be trained to remove the global mapping from the outputs [35, 50].

As the number of training patterns $N_v$ tends to infinity, partition based estimates of a regression function converge to the true function and the mapping converges to the corresponding Bayes estimate. Piecewise linear networks are thus consistent nonparametric estimators [51, 52].
3.2 Piecewise Linear Network Structure

The structure of a Piecewise linear network is shown in Figure 3.1.

![Diagram of Piecewise Linear Network Structure]

Figure 3.1 Piecewise linear network structure.

It consists of:

1.  $K$ cluster center vectors $\mathbf{m}_k$, each of dimension $N$, where $1 \leq k \leq K$.

2.  $K$ weight matrices $\mathbf{W}_k$, each of dimension $M \times (N+1)$, for storing trained weights for each cluster.

3.  A global linear mapping weights matrix $\mathbf{W}_g$ of size $M \times (N+1)$ that stores the global linear mapping from inputs to the outputs.

4.  A weighted distance measure $d(\cdot)$ which can be used to determine cluster membership for patterns while deemphasizing the less useful features in the
pattern vector. Weights for the distance measure are stored in an array \( w_{dm} \) of size \( N \).

5. Means and standard deviations of the input patterns represented by vectors \( \mu \) and \( \sigma \) of lengths \( N \) each.

The storage capacity of a PLN is given by:

\[
P_{ab} = K \cdot N + K \cdot (N + 1) \cdot M
\] (3.24)

### 3.2.1 Processing Input Patterns

To determine the output for a given pattern,

1. The \( p^{th} \) input vector \( x_p \) is augmented as \( \{x_p : 1\}^T \) for \( 1 \leq p \leq N_v \), where the extra input 1 handles any bias or threshold in the output.

2. All input pattern elements except for the \( (N+1)^{th} \) are normalized by subtracting from them the mean and dividing by the standard deviation,

\[
x_p(n) = (x_p(n) - \mu(n)) / \sigma(n) \text{ for } 1 \leq n \leq N
\] (3.25)

3. The global linear mapping \( y_{pg} \) for the pattern is obtained by multiplying it with the global weights matrix \( W_g \).

\[
y_{pg} = W_g \cdot x_p
\] (3.26)

4. The cluster membership for the pattern is determined by using the distance measure \( d() \) to find the \( k \) such that:

\[
d(x_p, m_k) = \min_n \left( d(x_p, m_n) \right)
\] (3.27)

where \( d() \) is the weighted Euclidian distance measure defined equation 2.3.

5. The pattern is multiplied with the weights matrix \( W_k \) belonging to the \( k^{th} \) cluster.
\[ y_p = W_k \cdot x_p \]  

6. The output from the cluster’s weight matrix is added to the output from the global linear network \( y_{pg} \) defined in equation (3.26) to produce the final output.

\[ y_p = y_{pg} + y_p \]  \hspace{1cm} (3.29)

Note that \( W_g \) can be absorbed into each matrix \( W_k \), and therefore eliminated from the calculation.

### 3.2.2 Equivalent MLP Based on Multiplies

The number of multiplies required to compute the output \( y_p \) from a zero mean normalized input pattern \( x_p \) given an existing network consists of \( M \cdot N \) multiplies to compute \( y_{pg} \), \( 2 \cdot K \cdot N \) multiplies to determine the cluster membership using the weighted distance measure, and \( M \cdot N \) multiplies to compute \( y_p \). Thus,

\[ M_{PLN} = 2 \cdot M \cdot N + 2 \cdot K \cdot N \]  \hspace{1cm} (3.30)

A single layer MLP requires the following number of multiplies to process one input vector:

\[ M_{MLP} = N \cdot (N_h + M) + N_h \cdot M + 2 \cdot N_h \]  \hspace{1cm} (3.31)

By equating the expressions of (3.30) and (3.31), we find the number of hidden units required on an equivalent MLP as

\[ N_h = \frac{2 \cdot N \cdot K + N \cdot M}{N + M + 2} \]  \hspace{1cm} (3.32)

Here it is assumed that each evaluation of the sigmoid activation takes 2 multiplies.

### 3.3 Basic PLN Training

Piecewise linear networks are designed for a given number of clusters. A larger number of clusters usually gives better results than a small number of clusters. The training
process involves clustering the training vectors into the desired number of clusters. To prevent memorization, the number of patterns per cluster \( N_v(k) \) should be more than \( N + 1 \).

For each cluster, a linear network is trained for the patterns belonging to that cluster by minimizing the following error equation:

\[
E(k) = \sum_{p \in S_k} \| t_p - W_k \cdot x_p \|^2
\]  

(3.33)

where \( S_k \) is the set of pattern numbers for the \( k^{th} \) cluster, and \( W_k \) is an \( M \times (N + 1) \) weights matrix for the \( k^{th} \) cluster.

The weights matrix \( W_k \) for the \( k^{th} \) linear network can be solved for by using the procedure described in section 2.3, with the matrix \( W \) replaced by \( W_k \), and pattern indices \( p \) referring to patterns belonging to the \( k^{th} \) cluster. The autocorrelation matrix \( R_k \) and cross correlation matrix \( C_k \) for the \( k^{th} \) cluster are defined as:

\[
r_k(n,l) = \frac{1}{N_v(k)} \sum_{p \in S_k} x_p(n) \cdot x_p(l)
\]  

(3.34)

\[
c_k(n,i) = \frac{1}{N_v(k)} \sum_{p \in S_k} x_{ap}(n) \cdot t_p(i)
\]  

(3.35)

where \( S_k \) is the set of pattern numbers and \( N_v(k) \) is the count of patterns for the \( k^{th} \) cluster.

Equation (2.13) can be rewritten in terms of elements of \( R_k \), \( C_k \) and \( W_k \) as:

\[
\frac{\partial E(k)}{\partial w_k(m,l)} = -2 \cdot c_k(l,m) \cdot \sum_{n=1}^{N+1} w_k(m,n) \cdot r_k(n,l)
\]  

(3.36)

For each cluster, this yields \( M \) sets of \((N + 1)\) linear equations in \((N + 1)\) variables, similar to those in (2.14) and (2.15), which can be solved using the conjugate gradient method, or the Schmidt procedure described in section 2.3.1.
The total network error is the sum of mapping error in each cluster divided by the number of patterns.

\[ E = \frac{1}{N_v} \sum_{k=1}^{K} E(k) \]  \hspace{1cm} (3.37)

### 3.4 PLN Pruning

PLN pruning is the process of deleting less useful PLN modules from a network designed with a large number of modules. Usefulness of a module is measured in terms of the reduction in the global MSE by the presence of that module. Pruning those modules whose removal leads to the least increase in the MSE produces more compact PLN structures [35]. Also, pruning with validation is a way to implement structural risk minimization [53].

#### 3.4.1 Basic Pruning Algorithm

The algorithm described here removes one least useful cluster from the existing cluster set:

1. Let \( k \) be the index of the module to be potentially eliminated and \( E_k \) the error of the network after module \( k \) has been pruned. Set \( E = 0, E_k = 0 \), for \( 1 \leq k \leq K \).

2. For every input vector \( x_p, p = 1 \) to \( N_v \):
   a. Find the closest cluster \( k_1 \) (the cluster it currently belongs to) and the second closest cluster \( k_2 \) (the cluster it will end up in if the closest cluster \( k_1 \) is deleted) for the pattern.
   b. Compute the error for the pattern if it belonged to the first cluster as \( e_1 \), and if it belonged to the second cluster as \( e_2 \).
c. Supposing cluster k
1 was deleted, the pattern will move from cluster k
1 to cluster k
2 since it is the second closest cluster. This causes the pattern to cease contributing to the error for cluster k
1, and instead start contributing to the error in cluster k
2. For k = 1 to K, accumulate errors as:

\[ E_k \leftarrow E_k + e_1, k \neq k_1 \]
\[ E_k \leftarrow E_k + e_2, k = k_1 \]

3. Delete the cluster k
min with the smallest pruning error E
kmin, distributing its patterns among the remaining clusters. Recompute the linear mapping for the modified clusters.

This process can be repeated multiple times to remove multiple clusters, though it does not guarantee that the resulting network is the best resultant network of this size. Optimal pruning of m modules from a PLN requires evaluating all possible PLNs with (K - m) modules, and finding the one with the least MSE. This involves choosing m out of K clusters, which can be done in \( \binom{K}{m} \) ways. The algorithm can be suitably modified to remove a fixed number of clusters together, such that the resultant MSE increase is the least. But this is not very practical since the number of all possible combinations becomes prohibitive even from modest values of K and m [38].

### 3.4.2 Algorithm for Pruning Multiple Clusters at a Time

Given K clusters, the following algorithm prunes m clusters from the PLN at a time:

1. Let the number of possible sets of m clusters to be eliminated be U = \( \binom{K}{m} \).
2. Determine all $U$ possible sets of $m$ cluster indices that can be eliminated as set $u$

   for $1 \leq u \leq U$

3. Let $E_u$ denote the error when the clusters in set $u$ are deleted. Set $E_u=0$ for

   $1 \leq u \leq U$

4. For each input pattern $x_p$:

   a. Find indices of the $(m+1)$ clusters closest to $x_p$ as $k_i$, such that $k_i$ is the $i^{th}$

      closest cluster to $x_p$, for $1 \leq i \leq (m+1)$
b. Also find the error for the pattern if it belonged to the $k_i^{th}$ cluster as $e_i$ for 
\[ 1 \leq i \leq (m+1) \]
c. Let $u=1$
d. if $k_1 \in \text{set}_u$,
   i. Let $v=2$
   ii. If $k_v \notin \text{set}_u$, $E_u = E_u + e_v$. Go to f.
   iii. $v \leftarrow v+1$
   iv. If $v \leq (m+1)$, Go to ii.
e. else, $E_u \leftarrow E_u + e_1$
f. $u \leftarrow u+1$
g. If $u \leq U$, Go to d.

5. Find the smallest $E_u$ as $E_{umin}$.

6. Eliminate the clusters in $\text{set}_{umin}$. Recompute the linear mapping for the modified clusters.

We can see that the number of possible sets $U$ can be very large. For example, with $K=50$ and $m=5$, the algorithm requires $2,118,760$ sets of 5 elements each, which needs a lot of memory.

3.4.3 Computational Complexity of the Basic Pruning Algorithm

The computational complexity of the pruning process can be represented by the number of multiplies required to delete one cluster to obtain $K-1$ clusters starting from $K$ clusters, denoted by $M_{PPLN}$. 
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Let $K$ denote the current number of cluster and $M_{Schmidt}$ denote the number of multiplies required to solve a linear network using the Schmidt procedure.

For each pattern, we need:

- $2 \cdot K \cdot N$ multiplies to determine new cluster membership using weighted Euclidian distance measure
- $N \cdot (N + 1) / 2 + N$ multiplies for computing incremental auto-correlation matrix $R_k$ (lower or upper half of the symmetric matrix)
- $N \cdot M$ multiplies for computing incremental cross correlation matrix $C_k$
- $M$ multiplies for computing $E_t$, the energy at each output
- $(K - 1) \cdot M_{Schmidt}$ to compute K-1 linear mappings for the new network

Therefore, for $N_v$ patterns:

$$M_{PPLN}(K) = N_v \cdot (2 \cdot K \cdot N) + 2 \cdot (N + 1) \cdot M + N_v \cdot (K \cdot N + N \cdot (N + 1) / 2 + N + N \cdot M + M) + (K - 1) \cdot M_{Schmidt}$$

(3.38)

where $M_{Schmidt}$ has been developed in Section 2.3.2.
CHAPTER 4
CLUSTERING TECHNIQUES

4.1 Clustering

Clustering is the process of grouping together related mathematical objects such as vectors. There is no universally agreed upon definition. Most researchers describe a cluster by considering the internal homogeneity and the external separation [45, 54]. Clustering is useful in designing nearest neighbor classifiers, and important to the subject of this thesis, in the design of piecewise linear networks. The goal of clustering in PLN pruning is to obtain \( K \) good initial clusters which can be pruned down to desired number of clusters \( K_{\text{desired}} \). We may need to specify the desired number of clusters in algorithms such as SOM and K-means, while we may obtain an unknown number of clusters on using Sequential Leader clustering [55, 56].

4.2 Types of Clustering Methods

Clustering is ubiquitous, and a wealth of clustering algorithms has been developed to solve different problems in specific fields. However, there is no clustering algorithm that can be universally used to solve all problems [45, 57].
Clustering techniques are mostly classified into partitional or divisive clustering and hierarchical clustering. Hierarchical clustering aims to build up a nested hierarchy of clusters, starting from either singleton clusters to a cluster containing all the patterns, or vice versa. Partitional clustering directly divides data into a pre-specified number of clusters [45, 54, 55].

Some clustering algorithms such as SOM and K-means require the number of clusters to be pre-determined, while in Sequential leader, the number of clusters obtained depends on the threshold used for determining the boundaries of a cluster. It is possible for some SOM clusters to end up with no patterns [58].

We have considered several partitional clustering algorithms such as SOM, K-means and sequential leader, because of their simplicity and speed.

4.3 SOM Clustering

SOM clustering was devised by Teuvo Kohonen [58] as a tool for visualizing high dimensional data in low dimensions. Using a 2-D grid of nodes, a 2-dimensional topological view of the multidimensional data is obtained. The clusters so formed contain
similar patterns. SOM differs from vector quantization in that the clusters formed themselves are ordered. Another important observation is that the cluster centers need not be vectors themselves. There only needs to be defined a distance measure from the input pattern space to the cluster entities [1, 58].

Figure 4.2 Mapping input patterns to a two dimensional lattice of neurons with SOM clustering.

The number of clusters or nodes in a two or higher dimensional map, are pre-known. Associated with each node are a weight vector or the center vector, and a position in the map. Input patterns are classified to one of the nodes, and the nodes themselves change their weights and positions on the map.

4.3.1 SOM Algorithm for 1-D cluster indexing

The SOM algorithm for clustering vectors into a one dimensional map is described [59].

Given $K$, $N_v$ vectors $x_p$ of dimension $N$, decreasing functions $z(t)$ and $N(t)$, and $N_{it}$.

1. Find the means $\mathbf{m}$ and standard deviations $\mathbf{\sigma}$ of each of the $N$ inputs/features as:

$$m(n) = \frac{1}{N_v} \sum_{p=1}^{N_v} x_p(n)$$  \hspace{1cm} (4.1)
\[ \sigma(n) = \sqrt{\frac{1}{N_v} \sum_{p=1}^{N_v} (x_p(n) - m(n))^2} \]  \hspace{1cm} (4.2)

2. Initialize K mean vectors \( \mathbf{m}_k \) with random numbers having the same means and standard deviations as that found in step 1.

3. Let \( t \) be a measure of time proportional to the number of patterns processed in all iterations up to that time. For iteration number \( i_t \), and pattern index \( p \) in the current iteration, \( t \) can be defined as

\[ t = p + (i_t - 1) \cdot N_v \]  \hspace{1cm} (4.3)

4. For each pattern \( \mathbf{x}_p \) in the data file, find the cluster index \( n \) of the cluster \( \mathbf{m}_n \) closest to it. Then modify all clusters \( \mathbf{m}_k \) having cluster index \( k \) in the decreasing neighborhood of \( n \), such that \( |n - k| \leq N(t) \), by shifting them towards the pattern by a distance proportional to the distance between the pattern and the cluster, and a decreasing learning rate \( z(t) \).

\[ \mathbf{m}_k = \mathbf{m}_k + z(t) \cdot [\mathbf{x}_p - \mathbf{m}_k] \text{ for } |k-n| \leq N(t) \]  \hspace{1cm} (4.4)

5. Repeat step 4 for the desired number of iterations or till \( z(t) \) becomes 0.

### 4.3.2 Choice of Decreasing Functions \( z(t) \) and \( N(t) \)

With each clustering iteration, the clusters re-align themselves as new patterns are learned and new passes are made through the data file. To provide stability to the algorithm and make the clusters converge, the learning rate is decreased as a function of “time”, defined earlier in equation (4.3).

\( z(t) \) is a learning rate for the cluster centers and is commonly chosen to be a decreasing function. Thus with increasing time, the changes made to the cluster centers become
smaller and smaller, tending towards zero for very large time, causing the learning to stop. One choice for the learning rate function is:

\[ z(t) = a_1 \cdot e^{-t/T_1} \]

N(t) is an exponentially decreasing radius function which controls the neighborhood of clusters that get deformed when a pattern is added to a cluster. The natural tendency is for the neighboring clusters to move towards the cluster to which the pattern was added.

\[ N(t) = a_2 + a_3 \cdot e^{-t/T_2} \]

One suitable set of values of \( a_1, a_2, a_3, T_1 \) and \( T_2 \) can be obtained as:

\[ a_1 = \frac{K}{N_v}, \quad a_2 = 0, \quad a_3 = \frac{K}{10} \]

\[ T_1 = \frac{N_v \cdot N_{it}}{3}, \quad T_2 = \frac{N_v \cdot N_{it}}{10} \]

### 4.4 K-means Clustering

K-means clustering starts with a set of \( K \) initial cluster centers. It then repeatedly reclassifies patterns to these clusters and recomputes the cluster centers till a stable distribution of clusters is obtained [54, 56].

#### 4.4.1 K-means Clustering Algorithm

Given the number of desired clusters \( K \), the number of iterations \( N_{it} \), \( N_v \) training vectors \( x_p \) of dimension \( N \), a distance measure \( d() \), and an initial set of means \( m_k \) selected randomly or by some heuristic:

1. \( i_t = 0 \)
2. \( i_t = i_t + 1 \)
3. Calculate means as

\[ m_k = \frac{1}{N_v(k)} \sum_{p:m(p)=k} x_p \]

4. Reclassify \( x_p \)s, in one data pass. If \( x_p \) belongs to the \( k^{th} \) cluster, then set \( m(p)=k \).

Thus, \( m(p) \) specifies the cluster membership of the \( p^{th} \) pattern. If any clusters change and \( i_t < N_{it} \), then go to step 2. Otherwise stop.

4.4.2 Analysis

The error function being minimized for K-means clustering is:

\[ E = \frac{1}{N_v} \sum_{p=1}^{N_v} d(x_p, m_{m(p)}) \tag{4.5} \]

or

\[ E = \frac{1}{N_v} \sum_{k=1}^{K} E_k \tag{4.6} \]

where,

\[ E(k) = \sum_{p:m(p)=k} d(x_p, m_k) \tag{4.7} \]

The mean recalculation step minimizes the distance between the cluster mean and the cluster members, thus minimizing the error within each cluster \( E(k) \).

The reclassification step moves a pattern from cluster \( k_1 \) to cluster \( k_2 \) if \( d(x_p, m_{k_2}) \) is less than \( d(x_p, m_{k_1}) \). This results in \( d(x_p, m_{k_1}) \) being subtracted from \( E(k_1) \) and \( d(x_p, m_{k_2}) \) being added to \( E(k_2) \). Since a larger value is being subtracted than what is being added, the net error \( E \) comes down [60, 61].
5.1 Introduction

Sequential Leader or simply the Leader algorithm is a fast clustering method that requires only a single pass through the data, if any number of resultant clusters is acceptable [54]. Most applications have a requirement for a predefined number of clusters. Thus it can take many trials to arrive at the optimal threshold to be used for this algorithm [56]. In this chapter, we develop several threshold estimation techniques which yield clusters very close to the desired count.

Even when using a good threshold estimate, the number of clusters rarely matches the desired number exactly. To overcome this problem, the threshold can be estimated for a number of clusters slightly larger than originally desired, and the extra clusters deleted by a suitable method. A few methods to select the extra clusters from the pool of initially generated clusters are presented and compared.

5.2 Basic Sequential Leader algorithm

The first pattern is normally chosen to be the first cluster. The algorithm then makes one pass through the data, assigning patterns to the first cluster leader from which its distance
is under the distance threshold, and forms a new leader for patterns that are not close to any of the existing leaders [56].

Algorithm:

1. Given patterns to be clustered \( \{x_p\}_{p=1}^{N_v} \), a threshold \( T \), and a distance measure \( d() \).
2. Start with \( K = 1 \) clusters, and pattern index \( p = 1 \). Assign the first pattern \( x_1 \) as the first cluster center \( m_1 \).
3. Increment \( p \) and read the next pattern \( x_p \).
4. Start with cluster index \( k = 1 \).
5. If \( d(x_p, m_k) \leq T \), then assign pattern \( x_p \) to cluster \( k \). Go to step 9.
6. If \( d(x_p, m_k) > T \) then increment \( k \).
7. If \( k \leq K \), go to step 5.
8. If \( d(x_p, m_k) > T \) for all \( k \), then a new cluster is created with \( K \) increased by 1. Set \( m_K = x_p \).
9. If \( p = N_v \), stop. Else, go to step 3.

5.3 Properties

The advantage of the sequential leader algorithm is that it is fast, requiring only a single pass through the data when \( T \) is known. Since the patterns are read one by one sequentially, it is not required to store all patterns in main memory.

This algorithm also has several disadvantages

1. The clusters that are formed depend on the ordering of patterns in the input file.
   The first pattern is always the first cluster.
2. The starting clusters tend to have more patterns than the later clusters. This is because a pattern is allocated to the first cluster it is close enough to. This does
not give the remaining clusters an opportunity to absorb the pattern even though the pattern may be closer to them than the one acquiring the pattern. It should be noted that this does not affect the clusters that are generated. This problem can be remedied by modifying the algorithm such that patterns are allocated to the closest cluster leader from which the distance is less than the threshold, rather than the first.

3. The number of clusters that are formed is determined by the threshold and cannot be controlled when using an arbitrary threshold. To avoid several trial and error iterations for trying to come up with the desired number of clusters, a good threshold estimate can be tried.

5.4 **Threshold Estimation**

Since the distribution of patterns in the N dimensional vector space and their average distances is not known apriori, it is difficult to make a good estimate of T. Using a brute force technique starting with an arbitrary threshold requires several increments or decrements of variable step size before arriving at the correct threshold. Each iteration requires an extra pass through the data file, which can be slow when the size of the data files is large or the media access speeds are slow. A few statistical and systematic methods for threshold estimation are explained. In all methods described except for binary search and brute force algorithms, brute force was ultimately applied starting with the original estimate, if the original estimate itself was not an acceptable threshold.
5.4.1 Brute Force

A brute force approach for threshold estimation is simplest, but several trial iterations of sequential leader may be required to arrive at the correct threshold. A reasonable initial estimate for the threshold can be made as follows:

1. Make one pass through the data file to compute the mean vector \( \mathbf{m} \).
2. Given the total number of patterns \( N_v \) and a distance measure \( d(\cdot) \), measure the average distance of each pattern from the mean vector as:
   \[
   d = \frac{1}{N_v} \sum_{p=1}^{N_v} d(\mathbf{x}_p, \mathbf{m})
   \]  \hspace{1cm} (5.1)
3. Calculate the initial threshold as \( T_{\text{est}} = d/10 \).

Using the calculated threshold, the correct threshold can be arrived at as follows:

Given the desired number of clusters \( K_{\text{desired}} \),

1. Obtain the initial threshold estimate \( T = T_{\text{est}} \).
2. Cluster the data file using the sequential leader algorithm and the current threshold to obtain the cluster count \( K \).
3. If \( K > K_{\text{desired}} \), increment the threshold as \( T = T + T/10 \).
4. If \( K < K_{\text{desired}} \), decrement the threshold as \( T = T - T/10 \).
5. If \( K = K_{\text{desired}} \), then stop. Else, go to step 2.

A problem with this approach is that it may not converge or may take a very large number of iterations, especially with the floating point precision limits.

5.4.2 Volumetric Approach

The volumetric approach to threshold estimation can be used when the patterns are uniformly distributed in the \( N \) dimensional feature space. Then we can use the equation
\[ \frac{V}{V_c} = K \]  \hspace{1cm} (5.2)

where \( V \) denotes the total volume containing the patterns and \( V_c \) is the maximum volume per cluster.

Since the sample space can extend to infinity along each dimension, the patterns lying at the outer extremes of the pattern space are used to compute the total volume. If the Squared Euclidean Distance measure is used in the Sequential Leader algorithm, the total volume in the enclosing hypercube is given by:

\[
V = \prod_{n=1}^{N} \left[ x_{\text{max}}(n) - x_{\text{min}}(n) \right] \]  \hspace{1cm} (5.3)

The presence of outliers can make the above estimate incorrect. Other heuristics can be used to improve this result. If this approach is applied to a data set where each dimension has a normal distribution, then a length of 4 times the standard deviation is assumed to contain all the patterns along a given dimension. Thus the volume can be estimated as:

\[
V = 4^N \cdot \prod_{n=1}^{N} \sigma(n) \]  \hspace{1cm} (5.4)

where \( \sigma(n) \) is the standard deviation of the pattern distances from the mean along the \( n^{th} \) dimension.

If a weighted squared Euclidean distance measure is used, these formulae become:

\[
V = \prod_{n=1}^{N} \sqrt{w(n) \cdot \left[ x_{\text{max}}(n) - x_{\text{min}}(n) \right]} \]  \hspace{1cm} (5.5)

and

\[
V = 4^N \cdot \prod_{n=1}^{N} \sqrt{w(n) \cdot \sigma(n)} \]  \hspace{1cm} (5.6)

where \( w(n) \) is the weight for the \( n^{th} \) dimension.
Dimensions that are very narrow can dominate the computation and quickly diminish the total volume. Thus, the dimensions which do not have a significant distribution of patterns along them are discarded from the computation. In this implementation, if a dimension is smaller than $1/10^{th}$ of the largest dimension, it is not included in the volume computation. The reduced count of dimensions is denoted by $N_1$.

This volume is divided by the desired number of clusters to obtain the volume in each cluster $V_c$. Then the radius of this $N_1$ dimensional volume is used as the threshold.

$$V_c = \left(2 \cdot \sqrt{T}\right)^{N_1} \quad (5.7)$$

Plugging this in equation (5.2), we get:

$$\frac{V}{\left(2 \cdot \sqrt{T}\right)^{N_1}} = K \quad (5.8)$$

And upon solving for $T$ we get:

$$T = \frac{1}{4} \frac{V}{K^{2/N_1}} \quad (5.9)$$

This often gives a good threshold for initializing the brute force algorithm.

5.4.3 Linear and Quadratic Fits

Since the number of clusters decreases monotonically with increasing threshold, linear interpolation was applied to approximate the correct threshold. Two thresholds $T_1$, $T_2$, and their corresponding number of clusters $K_1$, $K_2$ are required. To fix two thresholds, some statistics related to pattern distance from the mean vector were calculated.

If the mean vector of all patterns is denoted by $\mathbf{m}$ and $d()$ is the weighted Euclidean distance measure,
\[ d_{\text{mean}} = \frac{1}{N_v} \sum_{p=1}^{N_v} d(x_p, m) \]
\[ d_{\text{max}} = \max_{1 \leq p \leq N_v} d(x_p, m) \]
\[ d_{\text{min}} = \min_{1 \leq p \leq N_v} d(x_p, m) \]
\[ d_{\text{median}} = \frac{d_{\text{max}} + d_{\text{min}}}{2} \]

T₁ and T₂ are chosen to be the mean and median respectively:

\[ T_1 = d_{\text{mean}} \quad (5.10) \]
\[ T_2 = d_{\text{median}} \quad (5.11) \]

The corresponding number of clusters K₁ and K₂ were obtained by two passes through the sequential leader algorithm. The unknown threshold T that would yield K_{\text{desired}} clusters was obtained as:

\[ T = T_1 + \frac{T_2 - T_1}{K_2 - K_1} (K_{\text{desired}} - K_1) \quad (5.12) \]

Computation of K₁ and K₂ require 2 passes through the data, which were added to the number of trials required for this method in Table 5.1.

To approximate the nonlinear relationship between the threshold and the number of clusters, a quadratic fit was also tried. Three T, K pairs are required to perform a quadratic interpolation. T₁ and T₂ were chosen to be the same as before, and a third threshold T₃ was chosen as:

\[ T_3 = d_{\text{min}} + \frac{d_{\text{mean}} - d_{\text{min}}}{8} \quad (5.13) \]

The number of clusters produced using threshold T₃ was stored as K₃. The unknown threshold T was determined as:
\[ T = A \cdot K_{\text{desired}}^2 + B \cdot K_{\text{desired}} + C \]  \hspace{1cm} (5.14)

where,

\[
A = \frac{T_3 - T_2}{(K_3 - K_2)(K_3 - K_1)} - \frac{T_1 - T_2}{(K_1 - K_2)(K_3 - K_1)}
\]

\[
B = \frac{T_1 - A \cdot (K_2^2 - K_1^2)}{K_1 - K_2}
\]

\[
C = T_1 - A \cdot K_1^2 - B \cdot K_1
\]

Computation of \( T_1, T_2, \) and \( T_3 \) require 3 passes through the data, which are added to the number of trials required for this method in Table 5.1.

### 5.4.4 Binary Search

Binary search is a fast method to converge to the correct threshold. The approximation techniques described above seldom arrive at the correct threshold, and the deviation can sometimes be too large to use them as a seed for a brute force search. The numbers of clusters for three different thresholds are obtained, and binary search is performed in one of the four intervals thus formed. The three thresholds used in the computation are:

\[
T_1 = \frac{(d_{\text{max}} + d_{\text{min}})}{2} \hspace{1cm} (5.15)
\]

\[ T_2 = d_{\text{mean}} \hspace{1cm} (5.16) \]

\[
T_3 = d_{\text{min}} + \frac{(d_{\text{max}} + d_{\text{min}})}{4} \hspace{1cm} (5.17)
\]

### 5.4.5 Results

Equations (5.12) and (5.14) fail to give a solution if any two of \( K_1, K_2 \) or \( K_3 \) are equal to one another. Here, thresholds were adjusted till distinct values of \( K_1, K_2 \) and \( K_3 \) were obtained. The extra passes required were added to the numbers in Table 5.1.
Due to memory constraints, the algorithm was able to store a limited number of cluster center vectors as they were formed. In cases when the threshold was too low and producing more clusters than what could be stored, the threshold was incremented iteratively till a valid number of clusters were obtained. These extra passes through the data are also reflected in Table 5.1.

In cases where any of \( K_1 \), \( K_2 \) or \( K_3 \) was equal to \( K_{\text{desired}} \), further computations were not performed.

In all methods described except for binary search and brute force algorithms, brute force was ultimately applied starting with the original estimate from the method, if the original estimate itself was not an acceptable threshold. This added a large number of data passes for the cases where the estimated threshold deviated significantly from the ideal value.

Table 5.1 Number of data passes required to obtain the correct threshold.

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>Twod.tra</th>
<th>Single2.tra</th>
<th>Oh7.tra</th>
<th>Fmtrain.tra</th>
<th>Matrn.tra</th>
<th>Mean</th>
</tr>
</thead>
<tbody>
<tr>
<td>Volumetric Estimate</td>
<td>11.50</td>
<td>11.30</td>
<td>15.63</td>
<td>8.93</td>
<td>10.68</td>
<td>11.61</td>
</tr>
<tr>
<td>Linear Interpolation</td>
<td>19.43</td>
<td>39.83</td>
<td>27.34</td>
<td>20.83</td>
<td>18.24</td>
<td>25.13</td>
</tr>
<tr>
<td>Quadratic Interpolation</td>
<td>19.93</td>
<td>46.60</td>
<td>36.45</td>
<td>21.26</td>
<td>17.34</td>
<td>28.32</td>
</tr>
<tr>
<td>Binary Search</td>
<td>8.91</td>
<td>8.69</td>
<td>9.00</td>
<td>8.52</td>
<td>8.55</td>
<td>8.73</td>
</tr>
</tbody>
</table>

Table 5.1 compares the performance of the threshold estimation techniques. The values in each column are the average number of passes computed over 10-fold validation data sets for that file. For each data set, the number of passes required to obtain \( K_{\text{desired}}=1 \) to \( K_{\text{desired}}=100 \) were averaged. It is observed that the binary search approach works best.
across all data sets. Brute force technique surprisingly gives very good results, closely approaching the binary search method. The volumetric estimate, linear and quadratic interpolation fail as the initial estimate is too far away from the ideal threshold, requiring several brute force iterations at the end. Linear and quadratic interpolation consistently yielded negative thresholds for higher number of clusters, suggesting that both types of mappings did not approximate the relationship between $T$ and $K$ adequately.

5.5 Deleting Extra Clusters

One way to avoid repeatedly adjusting the threshold and passing through the data for obtaining exactly the desired number of clusters is to allow the algorithm to generate slightly more clusters than needed, and then deleting the extra clusters by a suitable method.

5.5.1 Eliminate Large Clusters

Here, we delete the $(K - K_{\text{desired}})$ extra clusters, by removing one largest cluster at a time. As the largest cluster is found and deleted, its patterns migrate to other clusters affecting their size. The largest cluster formed after this redistribution of patterns is selected as the next target for deletion. The process is repeated till $K_{\text{desired}}$ clusters are obtained.

Theoretically, eliminating a larger cluster can reduce the global error by a greater margin than deleting a small cluster. Since clustering does not take into consideration the mapping error, a highly correlated cluster could still have a poor mapping. Eliminating such clusters reduces the global mean square error.
5.5.2 Eliminating Large Clusters Based on Initial Size

An alternate approach to deleting the largest clusters is to identify and list the largest clusters initially formed during clustering. Only the biggest \((K - K_{\text{desired}})\) clusters belonging to this pool are deleted, irrespective of whether patterns migrating to other clusters have made the other clusters bigger in size.

Given \(K \geq K_{\text{desired}}\) initial clusters, select the indices of top \((K - K_{\text{desired}})\) clusters into the array \(K_{\text{target}}\) with the maximum number of clusters, without attempting to delete any clusters in the process. The clusters in \(K_{\text{target}}\) are deleted at the end.
Given $K \geq K_{\text{desired}}$ initial cluster with the $k^{\text{th}}$ cluster having $N_v(k)$ patterns

Let the set of clusters to be deleted $K_{\text{target}} = \emptyset$

Is $K = K_{\text{desired}}$?

Yes

Stop

No

Find $k$ for which $N_v(k)$ is largest
$k \not\in K_{\text{target}}$

$K_{\text{target}} = \{ K_{\text{target}}, k \}$

$K = K - 1$

Delete all clusters indexed in $K_{\text{target}}$

Figure 5.2 Deleting the largest sized extra clusters initially formed.

5.5.3 Eliminate Small Clusters

Another way to delete the $(K - K_{\text{desired}})$ extra clusters is by removing one smallest cluster at a time. As the smallest cluster is found and deleted, its patterns migrate to other clusters affecting their size. The cluster with the smallest size after this redistribution of patterns is selected as the next target for deletion. The process is repeated till $K_{\text{desired}}$ clusters are obtained.

Small clusters may contain very few patterns, thus contribute marginally to the global mapping error. If such clusters are deleted, there is only a small increase in the error of the cluster to which the patterns migrate to.

An outlier is a pattern sufficiently removed from the rest of the clusters to suspect that it was included by error. Outliers are usually introduced by noise or observation error.
Forcing an outlier to belong to a cluster distorts its shape. It is best to identify and remove such outliers [54].

Since outliers are produced by noise or error, they tend to occur sporadically and far out. Algorithms such as sequential leader will most certainly classify them as independent clusters, since their distances are out of the threshold. Deleting such small clusters helps in removing outliers and improving the clustering.

Figure 5.3 Deleting the smallest sized extra clusters.

5.5.4 Eliminating Small Clusters Based on Initial Size

Like in the case of deleting large clusters, there is also an alternative way of deleting the smallest clusters. The \((K - K_{\text{desired}})\) smallest clusters are identified and listed from
amongst the initial clusters generated. Then all clusters belonging to this pool are deleted, irrespective of whether other patterns migrating to clusters within this pool have made these clusters bigger in size than other clusters.

5.5.5 Pruning the Clusters

Pruning in the simplest case guarantees the minimum increase in error upon deletion of one cluster. Thus it is very close to the ideal. But it cannot guarantee that the increase in error would still be the smallest over the deletion of several clusters. Table 5.2 compares the global mapping error when extra clusters were pruned with each of the techniques described in this section.
5.6 Comparing Performance of Different Cluster Elimination Techniques

To compare the performance of the different cluster deletion techniques described here, 10-fold validation using four data sets was performed. When SOM clustering was used, exactly $K = 1.1 \cdot K_{\text{desired}} + 50$ clusters were initially generated, and with sequential leader clustering, $K$ between $K_{\text{desired}} + 5$ and $1.1 \cdot K_{\text{desired}} + 50$ clusters were initially generated. These were pruned down to $K_{\text{desired}}$ clusters using each of the described methods, and the average clustering error at this stage was noted over the 10 validation data sets.
Table 5.2 Initial error after deleting extra clusters using several techniques.

<table>
<thead>
<tr>
<th>Clustering</th>
<th>Clusters selected for deletion</th>
<th>Data Set</th>
<th>20</th>
<th>50</th>
<th>20</th>
<th>50</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>Oh7.tra</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>Single2.tra</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>SOM</td>
<td>Group of largest generated clusters</td>
<td>2.022707</td>
<td>2.382119</td>
<td>1.585041</td>
<td>2.10325</td>
<td>0.031084</td>
</tr>
<tr>
<td></td>
<td>One largest cluster at a time</td>
<td>2.045838</td>
<td>2.428807</td>
<td>1.515710</td>
<td>2.049238</td>
<td>0.030970</td>
</tr>
<tr>
<td></td>
<td>Group of smallest generated clusters</td>
<td>2.062976</td>
<td>2.377584</td>
<td>1.730798</td>
<td>2.271263</td>
<td>0.032098</td>
</tr>
<tr>
<td></td>
<td>One smallest cluster at a time</td>
<td>2.102140</td>
<td>2.346228</td>
<td>1.800588</td>
<td>2.392646</td>
<td>0.047400</td>
</tr>
<tr>
<td></td>
<td>Pruning extra clusters</td>
<td>2.004188</td>
<td>2.322848</td>
<td>1.486143</td>
<td>1.988834</td>
<td>0.030980</td>
</tr>
<tr>
<td>Sequential Leader</td>
<td>Group of largest generated clusters</td>
<td>1.785185</td>
<td>2.248760</td>
<td>1.463296</td>
<td>2.698309</td>
<td>0.037723</td>
</tr>
<tr>
<td></td>
<td>One largest cluster at a time</td>
<td>1.759999</td>
<td>2.466585</td>
<td>1.469269</td>
<td>5.116379</td>
<td>0.035101</td>
</tr>
<tr>
<td></td>
<td>Group of smallest generated clusters</td>
<td>1.806505</td>
<td>1.987828</td>
<td>1.468349</td>
<td>4.789066</td>
<td>0.033159</td>
</tr>
<tr>
<td></td>
<td>One smallest cluster at a time</td>
<td>1.930246</td>
<td>2.144635</td>
<td>1.467419</td>
<td>2.104229</td>
<td>0.033032</td>
</tr>
<tr>
<td></td>
<td>Pruning extra clusters</td>
<td>1.795159</td>
<td>2.027868</td>
<td>1.461367</td>
<td>5.346219</td>
<td>0.033261</td>
</tr>
</tbody>
</table>
Table 5.2 – Continued

<table>
<thead>
<tr>
<th>Clustering</th>
<th>Deletion Method</th>
<th>Twod.tra 20 Training Error</th>
<th>Twod.tra 20 Validation Error</th>
<th>Twod.tra 50 Training Error</th>
<th>Twod.tra 50 Validation Error</th>
<th>Mattrn.tra 20 Training Error</th>
<th>Mattrn.tra 20 Validation Error</th>
<th>Mattrn.tra 50 Training Error</th>
<th>Mattrn.tra 50 Validation Error</th>
</tr>
</thead>
<tbody>
<tr>
<td>SOM</td>
<td>Group of largest generated clusters</td>
<td>0.194424</td>
<td>0.257178</td>
<td>0.142301</td>
<td>0.713996</td>
<td>0.025468</td>
<td>0.029388</td>
<td>0.010854</td>
<td>0.018351</td>
</tr>
<tr>
<td></td>
<td>One largest cluster at a time</td>
<td>0.194281</td>
<td>0.255438</td>
<td>0.143796</td>
<td>0.698954</td>
<td>0.028565</td>
<td>0.033629</td>
<td>0.016131</td>
<td>0.026015</td>
</tr>
<tr>
<td></td>
<td>Group of smallest generated clusters</td>
<td>0.190405</td>
<td>0.247962</td>
<td>0.142212</td>
<td>0.366240</td>
<td>0.023202</td>
<td>0.029962</td>
<td>0.010661</td>
<td>0.017253</td>
</tr>
<tr>
<td></td>
<td>One smallest cluster at a time</td>
<td>0.190265</td>
<td>0.245559</td>
<td>0.140269</td>
<td>0.316514</td>
<td>0.023469</td>
<td>0.028909</td>
<td>0.009932</td>
<td>0.016884</td>
</tr>
<tr>
<td></td>
<td>Pruning extra clusters</td>
<td>0.188396</td>
<td>0.242877</td>
<td>0.141451</td>
<td>0.348277</td>
<td>0.018454</td>
<td>0.023697</td>
<td>0.007988</td>
<td>0.014705</td>
</tr>
<tr>
<td>Sequential Leader</td>
<td>Group of largest generated clusters</td>
<td>0.197268</td>
<td>0.567863</td>
<td>0.155876</td>
<td>2.887054</td>
<td>0.025855</td>
<td>0.031004</td>
<td>0.011043</td>
<td>0.019828</td>
</tr>
<tr>
<td></td>
<td>One largest cluster at a time</td>
<td>0.206905</td>
<td>1.776535</td>
<td>0.166569</td>
<td>4.880402</td>
<td>0.023797</td>
<td>0.026813</td>
<td>0.012352</td>
<td>0.021264</td>
</tr>
<tr>
<td></td>
<td>Group of smallest generated clusters</td>
<td>0.193487</td>
<td>1.509204</td>
<td>0.150356</td>
<td>2.295173</td>
<td>0.025035</td>
<td>0.029907</td>
<td>0.011388</td>
<td>0.019644</td>
</tr>
<tr>
<td></td>
<td>One smallest cluster at a time</td>
<td>0.190865</td>
<td>0.257002</td>
<td>0.142951</td>
<td>4.475504</td>
<td>0.024480</td>
<td>0.029255</td>
<td>0.010729</td>
<td>0.017656</td>
</tr>
<tr>
<td></td>
<td>Pruning extra clusters</td>
<td>0.191748</td>
<td>0.285933</td>
<td>0.150678</td>
<td>4.837354</td>
<td>0.021424</td>
<td>0.026131</td>
<td>0.008919</td>
<td>0.075440</td>
</tr>
</tbody>
</table>
CHAPTER 6
IMPROVED PLN TRAINING

6.1 Overhead in Conventional Pruning Methods

Training data files can be overwhelmingly large in size, and reading through the whole file can take up a significant amount of processing time even with a very fast hard disk drive (HDD). This is because processors have become increasingly fast, but mass storage technology has not been able to maintain the same pace. This results in the CPU waiting to read from or write to a storage device very often. In most computers and for most data files, the main memory or random access memory (RAM) is not large enough to hold the complete data file in its entirety. Thus, the file must be read back again from the disk for every pass. The conventional pruning method makes at least 2 passes through the whole data file for every pruning iteration. We have proposed a way to significantly reduce the amount of file access performed.

6.2 Storing Patterns of Each Cluster Separately

After the initial set of clusters has been obtained from a clustering algorithm, the patterns are read from the training data file, and written to a file corresponding to the cluster to which the pattern belongs to. Modern operating systems have no problems having a large number of files open at once, and can easily open files for hundreds of clusters. The files
are created in binary format to conserve space and reduce the number of bytes to be read or written.

6.2.1 Multiplies Saved in Computing Distance Measures

Once a cluster is selected for deletion, the original data file need not be traversed to seek out patterns belonging to the target cluster, since the patterns belonging to this cluster are already segregated. Thus, it is not necessary to compute \( N_v \cdot K \) distances to determine cluster memberships for all the patterns.

When pruning from \( K \) clusters down to 2 clusters, the number of multiplies needed to compute additional distance measures when using a single file, which are not needed when using multiple files are:

\[
M_{\text{saved}} = N_v \cdot M_{DM} \sum_{k=3}^{K} k
\]

(6.1)

where \( M_{DM} \) is the number of multiplies required to compute one distance measure. For the weighted Euclidean distance measure, where \( M_{DM} = 2 \cdot N \),

\[
M_{\text{saved}} = 2 \cdot N_v \cdot N \sum_{k=3}^{K} k
\]

(6.2)

\[
M_{\text{saved}} = 2 \cdot N_v \cdot N \frac{K \cdot (K + 1)}{2} - 3
\]

(6.3)

6.2.2 File I/O Operations Saved

File I/O operations are a considerable bottleneck in modern day program execution speeds. The number of file reads and writes required when pruning from \( K \) clusters down to 2 clusters is:

\[
N_{io}(\text{single file}) = \sum_{k=3}^{K} N_v = (K - 2) \cdot N_v
\]

(6.4)
\[ N_{\text{IO}}(\text{multiple files}) = \sum_{k=3}^{K} 2 \cdot N_v(k) \] (6.5)

Since the target cluster \( k_{\text{target}} \) generally has very few patterns \( N_v(k_{\text{target}}) \) compared to the original data file \( N_v \), this results in considerable time savings.

If the complexity of one I/O operation is equivalent to \( M_{\text{IO}} \) multiplies, the total savings in the number of multiplies is:

\[ M_{\text{saved}} = 2 \cdot N_v \cdot \sum_{k=3}^{K} \frac{K \cdot (K + 1)}{2} - 3 + (K - 2) \cdot N_v \cdot M_{\text{IO}} - \sum_{k=3}^{K} 2 \cdot N_v(k) \cdot M_{\text{IO}} \] (6.6)

Table 6.1 presents some results obtained on some test files for multiplies and I/O operations saved, computed by using these formulas. The results shown are for pruning from 50 clusters down to a single cluster.

<table>
<thead>
<tr>
<th>Data Set</th>
<th>( N_v )</th>
<th>N</th>
<th>Number of multiplies</th>
<th>Number of IO operations</th>
</tr>
</thead>
<tbody>
<tr>
<td>twod</td>
<td>1768</td>
<td>8</td>
<td>35982336</td>
<td>1414400</td>
</tr>
<tr>
<td>single2</td>
<td>10000</td>
<td>16</td>
<td>407040000</td>
<td>160000000</td>
</tr>
<tr>
<td>oh7</td>
<td>15000</td>
<td>20</td>
<td>763200000</td>
<td>300000000</td>
</tr>
<tr>
<td>fmtrain</td>
<td>1024</td>
<td>5</td>
<td>13025280</td>
<td>512000</td>
</tr>
<tr>
<td>mattrn</td>
<td>2000</td>
<td>4</td>
<td>20352000</td>
<td>800000</td>
</tr>
<tr>
<td>power12</td>
<td>1414</td>
<td>12</td>
<td>43166592</td>
<td>16968000</td>
</tr>
</tbody>
</table>

Actual time savings in seconds are illustrated in Table 6.2. The results shown are for pruning from 50 clusters down to a single cluster. To increase timing accuracy, the values have been averaged across 3 trials on 10-fold validation data sets.
Table 6.2 Comparison of time taken using separate files for each cluster to working with a single file.

<table>
<thead>
<tr>
<th>Data Set</th>
<th>Execution Time using a Single File</th>
<th>Execution Time using Separate Files</th>
<th>Time Saved</th>
<th>Percentage Time Savings</th>
</tr>
</thead>
<tbody>
<tr>
<td>twod</td>
<td>3.9779</td>
<td>3.4009</td>
<td>0.5769</td>
<td>14.50</td>
</tr>
<tr>
<td>single2</td>
<td>14.5581</td>
<td>10.7003</td>
<td>3.8578</td>
<td>26.50</td>
</tr>
<tr>
<td>oh7</td>
<td>28.9881</td>
<td>20.8993</td>
<td>8.0888</td>
<td>27.90</td>
</tr>
<tr>
<td>fmtrain</td>
<td>1.3229</td>
<td>1.1038</td>
<td>0.2191</td>
<td>16.56</td>
</tr>
<tr>
<td>mattrn</td>
<td>2.3954</td>
<td>1.9230</td>
<td>0.4723</td>
<td>19.72</td>
</tr>
<tr>
<td>power12</td>
<td>3.0986</td>
<td>2.3475</td>
<td>0.7510</td>
<td>24.24</td>
</tr>
</tbody>
</table>

6.3 Redesign Only the Changed Clusters

When a cluster is deleted, patterns migrate to other clusters. It is likely that the patterns from the deleted cluster will be absorbed by the clusters surrounding it, and no patterns will be added to many clusters that are at a distance. When redesigning the PLN at this stage, only the clusters which received new training patterns need to be redesigned. This leads to considerable time savings compared to redesigning all modules of the PLN. In the case of the PLN, a linear fitting algorithm using the Schmidt procedure is applied. If the modules are to have quadratic or higher order mappings, the time savings increase. In some cases, unnecessary cluster fitting was avoided 90% of the time. The previous optimization of using multiple files was retained when implementing this optimization.

A flag variable can be set up for the clusters to which new patterns have been added. This information can be later used to decide if the cluster needs to be redesigned or not. Table 6.3 shows the percentage of time clusters were unmodified and did not need to be redesigned. The results shown are for pruning from 50 clusters down to a single cluster.
Table 6.3 Percentage of times call to OLS was avoided for unmodified clusters.

<table>
<thead>
<tr>
<th>Data Set</th>
<th>Percentage of times call to OLS was avoided</th>
</tr>
</thead>
<tbody>
<tr>
<td>twod</td>
<td>90.39</td>
</tr>
<tr>
<td>single2</td>
<td>88.06</td>
</tr>
<tr>
<td>oh7</td>
<td>87.88</td>
</tr>
<tr>
<td>fmtrain</td>
<td>92.39</td>
</tr>
<tr>
<td>mattrn</td>
<td>83.33</td>
</tr>
<tr>
<td>power12</td>
<td>92.66</td>
</tr>
</tbody>
</table>

The number of times calls to OLS were avoided is quite significant, ranging above eighty percent. But due to fast speeds of today’s processors, this leads to only a modest reduction in execution time. Table 6.4 shows the time savings in seconds for pruning from 50 clusters down to a single cluster.

Table 6.4 Time saved by avoiding calls to OLS for unmodified clusters.

<table>
<thead>
<tr>
<th>Dataset</th>
<th>Execution Time when Redesigning All Clusters</th>
<th>Execution Time when Redesigning Only Changed Clusters</th>
<th>Time Saved</th>
<th>Percentage Time Savings</th>
</tr>
</thead>
<tbody>
<tr>
<td>twod</td>
<td>3.977857</td>
<td>3.921943</td>
<td>0.055914</td>
<td>1.41</td>
</tr>
<tr>
<td>single2</td>
<td>14.558098</td>
<td>14.355004</td>
<td>0.203094</td>
<td>1.40</td>
</tr>
<tr>
<td>oh7</td>
<td>28.988145</td>
<td>28.600798</td>
<td>0.387347</td>
<td>1.34</td>
</tr>
<tr>
<td>fmtrain</td>
<td>1.322890</td>
<td>1.298520</td>
<td>0.024371</td>
<td>1.84</td>
</tr>
<tr>
<td>mattrn</td>
<td>2.395359</td>
<td>2.348174</td>
<td>0.047185</td>
<td>1.97</td>
</tr>
<tr>
<td>power12</td>
<td>3.098569</td>
<td>2.964425</td>
<td>0.134145</td>
<td>4.33</td>
</tr>
</tbody>
</table>

IO operations can take up a significant amount of the total execution time, which make the improvements in execution speed less noticeable. The scheduler often tries to execute interleaving IO and processing operations in parallel, which can introduce some variability in results. To work around these problems, a separate version of the pruning
software was developed which did not work with the original data file, but instead worked on a copy stored in the main memory thus avoiding most IO operations. Table 6.5 shows execution times in seconds for this in-memory implementation when pruning from 50 clusters down to a single cluster.

Table 6.5 Time saved by avoiding calls to OLS for unmodified clusters with the in-memory implementation.

<table>
<thead>
<tr>
<th>Dataset</th>
<th>Execution Time when Redesigning All Clusters for in-memory implementation</th>
<th>Execution Time when Redesigning Only Changed Clusters for in-memory implementation</th>
<th>Time Saved</th>
<th>Percentage Time Savings</th>
</tr>
</thead>
<tbody>
<tr>
<td>twod</td>
<td>1.000563</td>
<td>0.960174</td>
<td>0.040389</td>
<td>4.04</td>
</tr>
<tr>
<td>single2</td>
<td>4.752369</td>
<td>4.634026</td>
<td>0.118343</td>
<td>2.49</td>
</tr>
<tr>
<td>oh7</td>
<td>9.938447</td>
<td>9.750855</td>
<td>0.187592</td>
<td>1.89</td>
</tr>
<tr>
<td>fmtrain</td>
<td>0.336549</td>
<td>0.329262</td>
<td>0.007287</td>
<td>2.17</td>
</tr>
<tr>
<td>mattrn</td>
<td>0.655931</td>
<td>0.641581</td>
<td>0.014350</td>
<td>2.19</td>
</tr>
<tr>
<td>power12</td>
<td>0.850312</td>
<td>0.790640</td>
<td>0.059672</td>
<td>7.02</td>
</tr>
</tbody>
</table>

6.4 Reassign Patterns and Change R & C

As patterns from the deleted cluster are added to other clusters, the autocorrelation matrices $R_k$, and the cross correlation matrices $C_k$ of the clusters receiving the patterns are affected. Instead of recalculating the matrices by parsing the whole data file, the $R$ and $C$ matrices are updated incrementally as soon as a new pattern is added. To facilitate this, the $R$ & $C$ matrices are not normalized with respect to the number of patterns in the cluster. This does not affect the computation of weights, as the linear equation solver does not depend on the scaling of the matrices. This eliminates the need to go through all the patterns in the cluster to obtain the $R$ and $C$ matrices. The previous optimizations of
using multiple files and redesigning only the changed clusters still remain when implementing this optimization.

6.5 Partial Distances

Partial distances have been used in vector quantization and video coding algorithms for improving speeds [62, 63]. The concept is that the decision whether a pattern does not belong to a cluster can be made before the squared distance along all the dimensions has been added to the norm. If for any \( n < N \), the partial distance is greater than the minimum distance yet found in the search, the next cluster can be considered. This certainly reduces the number of multiplies required to determine cluster memberships. The algorithm is described in Figure 6.1.

Partial distance measures have been used to improve the network design and input processing speeds in the following ways:

1. When training the PLN, patterns need to be clustered. This requires determining the closest cluster to each pattern.
2. The pruning algorithm needs the closest two clusters to each pattern. A modified form of partial distance (Figure 6.2) is used to determine both in a single pass.
3. In pruning, when a cluster is selected for deletion, its patterns are reassigned to other clusters.
4. When processing input patterns with a PLN, the first step is to determine the cluster to which the pattern belongs.
Use of partial distances helped with reducing the amount of computation required for distance measurement. Table 6.6 shows the reduction in computation with the use of partial distance when pruning from 50 clusters down to a single cluster. The optimizations of using multiple files, redesigning only the changed clusters, and incrementally updating $R$ and $C$ matrices were retained.

Table 6.7 shows the execution time savings in seconds when using partial distances for pruning from 50 clusters down to a single cluster. Using partial distance reduced execution time in most cases, except where the number of inputs was already very small. The savings in time become more pronounced when using the in-memory implementation as seen in Table 6.8.
Given pattern $x_p$ and $K$ cluster centers $m_k$.

Set the first cluster as the closest cluster $k_1=1$ and the second cluster as the second closest cluster $k_2=2$. Also set the closest and second closest cluster distances as $d_{k_1}=d(x_p, m_1)$ and $d_{k_2}=d(x_p, m_2)$.

If $d_{k_2} < d_{k_1}$, swap $k_1$ and $k_2$, swap $d_{k_1}$ and $d_{k_2}$.

Set cluster index $k=3$.

Let feature index $n = 1$, partial distance $d = 0$.

$k = k + 1$

Is $k = K$?

$d = d + (m_k(n) - x_p(n))^2$

$n = n + 1$

Is $d < d_{k_2}$?

Is $n = N$?

Is $d < d_{k_1}$?

$d_{k_2} = d_{k_1}$
$d_{k_1} = d$

$d_{k_2} = d$

Figure 6.2 Modified partial distance used in pruning.
Table 6.6 Reduction in computation with partial distance measure.

<table>
<thead>
<tr>
<th>Data Set</th>
<th>Original Feature Length</th>
<th>Average Feature Length With Partial Distances</th>
<th>Percentage of multiplies avoided by using Partial Distances</th>
</tr>
</thead>
<tbody>
<tr>
<td>twod</td>
<td>8</td>
<td>2.8994</td>
<td>63.76</td>
</tr>
<tr>
<td>single2</td>
<td>16</td>
<td>6.2643</td>
<td>60.85</td>
</tr>
<tr>
<td>oh7</td>
<td>20</td>
<td>11.3243</td>
<td>43.38</td>
</tr>
<tr>
<td>fmtrain</td>
<td>5</td>
<td>2.7565</td>
<td>44.87</td>
</tr>
<tr>
<td>mattrn</td>
<td>4</td>
<td>2.3470</td>
<td>41.33</td>
</tr>
<tr>
<td>power12</td>
<td>12</td>
<td>4.4931</td>
<td>62.56</td>
</tr>
</tbody>
</table>

Table 6.7 Execution time saved using partial distance.

<table>
<thead>
<tr>
<th>Data Set</th>
<th>Number of Inputs</th>
<th>Execution Time Without Using Partial Distances</th>
<th>Execution Time Using Partial Distances</th>
<th>Time Saved</th>
<th>Percentage Savings</th>
</tr>
</thead>
<tbody>
<tr>
<td>twod</td>
<td>8</td>
<td>3.400945</td>
<td>2.982096</td>
<td>0.418849</td>
<td>12.32</td>
</tr>
<tr>
<td>single2</td>
<td>16</td>
<td>10.700347</td>
<td>9.145168</td>
<td>1.555180</td>
<td>14.53</td>
</tr>
<tr>
<td>oh7</td>
<td>20</td>
<td>20.899322</td>
<td>19.823897</td>
<td>1.075425</td>
<td>5.15</td>
</tr>
<tr>
<td>fmtrain</td>
<td>5</td>
<td>1.103798</td>
<td>1.115989</td>
<td>-0.012191</td>
<td>-1.10</td>
</tr>
<tr>
<td>mattrn</td>
<td>4</td>
<td>1.923028</td>
<td>1.924957</td>
<td>-0.001930</td>
<td>-0.10</td>
</tr>
<tr>
<td>power12</td>
<td>12</td>
<td>2.347528</td>
<td>2.082255</td>
<td>0.265273</td>
<td>11.30</td>
</tr>
</tbody>
</table>

Table 6.8 Execution time saved using partial distance for in-memory implementation.

<table>
<thead>
<tr>
<th>Data Set</th>
<th>Number of Inputs</th>
<th>Execution Time Without Using Partial Distances</th>
<th>Execution Time Using Partial Distances</th>
<th>Time Saved</th>
<th>Percentage Savings</th>
</tr>
</thead>
<tbody>
<tr>
<td>twod</td>
<td>8</td>
<td>0.960174</td>
<td>0.823122</td>
<td>0.137052</td>
<td>14.27</td>
</tr>
<tr>
<td>single2</td>
<td>16</td>
<td>4.634026</td>
<td>3.258940</td>
<td>1.375086</td>
<td>29.67</td>
</tr>
<tr>
<td>oh7</td>
<td>20</td>
<td>9.750855</td>
<td>8.678893</td>
<td>1.071962</td>
<td>10.99</td>
</tr>
<tr>
<td>fmtrain</td>
<td>5</td>
<td>0.329262</td>
<td>0.330343</td>
<td>-0.001081</td>
<td>-0.33</td>
</tr>
<tr>
<td>mattrn</td>
<td>4</td>
<td>0.641581</td>
<td>0.673092</td>
<td>-0.031511</td>
<td>-4.91</td>
</tr>
<tr>
<td>power12</td>
<td>12</td>
<td>0.790640</td>
<td>0.666757</td>
<td>0.123884</td>
<td>15.67</td>
</tr>
</tbody>
</table>
6.6 Partial Distances with an Order Function

The dimensions with a larger variance are expected to create larger increments to the partial distance, causing distant clusters to be rejected more quickly. An order function maps the natural order of inputs in the data file to a different sequence. Distance components were summed up in this order in the partial distance, and when the sum exceeded the minimum distance observed yet, further computation of the distance measure was aborted.

An ordering function \( o(n) \) was determined by sorting the input variances in decreasing order.

\[
o(1) = \arg\min_{1 \leq i \leq N} \frac{1}{\sigma(i)^2}
\]

\[
o(n) = \arg\min_{1 \leq i \leq N, i \in \{o(1), o(2), \ldots, o(n-1)\}} \frac{1}{\sigma(i)^2}
\]

(6.7)

A second order function was also used which also accounted the variances of cluster centers. A variance measure \( f(n) \) was defined as:

\[
f(n) = \sigma^2(n) + \sum_{k=1, k \neq l}^{K-1} \sum_{l=k+1}^{K} \left( m_k(n) - m_l(n) \right)^2
\]

(6.8)

The order function in this case was determined by sorting \( f(n) \) in decreasing order:

\[
o(1) = \arg\min_{1 \leq i \leq N} \{f(i)\}
\]

\[
o(n) = \arg\min_{1 \leq i \leq N, i \in \{o(1), o(2), \ldots, o(n-1)\}} \{f(i)\}
\]

(6.9)

Table 6.9 shows the reduction in computation with the use of both the order functions. Using an order function further reduced the computation in most cases over using only partial distance. In the few cases where the use of an order function increased the amount of computation needed, it can be inferred that the order function used was not the ideal
one for the scenario, and the natural ordering of inputs in the data file was better. The first order function based on input variance performed better than the one given in (6.9).

Table 6.9 Reduction in computation with partial distance measure and an order function.

<table>
<thead>
<tr>
<th>Data Set</th>
<th>Original Feature Length</th>
<th>Average Feature Length With Partial Distances Only</th>
<th>Order Function 1</th>
<th>Order function 2</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>Average Feature Length With Partial Distance and Order Function</td>
<td>Percentage of multiplies avoided by using Order Function</td>
<td>Average Feature Length With Partial Distance and Order Function</td>
</tr>
<tr>
<td>twod</td>
<td>8</td>
<td>2.8994</td>
<td>2.8860</td>
<td>0.17</td>
</tr>
<tr>
<td>single2</td>
<td>16</td>
<td>6.2643</td>
<td>7.5146</td>
<td>-7.81</td>
</tr>
<tr>
<td>fmtrain</td>
<td>5</td>
<td>2.7565</td>
<td>2.6056</td>
<td>3.02</td>
</tr>
<tr>
<td>matrn</td>
<td>4</td>
<td>2.3470</td>
<td>2.1948</td>
<td>3.80</td>
</tr>
<tr>
<td>power12</td>
<td>12</td>
<td>4.4931</td>
<td>4.7576</td>
<td>-2.20</td>
</tr>
</tbody>
</table>

The savings in execution time for the first order function (decreasing order of variance) are reported in Table 6.10. All previous optimizations, namely, using multiple files, redesigning only the changed clusters, incrementally updating R and C matrices, and using partial distances were retained when implementing the order function.

Table 6.10 Comparison of execution times when using partial distances and an order function.

<table>
<thead>
<tr>
<th>Data Set</th>
<th>Number of Inputs</th>
<th>Execution Time Using Partial Distance</th>
<th>Execution Time Using Partial Distance and Order Function</th>
<th>Time Saved</th>
<th>Percentage Savings</th>
</tr>
</thead>
<tbody>
<tr>
<td>twod</td>
<td>8</td>
<td>0.823122</td>
<td>0.819107</td>
<td>0.004015</td>
<td>0.49</td>
</tr>
<tr>
<td>single2</td>
<td>16</td>
<td>3.258940</td>
<td>3.457075</td>
<td>-0.198135</td>
<td>-6.08</td>
</tr>
<tr>
<td>oh7</td>
<td>20</td>
<td>8.678893</td>
<td>7.859646</td>
<td>0.819247</td>
<td>9.44</td>
</tr>
<tr>
<td>fmtrain</td>
<td>5</td>
<td>0.330343</td>
<td>0.310786</td>
<td>0.019557</td>
<td>5.92</td>
</tr>
<tr>
<td>matrn</td>
<td>4</td>
<td>0.673092</td>
<td>0.614167</td>
<td>0.058925</td>
<td>8.75</td>
</tr>
<tr>
<td>power12</td>
<td>12</td>
<td>0.666757</td>
<td>0.640978</td>
<td>0.025779</td>
<td>3.87</td>
</tr>
</tbody>
</table>
In this chapter, results from pruning PLNs using the improved algorithm of CHAPTER 6 are presented. The algorithm was implemented in Microsoft Visual C++ compiler version 6.0.

7.1 Pruning Simulations

The improved PLN was tested on 6 data sets, pruning down from 50 clusters to 1 cluster. The clustering algorithm used is SOM. Training and validation errors were averaged over 10-fold validation data sets created from the original data files. For more information about the data files, please refer to the appendix.

7.1.1 Twod Data Set

The monotonic increase in training error when reducing the number of clusters proves the effectiveness of the pruning algorithm. But the validation error shows that the initial number of clusters was too big, and caused memorization of patterns. Thus the network could not respond well to the unseen validation data. The lowest validation error of 0.2434 was seen for K=14 clusters, though any number of clusters between K=5 and K=27 would have yielded a similar error. The sharp increase in the validation error when
going from K=47 to K=46 clusters shows the deletion of a useful cluster. Since the pruning algorithm aims at reducing the total MSE, a bigger cluster with a good mapping may get more preference over smaller cluster with poor mapping for deletion. Similarly, the fall in error when going from K=37 to K=36 clusters could be due to the deletion of a poor cluster that had been memorized, relinquishing its patterns to other clusters where they fit the mapping well.

![PLN Pruning Results for Twod Data](image)

Figure 7.1 PLN pruning results for twod data.

### 7.2 Single2 Data Set

This data file was mapped very well by the piecewise linear network. The lowest validation error of 0.0363 was noted for K=44 clusters, and went up to only 0.0426 if half the number of clusters were used.
7.2.1 Oh7 Data Set

Here, a good number of clusters for the PLN comes out to be $K=20$. Upon increasing the number of clusters beyond 20, the validation error does not decrease, showing that the clusters have already mapped the function adequately well.
7.2.2 Fmtrain Data Set

This data file contains synthetic data generated from a mathematical relation having five inputs and one output. The relatively low dimensionality and simplicity of the mapping helps in obtaining good results with a very small number of clusters.

![PLN Pruning Results for Fmtrain Data](image)

Figure 7.4 PLN pruning results for fmtrain data.

7.2.3 Mattrn Data Set

This data set contains data for inversion of 4x4 matrices. The input matrices are restricted to uniform distribution between 0 and 1, suggesting that the inverted matrices are likely to have values with magnitude more than 1. Even with a single cluster, the mean squared error is restricted to 0.2, which is relatively small. As the number of clusters is increased, both the training and validation errors go down almost monotonically, although there is not much difference in the error for K=20 and for K=50 clusters.
7.2.4 Power12 Data Set

This file contains power load forecasting data, having twelve input parameters and one predicted output. For this file, the validation error seems to go up as the number of clusters increase. This can be attributed to poor data for approximation, or a poor choice of distance measure that yields clusters with a poor mapping.
8.1 Conclusions

In this thesis, several prospects for improving a piecewise linear network are explored. SOM clustering is found to perform better than sequential leader clustering when compared by the initial error of the network. Several methods to estimate the threshold for SL were developed, and a binary search based approach was found to be the most efficient. To deal with the problem of SOM clustering yielding empty clusters and SL clustering failing to be precise with the number of clusters, it was suggested to generate a higher number of clusters than desired. Several methods to delete the extra clusters were considered, and pruning – although slower, was expectedly found to be the best, closely followed by the deletion of the smallest clusters. Several methods to improve PLN pruning performance are discussed and their effectiveness demonstrated. It is found that separating patterns to different files based on their cluster membership can be used to improve performance. The gains in execution speed were more noticeable on larger data files because the number of file IO operations, which are the biggest speed bottlenecks, saved also increased proportionally. The Schmidt procedure was implemented for solving linear network weights, instead of using conjugate gradient. Significant reduction in computation was observed during pruning when only clusters that received new patterns
during the process were re-fitted. Partial distance measure based on an ordering function was also found to reduce the amount of computation.

8.2 Future Work

Given the drawbacks of SOM clustering – namely dependence on the initial set of cluster center vectors provided, and slower performance as compared to Sequential Leader clustering, it necessary to find better applications of Sequential Leader clustering to PLN problems. The performance skew in favor of SOM clustering can be attributed to the fact that it begins with a significantly larger number of clusters than SL clustering, pruning down across a larger number of clusters to get to the desired number of clusters. Since it is difficult to control precisely the number of clusters generated by SL algorithm, it is made to generate any number of clusters between a window having boundaries slightly over the desired number of clusters and less than the maximum number of clusters. Because the number of clusters initially generated with SL is almost always less than the initial number of clusters generated in SOM, it is difficult to make a precise comparison of the quality of generated clusters. Thus it is suggested that a thorough comparison be made by forcing both SL and SOM to yield the same number of initial clusters. This may require several brute force attempts on the SL threshold.
APPENDIX A

DESCRIPTION OF DATA SETS USED FOR TRAINING AND VALIDATION
**Twod - Inversion of surface scattering parameters**

This training file is used in the task of inverting the surface scattering parameters from an inhomogeneous layer above a homogeneous half space, where both interfaces are randomly rough. The parameters to be inverted are the effective permittivity of the surface, the normalized rms height, the normalized surface correlation length, the optical depth, and single scattering albedo of an inhomogeneous irregular layer above a homogeneous half space from back scattering measurements.

The training data file contains 1,768 patterns. The inputs consist of eight theoretical values of back scattering coefficient parameters at V and H polarization and four incident angles. The outputs were the corresponding values of permittivity, upper surface height, lower surface height, normalized upper surface correlation length, normalized lower surface correlation length, optical depth and single scattering albedo which had a joint uniform PDF [64, 65].

**Single2 – Inversion of back scattering parameters**

This training data file consists of 16 inputs, 3 outputs and 10,000 training patterns, and represents the training set for inversion of surface permittivity, the normalized surface rms roughness, and the surface correlation length found in back scattering models from randomly rough dielectric surfaces. The first 16 inputs represent the simulated back scattering coefficient measured at 10, 30, 50 and 70 degrees at both vertical and horizontal polarization. The remaining 8 are various combinations of ratios of the original eight values. These ratios correspond to those used in several empirical retrieval algorithms [66, 67].
Oh7 - Radar Scattering from Bare Soil Surfaces

This data set is given in [68]. The training set contains VV and HH polarization at L 30, 40 deg, C 10, 30, 40, 50, 60 deg, and X 30, 40, 50 deg along with the corresponding unknowns rms surface height, surface correlation length, and volumetric soil moisture content in g / cubic cm. The file has 20 inputs, 3 outputs and 10,453 training patterns.

Fmtrain – FM demodulation data

This training file is used to train a neural network to perform demodulation of an FM (frequency modulation) signal containing a sinusoidal message. The data are generated from the equation

\[ r(n) = A_c \cos((2\pi f_c n) + A_m \sin(2\pi f_m n)) \]

where \( A_c \) = Carrier Amplitude, \( A_m \) = Message Amplitude, \( f_c \) = normalized Carrier frequency, \( f_m \) = normalized message frequency. In this data set, \( A_c = .5, f_c = .1012878, A_m = 5, \) and \( f_m = .01106328. \) The five inputs are \( r(n-2), r(n-1), r(n), r(n+1), \) and \( r(n+2). \) The output is the sinusoidal message \( \cos(2\pi f_m n) \). In each consecutive pattern, \( n \) is incremented by 1 [69]. The file has 2000 training patterns.

Mattrn – Matrix inversion data

This training file provides the data set for inversion of random two-by-two matrices. Each pattern consists of 4 input features and 4 output features. The input features, which are uniformly distributed between 0 and 1, represent a matrix and the four output features are elements of the corresponding inverse matrix. The determinants of the input matrices are constrained to be between .3 and 2. The file has 2,000 training patterns.
Power12 – Power load forecasting

This training file was generated using data obtained from TU Electric Company in Texas. The file has 12 inputs, 1 output, and 1,414 training patterns. The first ten input features are last ten minutes power load in megawatts for the entire TU Electric utility, which covers a large part of north Texas. The output is power load fifteen minutes in the future from the current time. All powers were originally sampled every fraction of a second, and averaged over 1 minute to reduce noise. The last two inputs are respectively, the "True Area Control Error" (TACE) and the "Filtered Area Control Error" (FACE). The FACE is a combination of exponentially filtered TACE and moving average filtered TACE [70, 71].
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