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ABSTRACT

SPATIOTEMPORAL MEASUREMENT OF FREEZING-INDUCED DEFORMATION OF

ENGINEERED TISSUES

Ka Yaw Teo, M.S.
The University of Texas at Arlington, 2009

Supervising Professor: Bumsoo Han

In order to cryopreserve functional engineered tissues (ETs), the microstructure of
extracellular matrix (ECM) as well as the cellular viability should be maintained given that the
functionality of ETs is closely related to the ECM microstructure. Since the post-thaw ECM
microstructure is determined by the deformation of ETs during cryopreservation, the freezing-
induced deformation of ETs was measured in the present study with a newly developed quantum
dot (QD)-mediated cell image deformetry technique using dermal equivalents as a model system.
The dermal equivalents were constructed by seeding QD-labeled fibroblasts in type | collagen
matrices. After 24 hour incubation, the ETs were directionally frozen by exposing them to a
spatial temperature gradient (from 4 € to -20 € o ver a distance of 6 mm). The ETs were
consecutively imaged while being frozen. Consecutive pairs of these images were two-
dimensionally cross-correlated to determine the local deformation during freezing. The results
showed that freezing induced the deformation of ET, and its magnitude varied with both time and
location. The maximum local dilatation was 0.006 s™ and was always observed at the phase
change interface. Due to this local expansion, the unfrozen region in front of the freezing

interface experienced compression.  This expansion-compression pattern was observed



throughout the freezing process. In the unfrozen region, the deformation rate gradually
decreased away from the freezing interface. After freezing/thawing, the ET experienced an
approximately 28% decrease in thickness and 8% loss in weight. These results indicate that
freezing-induced deformation caused the transport and extrusion of interstitial fluid. In summary,
the results suggest that complex cell-fluid-matrix interactions occur within ETs during freezing,
and these interactions determine the post-thaw ECM microstructure and eventual post-thaw

tissue functionality.
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CHAPTER 1
INTRODUCTION

As tissue engineering technology develops, reliable long-term preservation technology is
highly desired to provide "off-the-shelf" availability of various engineered tissues (ETs) [1,2].
Reliable preservation technology is also desired for more effective storage, banking as well as
transportation of ETs. This is one of the critical elements for tissue engineering in order for it to
be scaled up from the laboratory to the manufacturing scale [3]. In order to address this need,
various preservation techniques have been proposed and studied for a wide variety of
biomaterials [4,5]. These techniques include hypothermic preservation, cryopreservation,
vitrification, freeze-drying, and desiccation. Although all of the above techniques show promise
for tissue preservation, cryopreservation, which preserves biomaterials in the frozen state, is still
the primary candidate for long-term storage of ETs considering the limitations of preservation time
window, toxicity associated with high concentration of cryoprotective agents, and the feasibility of
sublimation and desiccation [6,7].

Several critical challenges, however, should be addressed for successful
cryopreservation of ETs. One of the most significant challenges is the lack of consistency in
maintaining the functionality of ETs [5]. The functionality is associated with mechanical, optical
and transport properties of ETs, and is crucial to the physiological function of ETs. These
functional properties are closely related to, or are often determined by, the microstructural
integrity of the extracellular matrix (ECM). Therefore, the functional tissue’s ECM microstructure
as well as the cellular viability should be maintained during cryopreservation [8-10].

Freezing/thawing (F/T) of tissue during cryopreservation causes multi-scale biophysical
phenomena at the molecular-, cellular- and tissue-levels. The molecular and cellular level

freezing-induced biophysical phenomena include: 1) intracellular ice formation (lIF), which is



spontaneous ice crystallization of intracellular water during rapid freezing [11,12]; 2) extracellular
ice formation (EIF) and consequent osmotic pressure-driven cellular dehydration during slow
freezing [13,14]; and 3) phase change and transition of lipids and proteins [15-18]. Although F/T-
induced cellular damage has been explained with the 'two-factor' hypothesis [19], all of these
biophysical events are thought to affect the post-thaw cellular viability.

Among the tissue-level phenomena, osmotic pressure-driven water transport between
intracellular and extracellular spaces, and the formation of extracellular ice, which is thought to
alter the ECM microstructure, have been investigated. In these studies, water transport and
morphology of the extracellular ice were investigated using small tissue samples or compartment-
based models [20-23]. Although these experimental studies provided physical insights on the
temporal nature of EIF, the spatial aspects of EIF and subsequent damage to the ECM were
neglected. Moreover, any interactive roles in the F/T-induced biophysical phenomena were not
considered because the ECM was recognized as a passive scaffold.

A few recent studies suggested that freezing of tissue induces the spatial and temporal
redistribution of interstitial fluid, subsequent spatiotemporal ECM swelling, and post-thaw
microstructural changes of the ECM [24,25]. These studies are based on the hypothesis that
spatiotemporal fluid-matrix interaction is induced during freezing of tissues. This interaction
includes: 1) volumetric expansion during water-ice phase change; 2) interstitial fluid transport
from the freezing interface; 3) swelling of the unfrozen ECM to accommodate the interstitial fluid;
and 4) reciprocal action of the ECM through the interstitial fluid pressure (IFP)-stress balance.
The results suggested that freezing might induce complex spatiotemporal interactions between
the interstitial fluid and the ECM, and these interactions might cause post-thaw ECM structural
alteration. However, these studies were based on observation of the post-thaw ECM
microstructure, and the role of cells in this interaction was not considered. Thus, a real-time
understanding of F/T-induced cell-fluid-matrix interaction is currently lacking in order to model the

spatiotemporal deformation of the ECM, which is a direct measure of the post-thaw ECM



microstructure.  However, quantitative spatiotemporal measurement of this F/T-induced
interaction is extremely challenging due to the lack of reliable non-invasive, dynamic, and multi-
scale measurement techniques, especially for micro-/meso-scale tissue deformation.

In the present study, a new experimental technique was developed to measure
spatiotemporal deformation of an engineered tissue during freezing in order to provide
guantitative information on F/T-induced cell-fluid-matrix interaction. As a model ET, dermal
equivalent was prepared by seeding quantum dot (QD)-labeled human fibroblast in type |
collagen matrix. The ET with QD-labeled cells was imaged during freezing with a fluorescence
microscope and further analyzed for micro-/meso-scale tissue deformation. The results are
discussed in the context of freezing-induced cell-fluid-matrix interaction relevant to the post-thaw
ECM structural changes of tissues. These results are expected to provide insights to explain the

effects of freezing on the functionality of tissues.



CHAPTER 2
MATERIALS AND METHODS

2.1 Cell Culture and Reagents

Early-passage human foreskin fibroblasts, obtained from Dr. Frederick Grinnell
(Department of Cell Biology, University of Texas Southwestern Medical Center), were maintained
in culture medium (DMEM/F12, Invitrogen, Grand Island, NY) supplemented with 10% fetal
bovine serum, 2 mM L-glutamine, and 100 pg/mL penicillin/streptomycin. The fibroblasts were
cultured up to the 15th passage in 75 cm® T-flasks at 37 T and 5% CO,. The cells were
consistently harvested at 80% confluency by using 0.05% trypsin and 0.53 mM EDTA.

The collected cells were labeled with quantum dots (Qtracker 655, Invitrogen, Carlsbad,
CA) according to the protocol suggested by the manufacturer. Briefly, a 10 nM labeling solution
was prepared by mixing 1 pyL of Qtracker Component A with 1 pyL of Qtracker Component B in a
1.5 mL centrifuge tube. The solution was incubated at 37 C for 5 minutes. 200 uL of complete
culture medium was then added to the tube, followed by vortexing for 30 seconds. Subsequently,
the cells were added to the tube containing the labeling solution and incubated at 37 C. The
cellular uptake of quantum dots (QDs) was characterized and is shown in Figure 2.1. The
amount of intracellular QDs was measured by quantifying the average fluorescence intensity per
cell using image-processing software (ImageJ, NIH). Figure 2.1 shows that the cellular uptake
generally increased as the incubation time increased. The most rapid uptake was observed in
the first 30 minutes, and then the uptake increased linearly with time at a somewhat slower rate.
In the present study, the fibroblasts were labeled for 30 minutes. After incubation the cells were

washed twice with complete culture medium to remove excess QDs.
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Figure 2.1 Quantum dot endocytosis characteristic of human foreskin fibroblasts (n = 3 for each
time point). Intracellular quantum dot fluorescence intensity increases sharply with time in the
first 30 minutes, and continues to increase almost linearly thereafter. Fluorescence images
confirm the increase of quantum dot accumulation in fibroblasts over time.



2.2 Engineered Tissue with Quantum Dot-Labeled Cells

The QD-labeled cells were suspended in 2 mL of collagen solution prepared from high
concentration type | rat tail collagen (BD Biosciences, Bedford, MA). The solution contained 3
mg/mL collagen, 10% 10X MEM (Minimum Essential Medium), 30 mM HEPES (4-(2-
hydroxyethyl)-1-piperazineethanesulfonic acid), 10 pg/mL penicillin/streptomycin, 2 mM L-
glutamine, 6% fetal bovine serum, and 2.3% (v/v of collagen added) 1N sodium hydroxide. Then,
distilled water was added to make a total volume of 2 mL. The collagen solution was placed in a
48 x 18 mm chamber slide (Lab-Tek I, Nunc, Naperville, IL) and allowed to polymerize at 37 C
for 60 minutes. After polymerization 2 mL of complete medium was added and the ET was
incubated for 24 hours before the freezing procedure. Figure 2.2 (a) shows that fibroblasts
cultured in a collagen matrix develop a dendritic morphology after 24 hours of incubation. As
shown in the corresponding fluorescence micrographs, a majority of the cells are still labeled with
QDs after 24 hour incubation. Figure 2.2 (b) clearly shows that QDs accumulate in the
intracellular space. Figure 2.2 (c) shows the typical fibroblast-driven compaction of the ETSs.
After incubation for 24 hours, the ETs contract from initial dimensions of 48.0 + 0.1 x 18.0 £ 0.1
mm (dashed line) to 39.1 + 0.6 x 14.8 £ 0.3 mm (light area) (n = 4). The morphology of the
fibroblast and extent of collagen gel compaction observed are comparable to those reported
elsewhere [26-29]. This implies that the effects of QD labeling are minimal on the behavior of

fibroblasts in collagen matrices.



Figure 2.2 Bright field and fluorescence micrographs and top view macrograph of engineered
tissue. (@) Fibroblasts, evenly embedded in collagen matrix, assume a dendritic morphology and
are individually labeled with TRITC-fluorescence quantum dots. (b) Quantum dots specifically
accumulate in the cytoplasm of fibroblasts. (c) Engineered tissue (light area) is compacted by its
entrapped fibroblasts to a small fraction of its original size (dashed line).



2.3 Deformation Measurement during Freezing

An experimental method, named cell image deformetry (CID), was developed to measure
the spatiotemporal deformation of ETs during freezing. The ET was frozen on a directional
solidification stage as depicted in Figure 2.3. The stage consists of two independently controlled
temperature reservoirs separated by a distance of 6 mm. By setting the temperatures of the
reservoirs to 4 T and -20 T respectively, a spati al temperature gradient was imposed on the
ET, causing it to freeze along the x direction. A fluorescence macro/microscope (MVX10,
Olympus, Center Valley, PA) equipped with a long working distance objective lens and a TRITC
(tetramethylrhodamine isothiocyanate) filter was used to visualize the QD-labeled cells of the ET
during freezing. The ET was continuously imaged at 1 frame/second using a high sensitivity CCD
camera (PIXIS 512, Princeton Instruments, Trenton, NJ). The acquired sequential images were
cross-correlated at a 10 second interval to estimate the local deformation rates. For the cross-
correlation, consecutive pairs of images at the 10 second interval were divided into 32 pixel x 32
pixel interrogation windows, and were cross-correlated using commercial software (DaVis 7.1,
LaVision, Ypsilanti, MIl) to determine the local deformation rates (um/s) in each interrogation
window. The experiments were repeated three times to determine the average deformation
rates, u and v, along the x and y directions, respectively (n = 3). These deformation rates were
analyzed to estimate strain rates (s'l) as follows.

ou Au ov  Av
=—~—and g, =—~

Ey = ~— 1

X Ax Yooy Ay @
Dilatation (s™) defined as the rate of area increase per unit area, i.e., expansion, was also
computed as follows.
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The central difference scheme was used to approximate the spatial derivatives needed to

compute the strain rates.
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Figure 2.3 Schematic of cell image deformetry experimental setup. When engineered tissue is
frozen on the directional solidification stage, it is continuously imaged while being illuminated with
an excitation light, causing the quantum dots within the embedded fibroblasts to fluoresce.



2.4 Assessment of Post-Thaw Engineered Tissue Thickness and Weight

The thickness profile of the ET sample was imaged using an optical contact angle
measuring system (CAM 101, KSV, Monroe, CT) after F/T. The image was further processed to
quantify the ET thickness change. In addition, the weight of the ET was measured before and

after F/T using a balance with a precision of 0.1 mg (AV114, Ohaus, Pine Brook, NJ).

2.5 Statistical Analysis

Each experiment was repeated at least 3 times (n = 3). The results were presented as
mean + standard error of the mean (SEM). Statistical analysis was performed using one-way

ANOVA; P < 0.05 was considered statistically significant.
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CHAPTER 3

RESULTS

Figure 3.1 (a) illustrates the procedures of the image processing to determine the
deformation rates. A pair of consecutive fluorescence micrographs at a 10 second interval was
obtained, and each image is divided into a grid of 32 x 32 pixel interrogation windows. The
cross-correlation function of each interrogation window pair (original and delayed images) is
computed as described in [30], and the location of the maximum peak of the cross-correlation
function yields the average deformation for a given interrogation area. Dividing by the time
interval between images then gives the deformation rate. Note that this process yields the
deformation rates in both the x and y directions, i.e., u and v. Since each interrogation window
contains multiple cells, the estimated deformation rate is a measure of local ET deformation
averaged over the window rather than for individual cell movements. By performing the same
process for each interrogation window, a vector field of the deformation rate is determined for the
entire plane of the pair of fluorescence images. The deformation vector field overlapped with the
corresponding fluorescence micrograph is showed in Figure 3.1 (b). This result demonstrates
that the CID method can quantify the deformation rates of ETs during freezing. Although some
scattering and reflection of the QD fluorescence occur in the frozen region, they do not affect the
capability of the CID method if the camera is focused. Moreover, this overlapped image indicates
that the maximum deformation occurs at the location of the freezing interface. This is consistently
observed at different times during the freezing process. Thus, we use the following condition to
determine the location of the phase change interface at time t, X(t):

Z—U =0 at the freezing interface 3)
X

The average phase change interface location, X(t), determined by the locus of du/ox =0 (n =

11



3) is shown in Figure 3.2. Since the freezing configuration of the present experimental setup can
be approximated as a moving boundary problem with phase change [31], the interface location is

curve-fitted using the analytical Neumann solution as given below:

X(t) = 2A Jast 4)
where A is a parameter of the freezing condition, and as is the thermal diffusivity of ice (1 x 10°

um®s). The resulting curve fit is shown as a solid line in Figure 3.2. The parameter A is
determined to be 0.114. The inset in Figure 3.2 shows X(t) plotted against 2,/ast , where the

slope represents A, and the R? value is 0.978. Although some discrepancy between the analytical
curve fit and the experimental data is observed at early times, the fit generally agrees well with

the experimental results.
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Figure 3.1 Cell image deformetry analysis flowchart. (a) Two fluorescence micrographs taken 10
seconds apart are divided into a series of 32 x 32 pixel interrogation windows. The interrogation
windows in the initial and delayed images are cross-correlated to produce a map of correlation
peaks. The location of the maximum correlation peak provides the two-dimensional displacement
vector for the interrogation area. In order to improve the quality of cross-correlation, the
interrogation windows are sometimes shifted toward estimated directions. (b) A deformation rate
vector field is determined for the pair of fluorescence images shown in part (a) by using multi-
pass processing with decreasing interrogation window size (1 iteration of 64 x 64 pixels followed
by 2 iterations of 32 x 32 pixels) and 50% overlap. Overlaying the fluorescence image with the
deformation rate vector field shows that the location of the freezing interface coincides with the
location of maximum deformation rates.
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Figure 3.2 Phase change interface location during freezing and curve fit using analytical
Neumann solution. Interface location is determined from displacement field using du/ox =0 oru
= Umax (N = 3). Interface location is subsequently curve-fitted to Neumann solution, X(t) =
2M(ast)? with as = 1 x 10° pm?%s (thermal diffusivity of ice), yielding A = 0.114. Inset shows X(t)
plotted against 2(ast)l/2 along with a Neumann solution fitting curve (R2 =0.978).
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Figures 3.3 (a)-(c) show fluorescence micrographs of an ET during directional freezing
when X(t) = 1000, 2000 and 4000 uym. Since the cold base is located at x = 0, the freezing
interface moves from left to right. The freezing interface is visible in the fluorescence
micrographs and is noted with arrows. The interface initially appears to be a sharp front and
gradually becomes “mushy” with an apparent thickness as it propagates. During freezing, the
movement of the QD-labeled cells, which physically adhere to the ECM, reflects the average local
deformation of the ECM. This yields the local details of the non-affine network deformation of the

tissue [32].
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(b) (c)

Figure 3.3 Fluorescence micrographs of engineered tissue when (a) X(t) = 1000 uym, (b) X(t) = 2000 um, and (c) X(t) = 4000 pm.
Phase change interface, denoted by arrows, propagates from left to right while the tissue freezes one-dimensionally.



The corresponding deformation rates experienced by the ET (n = 3) are presented in
Figures 3.4 (a)-(c). The ET undergoes local deformation while it is being frozen. The
deformation measured is highly spatiotemporal in nature. As mentioned in regard to Figure 3.1,
the maximum local deformation rate (= 2 uym/s) is observed at the freezing interface. In the
unfrozen region, the displacement rate gradually decreases away from the interface. These
results imply that freezing induces local deformation of the ET in both the frozen and unfrozen
zones. The magnitude of the deformation rate varies with both time and location, and the
maximum deformation rate is always observed at the phase change interface. Interestingly, even
after freezing occurs, deformation is measured. This is probably due to the characteristics of the
binary mixture phase change (i.e., water-NaCl) in which the unfrozen fraction of the water-NacCl

solution still exists below the freezing temperature of water.
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Figure 3.4 Deformation rate vector fields when (a) X(t) = 1000 um, (b) X(t) = 2000 uym, and (c) X(t) = 4000 yum. Engineered tissue
experiences highly spatiotemporal deformation during freezing. The maximum local deformation rate is observed at the freezing
interface. Deformation rate progressively decreases away from the interface in the unfrozen region. A slight to no deformation
rate is observed in the frozen region.



Figures 3.5 (a)-(c) show the corresponding dilatation of the ET (n = 3) when X(t) = 1000,
2000 and 4000 um. The ET is dilated and compressed during freezing in a highly spatiotemporal
manner. Local expansion occurs just after the phase change interface, and the unfrozen region
right ahead of the freezing interface shows a resulting compression. This expansion-
compression pattern is observed throughout the freezing process. Since the maximum and
minimum dilatations are observed adjacent to the freezing interface, these deformations are
thought to be induced by freezing. However, the extent of this local deformation varies in time
such that the maximum dilatation rate (maximum expansion rate) when X(t) = 1000 pym is
approximately 0.006 s and decreases to approximately 0.002 s* when X(t) = 4000 pm.
Similarly, the minimum dilatation rate (maximum compression rate) varies from about -0.006 to -
0.002 s* as the interface propagates from X(t) = 1000 to 4000 um. This deformation with
expansion-compression provides new insight into freezing-induced tissue deformation. In
addition to the deformation in the xy-plane, z-directional deformation has also been noticed, and it

is confirmed by cells moving out of the focal plane (data not shown).
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Figure 3.5 Dilatation contours when (a) X(t) = 1000 um, (b) X(t) = 2000 uym, and (c) X(t) = 4000 um. Engineered tissue is dilated
and compressed in a highly spatiotemporal fashion during freezing. Engineered tissue experiences local expansion immediately
following phase change, and a corresponding local compression is observed concurrently in the unfrozen region. Dilatation is
approximately zero at the freezing interface.



Figure 3.6 shows the deformation rates and dilatation averaged along the y-axis (n = 3)
for this nominally one-dimensional process. At the freezing interface, the ET experiences the
maximum average horizontal displacement rate. The maximum average deformation rate in the x
direction is about 1.8 um/s and slightly decreases as the interface propagates. The error bars in
Figure 3.6 represent the extent of variation along the y-axis. This variation decreases as the
interface continues to advance, implying that the deformation rate becomes more uniform along
the y direction (i.e., more one-dimensional) as the propagating interface slows. In addition, a
second peak in the average x-deformation rate is measured at a distance of 1000 to 1500 ym
ahead of the interface, and this second peak value decreases as the interface continues to
propagate with decreasing velocity. As shown in Figure 3.6 (b), the y-deformation rates also
have maxima at the interface. However, the magnitude is significantly smaller than for the x-
deformations (< + 0.5 pm/s) throughout the freezing process. The y-averaged dilatation (n = 3) is
shown in Figure 3.6 (c). Since the major deformation occurs along the x-direction at the freezing
interface, approximately zero dilatation is observed at the interface. The maximum average
expansion rate (positive dilatation) occurs in the frozen region immediately behind the freezing
interface. This peak of average dilatation starts at approximately 0.003 s™ and decreases to
slightly above 0.002 s™ as the interface moves from X(t) = 1000 to 4000 ym. The maximum
average compression rate is measured as approximately -0.002 s™ in the unfrozen region just
ahead of the interface. It is also important to note that the standard variation in the y-averaged
dilatation decreases as the interface advances further into the unfrozen region. Moreover, a
second peak of average dilatation, which is comparably smaller in magnitude than the peak at the
freezing interface, takes place in front of the compression in the unfrozen region. This second

peak gradually disappears as the interface continues to propagate and slows.
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Figure 3.6 Averaged deformation rates and dilatation profiles. (a) y-averaged x-deformation rate,
(b) y-averaged y-deformation rate, and (c) y-averaged dilatation when X(t) = 1000, 2000, and
4000 um. One-dimensional freezing induces deformation of engineered tissue primarily in the x
direction with an average magnitude ranging from 0 to 1.8 um/s. Average deformation rates in
the y direction are much smaller than those in the x direction.
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The post-thaw thickness profile of a typical ET sample is shown in Figure 3.7. The
frozen/thawed region is significantly thinner than the unfrozen region (P < 0.005). The unfrozen
region has an average thickness of 1.37 + 0.11 mm (n = 3). That of the frozen region is 0.99 +
0.06 mm (n = 3), thus representing a 27.7% reduction in thickness after F/T. In addition, the
weight of the ET decreases significantly following F/T (P << 0.001). In particular, the ET initially
weighs an average of 897.1 + 10.8 mg (n = 3) and loses 7.8% of its weight after F/T (879.6 + 11.1
mg; n = 3). A similar thickness change and weight loss after F/T were reported in [33,34]. The
thickness change and weight loss are thought to be caused by the efflux of the interstitial fluid
during freezing. While ET locally deforms during freezing, the interstitial fluid may flow away from
the interface and be extruded from the ET. Based on our observations, the extruded fluid does

not re-hydrate the ET after thawing.
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Figure 3.7. Post-thaw profile of engineered tissue sample. Engineered tissue becomes significantly thinner after freezing and
thawing. In addition, engineered tissue experiences a significant lost in mass after freezing and thawing. These changes in
thickness and mass are thought to be caused by the efflux of interstitial fluid during freezing and thawing.



CHAPTER 4
DISCUSSION

4.1 Freezing-Induced Deformation of Engineered Tissue

The present results show that freezing induces the deformation of tissues and the
deformation is highly spatial and temporal. Although the majority of previous studies on the
effects of freezing on biological tissues [20-23] have focused on addressing its temporal aspects,
the present results illustrate that freezing could induce both spatial and temporal deformation of
an ET. The maximum local expansion occurs immediately following the freezing interface
indicating that expansion is induced by freezing. Since the ET can be approximated as a
poroelastic material saturated with interstitial fluid, mainly isotonic saline, its freezing is mainly
attributed to the water/ice phase change. Since the expansion associated with ice formation is
caused by the water/ice density change, the maximum possible expansion should be
approximately 9% (i.e., the ratio of specific volume of ice to that of water = Ujce/Unater = Pwater/ Pice =
(1000 kg/m3)/(920 kg/ms) =1.09). The maximum freezing-induced tissue expansion measured in
the present study (~ 6%) is less than that of ice formation. Even considering that the current
methodology is a two-dimensional measurement of three-dimensional phenomena, this value is
smaller than the volume expansion of water/ice phase change. This may be explained by the
following reasons - 1) the interstitial fluid is a mixture of water and other solutes, and its phase
change is different from that of pure water; and 2) complex cell-fluid-matrix interactions are
associated with local tissue expansion. Even though water is the major component of the
interstitial fluid, various solutes are dissolved in the fluid including salts (or electrolytes),
carbohydrates, amino acids, and proteins. During freezing, the presence of these solutes affects

the phase change behavior, including freezing point depression and eutectic phase change as
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described in [35,36]. Furthermore, this could lead to osmotic pressure-driven water transport
across the cellular membrane.

In addition, complex interactions among cells, interstitial fluid and ECM could affect the
volumetric expansion. When tissue undergoes F/T, as proposed in [25], freezing induces
interstitial fluid movement. This excess fluid transport may interact with the ECM as follows: 1)
volumetric expansion during water-ice phase change; 2) interstitial fluid transport from the
freezing interface; 3) local swelling of the ECM to accommodate the interstitial fluid transport; and
4) reciprocal action of the ECM through the interstitial fluid pressure (IFP)-stress balance. In
addition to this fluid-matrix interaction, cells may play various roles in these freezing-induced
phenomena which include - 1) cell-fluid interaction: both osmotic and interstitial fluid pressure-
driven water transport across the cellular membrane; and 2) cell-matrix interaction: mechanical
stress interaction induced by F/T-induced deformation. If the deformation caused by these
interactions is beyond the tolerable range, this could lead to a post-thaw change of tissue
functionality.

In addition to the expansion due to freezing (water/ice phase change) as mentioned
earlier, local compression was observed in the unfrozen region, and was particularly significant in
front of the freezing interface. This may be caused by the freezing-induced expansion in the
adjacent frozen region. The compression in the unfrozen region may lead to the extrusion of the
interstitial fluid out of the ET, which is confirmed by the following observations: 1) The
frozen/thawed region is thinner than the unfrozen region; 2) the ET weighs less after freezing
than that before freezing; 3) the frozen/thawed ET appears to be more translucent as compared
to the unfrozen ET; (4) water accumulates on the outside surface of the ET after F/T. Controlling
these freezing-induced spatiotemporal deformation and dehydration phenomena is thought to be

critical in maintaining the functionality of ETs throughout cryopreservation protocols.
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4.2 Measurements by Cell Image Deformetry

Various experimental techniques have been developed to measure micro-scale tissue
deformation using various microscopy techniques including differential interference contrast
microscopy [37], laser confocal microscopy [38-40], and multiphoton fluorescence microscopy
[41]. In addition, tracking the movement of micron-sized fluorescent beads was also employed
[42]. Cross-correlation of digital video microscopy was developed in [43] based on bright field or
conventional fluorescence microscopy. Other recent studies [44,45] applied the micro-particle
image velocimetry (PIV) technique to hydrogel deformation (i.e., displacement) measurements,
but these studies need a relatively large amount of micron-sized seed particles (~ 1% v/v), which
may alter the rheological and mechanical properties of the hydrogels. Many of these techniques
are useful to investigate subcellular and cellular level deformation, but their effectiveness is
limited - 1) when ice crystals are formed within the tissues; and 2) by photobleaching of
conventional fluorescence dyes.

Cell image deformetry has been shown in our study to be a feasible method for
measuring freezing-induced spatiotemporal deformation in ETs. It combines a high-resolution
time-lapse digital microscopy system with PIV, a well-established digital image correlation
technique for measuring continuum deformations (or velocities). The major advantage of the
method lies in the fact that it is a non-intrusive optical visualization technique. No physical probe
is used for measurement purposes, and the sample is not perturbed by the measuring instrument.
The seed particles used are QD-labeled fibroblasts physically coupled to the collagenous ECM,
thus introducing no foreign tracking particles that may undesirably alter the mechanical properties
of the sample examined. As the tissue deforms on the microscale level during freezing, the
embedded cells respond and move correspondingly, yielding information about the degree of
deformation of their local environment. The capability of the method to continuously monitor the
movement of the cells embedded in the collagen matrix during freezing makes it possible to

visualize the phenomenon of freezing-induced tissue deformation in real time. Digital image
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cross-correlation is then used to determine the extent of local tissue deformation quantitatively.
In addition, the fluorescent labels used (i.e., QDs) are specific (i.e., cell-targeting) and robust for
imaging purposes. The fluorescence signal of the QDs, unlike other fluorophores, is known to be

remarkably stable and resistant to photobleaching.
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% ExeSeq.m
% Ka Yaw Teo
% Last updated: 1/3/2009

%% SEQUENCE 1: Determine Time-Zero

% The following codes execute three .m files to
% (1) import delta u and delta v,

% (2) average delta u and delta v in y-direction, a
% (3) determine interface location, time-zero, and

ImportDelDisp;
YAvgDelDisp;
InterLoc;

% NOTE: The sequences below should be executed afte
%% SEQUENCE 2: Single-Set Post-Processing (Only At

% The following codes execute five .m files to

% (1) import delta_u and delta_v,

% (2) compute delta_u_avg and delta_v_avg by averag
% (3) compute delta_Exx, delta_Eyy and delta_e from
% (4) compute delta_e_avg by averaging delta_e iny
% (5) determine interface location, and find delta_

% interface locations.

ImportDelDisp;
YAvgDelDisp;
CalcDelStrnDltn;
YAvgDelDltn;
SpeclnterLocDispDltn;

%% SEQUENCE 3: Multi-Set Post-Processing (Only At S

% The following codes execute five .m files to

% (1) import multiple sets of delta_u and delta_v,

% (2) compute delta_u_avg and delta_v_avg by averag

% (3) Determine specific interface locations for ea

% (4) Compute delta_u_sAvg and delta_v_sAvg by aver
% determined specific interface locations,

% (5) Compute delta_u_sAvg_yAvg and delta_v_sAvg_yA
% (6) Compute delta_Exx_sAvg, delta Eyy_sAvg and de
% (7) compute delta_e_sAvg_yAvg by averaging delta_

ImportDelDisp_MultiSets;
YAvgDelDisp_MultiSets;

nd
average interface velocity.

r re-performing cross-correlation using time-zero.

Specific Interface Locations)

ing delta_u and delta_v in y-direction,

delta_u and delta_v,

-direction, and

u, delta_v, delta_u_avg, delta_e, and delta_e_avg a

pecific Interface Locations)

ing delta_u and delta_v in y-direction,
ch data set,
aging delta_u and delta_v from multiple sets of dat

vg by averaging delta_u_sAvg and delta_v_sAvg in y-
Ita_e_sAvg from delta_u_sAvg and delta_v_sAvg, and
e_sAvg in y-direction.

t specific

a at pre-

direction,
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SpeclinterLoc_MultiSets;
SampAvgSpecinterLocDelDisp_MultiSets;
YAvgSampAvgSpecinterLocDelDisp_MultiSets;
CalSampAvgSpecinterLocDelStrnDItn_MultiSets;
InterpSampAvgSpecinterLocDelDItn_MultiSets;
YAvgSampAvgSpecinterLocDelDItn_MultiSets;

%% SEQUENCE 4: Determine and Curve-Fit Interface Lo

% The following codes execute four .m files to
% (1) import multiple sets of delta_u and delta_v,

% (2) compute delta_u_avg and delta_v_avg by averag

% (3) determine interface location over time for ea
% (4) compute avglnterLoc by averaging interface lo
% and curve-fit sample-averaged interface locat

ImportDelDisp_MultiSets;
YAvgDelDisp_MultiSets;
InterLoc_MultiSets;
AvginterLocFit_MultiSets_New;

cation from Multiple Sets of Data

ing delta_u and delta_v in y-direction,
ch data set, and

cations from multiple sets of data,

ion (by using power curve fitting).

% ImportDelDisp.m
% Ka Yaw Teo
% Last updated: 7/15/2008

% DESCRIPTION: -

% This file consists of three sections of codes (da
% set-up, and data input). A message will be displ
% finishes running. The resulting variables are:

% delta_u(i,j,k) where i = 1:1:xDispCoorNum, j = 1:
% delta_v(i,j,k)

% xDispCoorNum

% yDispCoorNum

% xDisp(i)

% yDisp(j)

% tStep

% tStepNum

% t(k)

% IMPORTANT NOTE: -
% Please specify required information, if any, as s

%% Importing data files (SPECIFY dataNum)

ta import, variable
ayed when each section

1:yDispCoorNum, and k = 1:1:tStepNum

tated in each section's title.
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% Specify directories for retrieving data and savin g results
datDir = uigetdir( 'C:\' , 'Select a directory to retrieve data:' );
savDir = uigetdir(datDir, 'Select a directory to save results:’ );

% Specify number of sets of data files
dataNum = 50;

% Preallocate cell arrays for storing data files
dispData = cell(dataNum,1);

% Open and import data files for displacement measu rements (delta u & delta v)
for count = 1:1:dataNum
fid=fopen(strcat(datDir, \(" ,num2str(count), .dat ), T )
dispData{count} = textscan(fid, '%f %f %of %f' -1, ‘'headerlines' ,3);
fclose(fid);
end
fprintf( 'ImportDisp: Importing data files has finished.\n' );
%% Setting up parameters and variables for displace ment measurements (SPECIFY convFac and tStep)
% Define convertion factor between image space and object space
convFac = 11.9; % um/pixel (2X magnification)

% Define variables for xy-coordinates
% Note: x and y have the same dimensions (m x m)

dispCoorNum = size(dispData{1}1},1); % number of xy-coordinates for u & v
xDispCoorNum = sqrt(dispCoorNum); % number of x-coordinates for u & v
yDispCoorNum = sqrt(dispCoorNum); % number of y-coordinates for u & v
xDisp = zeros(xDispCoorNum,1); % x-coordinate for u & v

yDisp = zeros(yDispCoorNum,1); % y-coordinate for u & v

% Difine time step, time variable, and input values into time variable
tStepNum = dataNum; % number of time steps

tStep = 10; % time step in seconds

t = zeros(tStepNum,1); % time

for k= 1:1:tStepNum
t(k) = (k*tStep-tStep/2);
end

% Define variables for displacement measurements
delta_u = zeros(xDispCoorNum,yDispCoorNum,tStepNum) ; % delta x-displacement
delta_v = zeros(xDispCoorNum,yDispCoorNum,tStepNum) ; % delta y-displacement

fprintf( 'ImportDisp: Setting up parameters and variables ha s finished.\n' );



e

%% Inputting data into variables

% Input displacement corrdinates and convert them i
for i=1:1:xDispCoorNum

xDisp(i) = dispData{1}{1}(i)*convFac;
end

for j=1:1:yDispCoorNum
yDisp(j) = dispData{1}{2}(1+(j-1)*xDispCoorNum)
end

% Input displacement measurements (u & v) and conve
for k= 1:1:tStepNum
count =1;

for j=1:1:yDispCoorNum
for i=1:1:xDispCoorNum
delta_u(i,j,k) = dispData{k}{3}(count)*
delta_v(i,j,k) = dispData{k}{4}(count)*
count = count+1;
end
end
end

clear dispData

fprintf( 'ImportDisp: Inputting data has finished.\n'

nto object length

*convFac;

rt them into object length

convFac;
convFac;

% YAvgDelDisp.m
% Ka Yaw Teo
% Last updated: 7/22/2008

% DESCRIPTION: -

% This file consists of two sections of codes (vari

% displacement averaging). A message will be displa
% The resulting variables are:

% delta_u_avg(i,k) where i = 1:1:xDispCoorNum, and
% delta_v_avg(i,k)

% std_delta_u_avg(i,k)

% std_delta_v_avg(i,k)

% IMPORTANT NOTE: -
% Please specify required information, if any, as s

able set-up and
yed when each section finishes running.

k = 1:1:tStepNum

tated in each section's title.
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%% Define variables for y-averaged delta u and delt

delta_u_avg = zeros(xDispCoorNum,tStepNum);
delta_v_avg = zeros(xDispCoorNum,tStepNum);
std_delta_u_avg = zeros(xDispCoorNum,tStepNum);
std_delta_v_avg = zeros(xDispCoorNum,tStepNum);

fprintf( "YAvgDelDisp: Defining variables has finished.\n'
%% Compute y-averaged delta u and delta v

for k= 1:1:tStepNum
for i=1:1:xDispCoorNum
delta_u_nonZero = nonzeros(delta_u(i,:,k));
delta_v_nonZero = nonzeros(delta_v(i,:,k));

delta_u_avg(i,k) = mean2(delta_u_nonZero);
delta_v_avg(i,k) = mean2(delta_v_nonZero);
std_delta_u_avg(i,k) = std(delta_u_nonZero)
std_delta_v_avg(i,k) = std(delta_v_nonZero)
end

end

fprintf( "YAvgDelDisp: Computing y-averaged delta u and delt

a v has finished.\n'

% InterLoc.m
% Ka Yaw Teo
% Last updated: 7/22/2008

% DESCRIPTION: -

% This file consists of four sections of codes (var

% interface location, determining time-zero and ave
% and plotting interface location with time-zero an
% velocity). A message will be displayed when each

% IMPORTANT NOTE: -
% Please specify required information, if any, as s

%% Define variables for determining interface locat
max_delta_u_avg_mag = zeros(tStepNum,1);
max_delta_u_avg_xCoor = zeros(tStepNum,1);
interLoc = zeros(tStepNum,1);

fprintf( 'InterLoc: Defining variables has finished.\n'

iable set-up, determining
rage interface velocity,

d average interface
section finishes running.

tated in each section's title.

ion
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%% Determine interface location

for k= 1:1:tStepNum
[max_delta_u_avg_mag(k),max_delta_u_avg_xCoor(k
interLoc(k) = xDisp(max_delta_u_avg_xCoor(k));

)] = max(delta_u_avg(:,k));

end
fprintf( 'InterLoc: Determining interface location has finis hed.\n" );
%% Determine time-zero and average interface veloci ty

interLocTemp = zeros(5,1);
tTemp = zeros(5,1);

count =1;

for k=1:1:5 % Designate a range (5 points) to be fit
interLocTemp(count) = interLoc(k);
tTemp(count) = t(k);
count = count+1,

end

% Linear regression

X = [ones(size(tTemp,1),1) tTemp];
y = interLocTemp;
[b,bint,r,rint,stats] = regress(y,x);

% Compute time-zero
tZero = -b(1)/b(2);

% Determine average interface velocity (X(tf)/tf-t0 )
avginterVel = interLoc(tStepNum)/(t(tStepNum)-tZero );

fprintf( 'InterLoc: Determining time-zero and average interf ace velocity has finished.\n'

%% Plot interface location, show time-zero and aver age interface velocity

fig = figure( '‘Name' , 'Interface location with time-zero and average inte rface velocity'
set(fig, 'Visible' ,lofft ),

plot(t,t*b(2)+b(1), )

hold on;

plot(t,interLoc, 'b." ,'MarkerSize' ,15);

text(50,3000,texlabel(strcat( to=" ,num2str(tZero), st )

text(50,2400,{ 'Average interface velocity' istrcat( '=' ,num2str(avginterVel), 'um/s'
axis([0 max(t) 0 6000]);

axis square ;

axis manual ;

m;

, 'NumberTitle'

, 'off'



LE

xlabel(  ‘Time, t [s]' );

ylabel( 'Phase change interface location, X [um]'

title(  'Phase Change Interface Location Vs. Time'
saveas(fig,strcat(savDir, \Interface location.png’
close(fig);

fprintf( 'InterLoc: Plotting interface location with time-ze

ro and average interface velocity has finished.\n

% CalcDelStrnDItn.m
% Ka Yaw Teo
% Last updated: 12/16/2008

% DESCRIPTION: -

% This file consists of four sections of codes (var

% dilatation computation, plotting contour, and pri

% A message will be displayed when each section fin
% The resulting variable is:

% Cauchy's infinitesimal strains/dilation:

% delta_Exx(i,j,k) where i = 1:1:xDispCoorNum, j =
% delta_Eyy(i,j,k)

% delta_e(i,j,k)

% IMPORTANT NOTE: -
% Please specify required information, if any, as s

%% Define variables for calculated strains and dila

% Strains

delta_Exx = zeros(xDispCoorNum,yDispCoorNum,tStepNu
delta_Eyy = zeros(xDispCoorNum,yDispCoorNum,tStepNu

% Dilatation
delta_e = zeros(xDispCoorNum,yDispCoorNum,tStepNum)

fprintf( 'CalcStrnDItn: Defining variables has finished.\n'
%% Compute dilatation (SPECIFY SCHEME for differenc
% Cauchy's infinitesimal strains (squares and produ

% derivatives of displacement are negligible compar

% terms)

SCHEME ='CD' ;
alpha = 1/3;

iable set-up,
nting results).
ishes running.

1:1:yDispCoorNum, and k = 1:1:tStepNum

tated in each section's title.
tation

m);
m);

);
e approximation)

cts of the partial
ed with the first order

% UD, CD, LUD, QUD, ELUD, EQUD, or CUD
% DESIGNATE alpha = 1/3 or 1/6 for CUD
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% NOTE: In the following codes, only CD scheme incl
% approximation for boundaries. Codes for approxim
% derivatives at boundaries in other schemes have y

if stremp(SCHEME, 'UD')

alpha =0.5;

beta = 0;

gamma = 0;

xXFP = 2;

yFP = 2;

XLP = xDispCoorNum;
yLP = yDispCoorNum;

for k= 1:1:tStepNum
for j=yFP:1:yLP
for i=xFP:1:xLP
delta_Exx(i,j,k) = (1/(xDisp(2)-xDi
2*beta+gamma)*delta_u(i-1,j,k));
delta_Eyy(i,j,k) = (1/(yDisp(2)-yDi
2*betatgamma)*delta_v(i,j-1,k));
delta_e(i,j,k) = delta_Exx(i,j,k)+d
end
end
end
end

if strcmp(SCHEME, 'CD')
alpha = 0;
beta = 0;
gamma = 0;

for k= 1:1:tStepNum
for j=1:1:yDispCoorNum

for i=2:1:xDispCoorNum-1

delta_Exx(i,j,k) = (1/(xDisp(2)-xDi
2*beta+gamma)*delta_u(i-1,j,k));
end
end
end

for k= 1:1:tStepNum
for j=2:1:yDispCoorNum-1
for i=1:1:xDispCoorNum
delta_Eyy(i,j,k) = (1/(yDisp(2)-yDi
2*betatgamma)*delta_v(i,j-1,k));
end

udes difference
ating spatial
et to be added.

sp(1)))*((2*alpha+beta)*delta_u(i,j,k)+(-0.5-alpha-
sp(1)))*((2*alpha+beta)*delta_v(i,j,k)+(-0.5-alpha-

elta_Eyy(i,j,k);

sp(1)))*((0.5-alpha-gamma)*delta_u(i+1,j,k)+(-0.5-a

sp(1)))*((0.5-alpha-gamma)*delta_v(i,j+1,k)+(-0.5-a

Ipha-

Ipha-
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end
end

% 1-point downstream weighting approximation for le
for k= 1:1:tStepNum
for j=1:1:yDispCoorNum
delta_Exx(i,j,k) = (1/(xDisp(2)-xDisp(1
end
end

% 1-point upstream weighting approximation for righ
for k= 1:1:tStepNum
for j=1:1:yDispCoorNum
delta_Exx(i,j,k) = (1/(xDisp(2)-xDisp(1
end
end

% 1-point downstream weighting approximation for lo
for k= 1:1:tStepNum
for i=1:1:xDispCoorNum
delta_Eyy(i,j,k) = (1/(yDisp(2)-yDisp(1
end
end

% 1-point upstream weighting approximation for uppe
for k= 1:1:tStepNum
for i=1:1:xDispCoorNum
delta_Eyy(i,j,k) = (1/(yDisp(2)-yDisp(1

ft-bounded data points

)))*(delta_u(1,j,k)-delta_u(2,j,k));

t-bounded data points

)))*(delta_u(xDispCoorNum,j,k)-delta_u(xDispCoorNum

wer-bounded data points

))*(delta_v(i,1,k)-delta_v(i,2,k)):

r-bounded data points

)))*(delta_v(i,yDispCoorNum,k)-delta_v(i,yDispCoorN

-LK);

um-1,k));

end
end

delta_e = delta_Exx+delta_Eyy;
end

if strcmp(SCHEME, 'LUD' )
alpha =0.5;
beta = alpha;
gamma = 0;
XFP =3;
yFP =3;
XLP = xDispCoorNum-1;
yLP = yDispCoorNum-1;

for k= 1:1:tStepNum
for j=yFP:L:yLP
for i=xFP:1:xLP



ov

delta_Exx(i,j,k) = (1/(xDisp(2)-xDi

2*betatgamma)*delta_u(i-1,j,k)+(beta-0.5*gamma)*del

delta_Eyy(i,j,k) = (1/(yDisp(2)-yDi

2*beta+gamma)*delta_v(i,j-1,k)+(beta-0.5*gamma)*del

delta_e(i,j,k) = delta_Exx(i,j,k)+d
end
end
end
end

if strcemp(SCHEME, 'QUD')
alpha = 0.125;
beta = alpha;
gamma = 0;
XFP = 3;
yFP =3;
XLP = xDispCoorNum-1;
yLP = yDispCoorNum-1;

for k= 1:1:tStepNum
for j=yFP:1:yLP
for i=xFP:1L:xLP
delta_Exx(i,j,k) = (1/(xDisp(2)-xDi
gamma)*delta_u(i+1,j,k)+(2*alpha+beta)*delta_u(i,j,
0.5*gamma)*delta_u(i-2,j,k));
delta_Eyy(i,j,k) = (1/(yDisp(2)-yDi
gamma)*delta_v(i,j+1,k)+(2*alpha+beta)*delta_v(i,j,
0.5*gamma)*delta_v(i,j-2,k));
delta_e(i,j,k) = delta_Exx(i,j,k)+d
end
end
end
end

if stremp(SCHEME, 'ELUD')
alpha =0.5;
beta = alpha;
gamma = alpha-1/6;
XFP = 3;
yFP =3;
XLP = xDispCoorNum-2;
yLP = yDispCoorNum-2;

for k= 1:1:tStepNum
for j=yFP:1:yLP
for i=xFP:1:xLP

sp(1)))*((2*alpha+beta)*delta_u(i,j,k)+(-0.5-alpha-
ta_u(i-2,j,k));
sp(1)))*((2*alpha+beta)*delta_v(i,j,k)+(-0.5-alpha-
ta_v(i,j-2,k));

elta_Eyy(i,j,k);

sp(1)))*((0.5-alpha-
k)+(-0.5-alpha-2*beta+gamma)*delta_u(i-1,j,k)+(beta

sp(1)))*((0.5-alpha-
k)+(-0.5-alpha-2*beta+gamma)*delta_v(i,j-1,k)+(beta

elta_Eyy(i,j,k);
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delta_Exx(i,j,k) = (1/(xDisp(2)-xDi
gamma)*delta_u(i+1,j,k)+(2*alpha+beta)*delta_u(i,j,
0.5*gamma)*delta_u(i-2,j,k));

delta_Eyy(i,j,k) = (1/(yDisp(2)-yDi
gamma)*delta_v(i,j+1,k)+(2*alpha+beta)*delta_v(i,j,
0.5*gamma)*delta_v(i,j-2,k));

delta_e(i,j,k) = delta_Exx(i,j,k)+d

end
end
end

end

if stremp(SCHEME, 'EQUD")
alpha = 0.125;
beta = alpha;
gamma = alpha-1/6;
XFP = 3;
yFP =3;
XLP = xDispCoorNum-2;
yLP = yDispCoorNum-2;

for k= 1:1:tStepNum
for j=yFP:1:yLP
for i=xFP:1:xLP
delta_Exx(i,j,k) = (1/(xDisp(2)-xDi
gamma)*delta_u(i+1,j,k)+(2*alpha+beta)*delta_u(i,j,
0.5*gamma)*delta_u(i-2,j,k));
delta_Eyy(i,j,k) = (1/(yDisp(2)-yDi
gamma)*delta_v(i,j+1,k)+(2*alpha+beta)*delta_v(i,j,
0.5*gamma)*delta_v(i,j-2,k));
delta_e(i,j,k) = delta_Exx(i,j,k)+d
end
end
end
end

if strcmp(SCHEME, 'CUD')
beta = alpha;
gamma = alpha-1/6;
XFP =3;
yFP =3;
XLP = xDispCoorNum-2;
yLP = yDispCoorNum-2;

for k= 1:1:tStepNum
for j=yFP:L:yLP
for i=xFP:1:xLP

sp(1)))*(0.5*gamma*u(i+2,j,k)+(0.5-alpha-
k)+(-0.5-alpha-2*beta+gamma)*delta_u(i-1,j,k)+(beta

sp(1)))*(0.5*gamma*v(i,j+2,k)+(0.5-alpha-
k)+(-0.5-alpha-2*beta+gamma)*delta_v(i,j-1,k)+(beta

elta_Eyy(i,j,k);

sp(1)))*(0.5*gamma*delta_u(i+2,j,k)+(0.5-alpha-
k)+(-0.5-alpha-2*beta+gamma)*delta_u(i-1,j,k)+(beta

sp(1)))*(0.5*gamma*delta_v(i,j+2,k)+(0.5-alpha-
k)+(-0.5-alpha-2*beta+gamma)*delta_v(i,j-1,k)+(beta

elta_Eyy(i,j,k);
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delta_Exx(i,j,k) = (1/(xDisp(2)-xDi
gamma)*delta_u(i+1,j,k)+(2*alpha+beta)*delta_u(i,j,
0.5*gamma)*delta_u(i-2,j,k));

delta_Eyy(i,j,k) = (1/(yDisp(2)-yDi
gamma)*delta_v(i,j+1,k)+(2*alpha+beta)*delta_v(i,j,
0.5*gamma)*delta_v(i,j-2,k));

sp(1)))*(0.5*gamma*delta_u(i+2,j,k)+(0.5-alpha-
k)+(-0.5-alpha-2*beta+gamma)*delta_u(i-1,j,k)+(beta

sp(1)))*(0.5*gamma*delta_v(i,j+2,k)+(0.5-alpha-
k)+(-0.5-alpha-2*beta+gamma)*delta_v(i,j-1,k)+(beta

delta_e(i,j,k) = delta_Exx(i,j,k)+d elta_Eyy(i,j,k);
end
end
end

end
fprintf( 'CalcStrnDltn: Computing delta strains and dilatati on has finished.\n' );
% YAvgDelDItn.m
% Ka Yaw Teo
% Last updated: 12/25/2008
% DESCRIPTION: -
% This file consists of four sections of codes (var iable set-up,

% dilatation averaging, plotting y-averaged dilatat
% A message will be displayed when each section fin
% The resulting variables are:

% delta_e_avg(i,k) where i = 1:1:xDispCoorNum ,and
% std_delta_e_avg(i,k)

% IMPORTANT NOTE: -
% Please specify required information, if any, as s

%% Define variables for y-averaged dilatation

delta_e_avg = zeros(xDispCoorNum,tStepNum);
std_delta_e_avg = zeros(xDispCoorNum,tStepNum);

fprintf( "YAvgDltn: Defining variables has finished.\n'
%% Compute y-averaged dilatation

for k= 1:1:tStepNum
for i=1:1:xDispCoorNum
delta_e_avg(i,k) = mean2(delta_e(i,:,k));
std_delta_e_avg(i,k) = std(delta_e(i,:,k));
end

end

ion, and printing results).
ishes running.

k = 1:1:tStepNum

tated in each section's title.
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fprintf( "YAvgDItn: Computing delta_e_avg has finished.\n' );

% SpeclnterLocDispDltn.m
% Ka Yaw Teo
% Last updated: 1/1/2009

% DESCRIPTION: -

% This file consists of three sections of codes (da ta import, variable

% set-up, and data input). A message will be displ ayed when each section
% finishes running. The resulting variables are:

% interLoc(k) where k = 1:1:tStepNum
% speclinterLoclndex(n) where n = 1:1:specinterLocNu m

% IMPORTANT NOTE: -

% Please specify required information, if any, as s tated in each section's
% title.

%% Determine interface location
max_delta_u_avg_mag = zeros(tStepNum,1);
max_delta_u_avg_xCoor = zeros(tStepNum,1);

interLoc = zeros(tStepNum, 1);

for k= 1:1:tStepNum

[max_delta_u_avg_mag(k),max_delta_u_avg_xCoor(k )] = max(delta_u_avg(:,k));
interLoc(k) = xDisp(max_delta_u_avg_xCoor(k));
end
fprintf( 'SpecinterLocDispDltn: Determining interface locati on has finished.\n' );
%% Find specific interface locations and correspond ing indices (SPECIFY specinterLocNum, specinterLocl nc, and nCompDat)
specinterLocNum = 4; % Number of specific interface location (starting a t1)
specinterLocInc = 1000; % Increment between two consecutive specific interf ace location (a multiplication factor to

specinterLocNum)

polyFitOrder = 3;
p = polyfit(t,interLoc,polyFitOrder);
interLocFit = polyval(p,t);

fig = figure( '‘Name' , 'Interface location with polynomial curve fit' , 'NumberTitle' ,lofft );
set(fig, 'Visible' ,lofft);
plot(t,interLoc, 'b." , 'MarkerSize' ,15);
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hold on;

plot(t,interLocFit,

axis([0 max(t) 0 6000]);

axis square ;

axis manual ;

xlabel(  'Time, t[s]' );

ylabel( 'Interface location, X [um]' ;

title(  ‘Interface location with polynomial curve f|t ;

saveas(fig,strcat(savDir, \Interface location with polynomial curve fit.png' ));

close(fig);
interLocFitEqn =
for n=1:1:(polyFitOrder+1)
interLocFitEqn = strcat(interLocFitEqn, +(" ,num2str(p(n)), RN ,num2str(polyFitOrder-(n-1)));
end
specinterLocFitSol = zeros(polyFitOrder,specinterLo cNum);

speclinterLocFitTime = zeros(speclinterLocNum,1);

for n=1:1:specinterLocNum
specinterLocFitSol(:,n) = solve([interLocFitEqn ,'=",num2str(n*specinterLocinc)], )
end

for n=1:1:specinterLocNum
for m = 1:1:polyFitOrder

if (specinterLocFitTime(n) == 0) && (imag(specinterLo cFitSol(m,n)) == 0) && (real(speclinterLocFitSol(m,n )<=
max(tStepNum*tStep))) && (real(specinterLocFitSol(m ,n) > 0))
speclinterLocFitTime(n) = specinterLocFi tSol(m,n);
end

end
end

specinterLocFitTimelndex = zeros(specinterLocNum, 1) ;

for n=1:1:specinterLocNum
for k= 1:1:tStepNum
if (specinterLocFitTime(n) == t(k))
specinterLocFitTimelndex(n) = k;
end

if (k~=tStepNum)

if (specinterLocFitTime(n) ~= t(1)) && (specinterLocF itTime(n) ~= t(tStepNum))
if (specinterLocFitTime(n) > t(k)) && (specinterLocFi tTime(n) < t(k+1))
if (t(k+1)-specinterLocFitTime(n)) > (specinterLocFit Time(n)-t(k))
specinterLocFitTimelndex(n) =k;

else
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specinterLocFitTimelndex(n) = k+1;
end
end
end
end

if (specinterLocFitTime(n) < t(1))
speclinterLocFitTimelndex(n) = 1;
end

if (specinterLocFitTime(n) > t(tStepNum))
speclinterLocFitTimelndex(n) = tStepNum;
end
end
end

specinterLocIndex = zeros(speclinterLocNum,1);
nCompDat = 4; % number of adjacent data points (one side) to be ¢ onsidered in comparison

for n=1:1:specinterLocNum

dif = 0;
if (specinterLocFitTimelndex(n) >= (nCompDat+1)) && ( speclinterLocFitTimelndex(n) <= (size(interLoc,1)-nC
dif = abs(interLoc(specinterLocFitTimelndex (n))-(n*speclinterLoclnc));
speclinterLoclndex(n) = speclinterLocFitTimel ndex(n);
for m =1:1:nCompDat
if (abs(interLoc(speclnterLocFitTimelndex(n)-m)-(n*sp eclnterLoclInc)) < dif)
dif = abs(interLoc(specinterLocFitT imelndex(n)-m)-(n*speclinterLoclnc));
specinterLocIndex(n) = speclinterLoc FitTimelndex(n)-m;
end
if (abs(interLoc(speclnterLocFitTimelndex(n)+m)-(n*sp eclnterLoclInc)) < dif)
dif = abs(interLoc(specinterLocFitT imelndex(n)+m)-(n*specinterLocInc));
specinterLocIndex(n) = speclinterLoc FitTimelndex(n)+m;
end
end
end
if (specinterLocFitTimelndex(n) < (nCompDat+1)) && (s peclinterLocFitTimelndex(n) ~= 1)
dif = abs(interLoc(specinterLocFitTimelndex (n))-(n*speclinterLoclInc));
specinterLocIndex(n) = speclinterLocFitTimel ndex(n);
for m = 1:1:speclinterLocFitTimelndex(n)-1
if (abs(interLoc(speclnterLocFitTimelndex(n)-m)-(n*sp eclnterLoclInc)) < dif)
dif = abs(interLoc(specinterLocFitT imelndex(n)-m)-(n*speclinterLoclInc));

specinterLocIndex(n) = speclinterLoc FitTimelndex(n)-m;

ompDat))
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end

end
for m =1:1:nCompDat
if (abs(interLoc(specinterLocFitTimelndex(n)+m)-(n*sp eclnterLoclnc)) < dif)
dif = abs(interLoc(specinterLocFitT imelndex(n)+m)-(n*specinterLocInc));
speclinterLocindex(n) = specinterLoc FitTimelndex(n)+m;
end
end
end
if (specinterLocFitTimelndex(n) > (size(interLoc,1)-n CompDat)) && (speclinterLocFitTimelndex(n) ~= size(i nterLoc,1))
dif = abs(interLoc(specinterLocFitTimelndex (n))-(n*speclnterLoclInc));
specinterLocIndex(n) = speclinterLocFitTimel ndex(n);
for m =1:1:nCompDat
if (abs(interLoc(specinterLocFitTimelndex(n)-m)-(n*sp eclinterLoclnc)) < dif)
dif = abs(interLoc(specinterLocFitT imelndex(n)-m)-(n*speclinterLocInc));
speclinterLocIndex(n) = specinterLoc FitTimelndex(n)-m;
end
end
for m = 1:1:(size(interLoc,1)-speclinterLocFitTimelndex (n))
if (abs(interLoc(speclnterLocFitTimelndex(n)+m)-(n*sp eclnterLoclInc)) < dif)
dif = abs(interLoc(specinterLocFitT imelndex(n)+m)-(n*specinterLoclInc));
specinterLocIndex(n) = speclinterLoc FitTimelndex(n)+m;
end
end
end
if (specinterLocFitTimelndex(n) == 1)
dif = abs(interLoc(specinterLocFitTimelndex (n))-(n*speclinterLoclInc));
speclinterLoclndex(n) = speclinterLocFitTimel ndex(n);
for m =1:1:nCompDat
if (abs(interLoc(speclnterLocFitTimelndex(n)+m)-(n*sp eclnterLoclInc)) < dif)
dif = abs(interLoc(specinterLocFitT imelndex(n)+m)-(n*specinterLoclInc));
specinterLocIndex(n) = speclinterLoc FitTimelndex(n)+m;
end
end
end
if (specinterLocFitTimelndex(n) == size(interLoc,1))
dif = abs(interLoc(specinterLocFitTimelndex (n))-(n*speclinterLoclInc));
speclinterLoclndex(n) = speclinterLocFitTimel ndex(n);

for m =1:1:nCompDat
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if (abs(interLoc(specinterLocFitTimelndex(n)-m)-(n*sp eclnterLoclnc)) < dif)

dif = abs(interLoc(specinterLocFitT imelndex(n)-m)-(n*speclinterLoclInc));
speclinterLocIndex(n) = specinterLoc FitTimelndex(n)-m;
end
end
end
end
fprintf( 'SpecinterLocDispDltn: Finding specific interface | ocations has finished.\n' );

%% Plot incremental displacement (SPECIFY scaleFac)

resDir = strcat(savDir, \Interface-location-specific incremental displacem ent\' );
mkdir(resDir);
scaleFac = 8; % Vector scale factor

for k= 1:1:specinterLocNum
fig = figure( ‘Name' ,[ 'delta u and delta v at X(t) =" ,num2str(interLoc(specinterLoclndex(k)),5), "um (t=
' ,num2str(t(specinterLocIndex(k))), 's)" ], 'NumberTitle' ,lofft );
set(fig, 'Visible' ,lofft ),
[X,y] = meshgrid(xDisp,yDisp);
h = quiver(x,y,scaleFac*delta_u(:,:,specinterLo cindex(k)).',scaleFac*delta_v(:,:,speclnterLoclndex (K)).";
set(h, '‘AutoScale’ |, 'off' );
axis([0 6000 0 6000])
axis square ;
axis manual ;
xlabel( X [um]");
ylabel( 'y [um] )
title([ 'delta u and delta v at X(t) =" ,num2str(interLoc(speclinterLoclndex(k)),5), "um (t =
" ,num2str(t(specinterLocindex(k))), 's) (vector scale factor =" ,num2str(scaleFac), DB
saveas(fig,[resDir, 'delta_u_delta_v_X' ,num2str(k), “png" ]);
close(fig);
end

for k= 1:1:specinterLocNum

fig = figure( ‘Name' ,[ 'delta u avg at X(t) =" ,num2str(interLoc(speclinterLoclndex(k)),5), "um (t =
' ,num2str(t(specinterLocIndex(k))), 's)" ], 'NumberTitle' ,lofft);

set(fig, 'Visible' ,'offt ),

errorbar(xDisp,delta_u_avg(:,specinterLocindex( k)),std_delta_u_avg(:,specinterLocindex(k)));

axis([0 6000 0 100])

axis square ;

axis manual ;

xlabel( X [um]");

ylabel( 'delta u avg [um]' );
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title([ ‘delta u avg at X(t) ="
' ,num2str(t(specinterLocIndex(k))), 's) D
saveas(fig,[resDir, 'delta_u_avg_X' ,num2str(k), "png" ]);
close(fig);
end

fprintf( 'SpecinterLocDispDltn: Plotting incremental displac

%% Plot incremental dilatation

,num2str(interLoc(speclinterLoclndex(k)),5), ‘um (t=

ements at specific interface locations has finished

resDir = strcat(savDir, \Interface-location-specific incremental dilatatio n\' );
mkdir(resDir);
for k= 1:1:size(specinterLocIndex,1)

fig = figure( ‘Name' [ 'delta e at X(t) =" ,num2str(interLoc(specinterLoclindex(k)),5), "um (t=
" ,num2str(t(specinterLocindex(k))), 's)" ], 'NumberTitle' , 'off' ;

set(fig, 'Visible' ,lofft ),

h = surf(xDisp,yDisp,delta_e(:,:,speclinterLocIn dex(k)).";

set(h, 'LineStyle' ,'none' );

view(0,90);

xlabel( X [um]");

ylabel( 'y [um] )

zlabel( 'delta e [dimensionless]' ;

title([ 'delta e at X(t) ="' ,num2str(interLoc(specinterLoclindex(k)),5), "um (t=
" ,num2str(t(specinterLocindex(k))), s

axis([0 6000 0 6000 -0.1 0.1 -0.1 0.1});

axis square ;

axis manual ;

colorbar;

caxis([-0.1 0.1));

caxis manual ;

saveas(fig,[resDir, ‘delta_e_X'  ,num2str(k), "png" ]);

close(fig);
end
for k= 1:1:size(speclnterLocindex,1)

fig = figure( 'Name' [ 'delta e avg at X(t) =" ,num2str(interLoc(specinterLoclindex(k)),5), "um (t=
' ,num2str(t(specinterLocIndex(k))), 's)" ], 'NumberTitle' ,lofft ),

set(fig, 'Visible' ,lofft ),

errorbar(xDisp,delta_e_avg(:,specinterLoclndex(
axis([0 6000 -0.1 0.1])

k)),std_delta_e_avg(:,specinterLocindex(k)));

axis square ;

axis manual ;

xlabel( X [um]");

ylabel( 'delta e avg [dimensionless]' ;

title([ 'delta e avg at X(t) ="' ,num2str(interLoc(speclinterLoclndex(k)),5), "um (t=

' ,num2str(t(specinterLocIndex(k))), 's) D;

\n'
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saveas(fig,[resDir, 'delta_e_avg_X' ,num2str(k),
close(fig);

end

fprintf( 'SpeclinterLocDispDltn: Plotting incremental dilatat

%% Print incremental displacements

for n=1:1:specinterLocNum
fid = fopen(strcat(resDir,
fprintf(fid,strcat(
fprintf(fid,
fprintf(fid,

'delta_u_delta_v_X'
TITLE = "delta_u_delta_v_X'
'VARIABLES = "x", "y", "delta_u", "delta_v"\n'
'ZONE 1=32, J=32, F=POINT\n' );

for i=1:1:xDispCoorNum
for j=1:1:yDispCoorNum
fprintf(fid, '%7.2e %7.2e %7.2e
%7.2e\n" ,xDisp(i),yDisp(j),delta_u(i,j,specinterLocindex(n)
end
end

fclose(fid);
end

fprintf( 'SpecinterLocDispDltn: Printing incremental displac

wpng' 1)
ions at specific interface locations has finished.\
,num2str(n), “dat" ), ‘wt'" );
,num2str(n), “\n'" ),

)i

),delta_v(i,j,specinterLocIndex(n)));

ements at specific interface locations has finished

n');

\n'

% ImportDelDisp_MultiSets.m
% Ka Yaw Teo
% Last updated: 7/22/2008

% DESCRIPTION: -

% This file consists of three sections of codes (da
% set-up, and data input). A message will be displ
% finishes running. The resulting variables are:

% delta_u(i,j,k,s) where i = 1:1:xDispCoorNum, j =
% delta_v(i,j,k,s)

% xDispCoorNum

% yDispCoorNum

% xDisp(i)

% yDisp(j)

% tStep

% tStepNum

% t(k)

% setNum

ta import, variable
ayed when each section

1:1:yDispCoorNum, k = 1:1:tStepNum, and s = 1:1:set

Num
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% IMPORTANT NOTE: -
% Please specify required information, if any, as s tated in each section's title.

%% Importing data files (SPECIFY dataNum)

% Specify number of data (time points)
dataNum = 50;

% Specify number of sets of data (samples)

prompt={ 'Enter number of sets of data to be processed:' h
dlg_title = 'Number of data sets' ;

num_lines = 1;

input = inputdig(prompt,dig_title,num_lines);

setNum = str2double(input{1});

datDir = cell(setNum,1);

% Specify directories for retrieving data and savin g results
for sNum = 1:1:setNum
datDir{sNum} = uigetdir( 'C:\' ,strcat(  'Select a directory to retrieve data set #' ,num2str(sNum),
end
savDir = uigetdir(datDir{1}, 'Select a directory to save results:' );

% Preallocate cell arrays for storing data
dispData = cell(dataNum,setNum);

% Open and import data for displacement measurement s (delta u & delta v)
for sNum = 1:1:setNum
for dNum = 1:1:dataNum

fid=fopen(strcat(datDir{sNum}, \D('  ,num2str(dNum), ‘).dat" ), T );
dispData{dNum,sNum} = textscan(fid, '%f %f %f %f' -1, ‘'headerlines’ ,3);
fclose(fid);
end
end
fprintf( 'ImportDelDisp_MultiSets: Importing data files has finished.\n' );
%% Setting up parameters and variables for displace ment measurements (SPECIFY convFac and tStep)
% Define conversion factor between image space and object space
convFac = 11.9; % um/pixel (2X magnification)

% Define variables for xy-coordinates

% Note: x and y have the same dimensions (m x m)

dispCoorNum = size(dispData{1}1},1); % number of xy-coordinates for u & v
xDispCoorNum = sqrt(dispCoorNum); % number of x-coordinates for u & v

)
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yDispCoorNum = sqrt(dispCoorNum); % number of y-coordinates for u & v

xDisp = zeros(xDispCoorNum,1); % x-coordinate for u & v

yDisp = zeros(yDispCoorNum,1); % y-coordinate for u & v

% Difine time step, time variable, and input values into time variable
tStepNum = dataNum; % number of time steps

tStep = 10; % time step in seconds

t = zeros(tStepNum, 1); % time

for k= 1:1:tStepNum
t(k) = (k*tStep-tStep/2);
end

% Define variables for displacement measurements

delta_u = zeros(xDispCoorNum,yDispCoorNum,tStepNum, setNum); % delta x-displacement
delta_v = zeros(xDispCoorNum,yDispCoorNum,tStepNum, setNum); % delta y-displacement
fprintf( 'ImportDelDisp_MultiSets: Setting up parameters and variables has finished.\n'

%% Inputting data into variables

% Input displacement corrdinates and convert them i nto object length
for i=1:1:xDispCoorNum

xDisp(i) = dispData{1}{1}(i)*convFac;
end

for j=1:1:yDispCoorNum

yDisp(j) = dispData{1}{2}(1+(j-1)*xDispCoorNum) *convFac;
end
% Input displacement measurements (u & v) and conve rt them into object length

for s=1:1:setNum
for k= 1:1:tStepNum
count =1,

for j=1:1:yDispCoorNum
for i=1:1:xDispCoorNum

delta_u(i,j,k,s) = dispData{k,s}{3} (count)*convFac;
delta_v(i,j,k,s) = dispData{k,sH4} (count)*convFac;
count = count+1;
end
end
end
end

clear dispData
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fprintf( 'ImportDelDisp_MultiSets: Inputting data has finish

ed\n' );

% YAvgDelDisp_MultiSets.m
% Ka Yaw Teo
% Last updated: 10/17/2008

% DESCRIPTION: -

% This file consists of two sections of codes (vari

% displacement averaging). A message will be displa
% The resulting variables are:

% delta_u_avg(i,k,s) where i = 1:1:xDispCoorNum, k
% delta_v_avg(i,k,s)

% std_delta_u_avg(i,k,s)

% std_delta_v_avg(i,k,s)

% IMPORTANT NOTE: -
% Please specify required information, if any, as s

%% Define variables for y-averaged delta u and delt

delta_u_avg = zeros(xDispCoorNum,tStepNum,setNum);
delta_v_avg = zeros(xDispCoorNum,tStepNum,setNum);
std_delta_u_avg = zeros(xDispCoorNum,tStepNum,setNu
std_delta_v_avg = zeros(xDispCoorNum,tStepNum,setNu

fprintf( "YAvgDelDisp_MultiSets: Defining variables has fini
%% Compute y-averaged delta u and delta v

for s=1:1:setNum
for k= 1:1:tStepNum
for i=1:1:xDispCoorNum
delta_u_nonZero = nonzeros(delta_u(i,:,
delta_v_nonZero = nonzeros(delta_v(i,:,

delta_u_avg(i,k,s) = mean2(delta_u_nonZ
delta_v_avg(i,k,s) = mean2(delta_v_nonZ
std_delta_u_avg(i,k,s) = std(delta_u_no
std_delta_v_avg(i,k,s) = std(delta_v_no
end
end
end

fprintf( "YAvgDelDisp_MultiSets: Computing y-averaged delta

able set-up and
yed when each section finishes running.

= 1:1:tStepNum, and s = 1:1:setNum

tated in each section's title.

av

m);
m);

shed.\n' );

k,s));
k,s));

ero);
ero);
nZero);
nZero);

u and delta v has finished.\n' )
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% SpeclinterLoc_MultiSets.m
% Ka Yaw Teo
% Last updated: 1/2/2009

% DESCRIPTION: -

% This file consists of three sections of codes (da ta import, variable

% set-up, and data input). A message will be displ ayed when each section
% finishes running. The resulting variables are:

% interLoc(k,s) where k = 1:1:tStepNum and s = 1:1: setNum
% speclinterLoclndex(n,s) where n = 1:1:specinterLoc Num and s = 1:1:setNum

% IMPORTANT NOTE: -
% Please specify required information, if any, as s tated in each section's
% title.

%% Determine interface location
max_delta_u_avg_mag = zeros(tStepNum,setNum);
max_delta_u_avg_xCoor = zeros(tStepNum,setNum);

interLoc = zeros(tStepNum,setNum);

for s=1:1:setNum
for k= 1:1:tStepNum

[max_delta_u_avg_mag(k,s),max_delta_u_avg_x Coor(k,s)] = max(delta_u_avg(:,k,s));
interLoc(k,s) = xDisp(max_delta_u_avg_xCoor k,s));
end
end
fprintf( 'SpecinterLoc_MultiSets: Determining interface loca tion has finished.\n' );
%% Find specific interface locations and correspond ing indices (SPECIFY specinterLocNum, specinterLocl nc, and nCompDat)
specinterLocNum = 4; % Number of specific interface location (starting a t1)
specinterLocInc = 1000; % Increment between two consecutive specific interf ace location (a multiplication factor to

specinterLocNum)
specinterLocIindex = zeros(specinterLocNum,setNum);

for s=1:1:setNum
polyFitOrder = 3;
p = polyfit(t,interLoc(:,s),polyFitOrder);
interLocFit = polyval(p,t);

interLocFitEqn = ;
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for n=1:1:(polyFitOrder+1)

interLocFitEgn = strcat(interLocFitEqn, “+(" ,num2str(p(n)), *tN  )num2str(polyFitOrder-(n-1)));
end
specinterLocFitSol = zeros(polyFitOrder,specint erLocNum);

specinterLocFitTime = zeros(speclnterLocNum,1);

for n=1:1:specinterLocNum
specinterLocFitSol(:,n) = solve([interLocFi tEgn, '=' ,num2str(n*specinterLocinc)], )
end

for n=1:1:specinterLocNum
for m = 1:1:polyFitOrder

if (specinterLocFitTime(n) == 0) && (imag(specinterLo cFitSol(m,n)) == 0) && (real(speclinterLocFitSol(m,n
<= max(tStepNum*tStep))) && (real(specinterLocFitSo I(m,n) > 0))
speclinterLocFitTime(n) = specinterL ocFitSol(m,n);
end
end
end
specinterLocFitTimelndex = zeros(specinterLocNu m,1);

for n=1:1:specinterLocNum
for k= 1:1:tStepNum
if (specinterLocFitTime(n) == t(k))
specinterLocFitTimelndex(n) = k;
end

if (k~=tStepNum)

if (specinterLocFitTime(n) ~=t(1)) && (specinterLocF itTime(n) ~= t(tStepNum))
if (specinterLocFitTime(n) > t(k)) && (speclnterLocFi tTime(n) < t(k+1))
if (t(k+1)-specinterLocFitTime(n)) > (specinterLocFit Time(n)-t(k))
speclinterLocFitTimelnde x(n) = k;
else
specinterLocFitTimelnde x(n) = k+1;
end
end
end

end

if (specinterLocFitTime(n) < t(1))
specinterLocFitTimelndex(n) = 1;
end

if (specinterLocFitTime(n) > t(tStepNum))
specinterLocFitTimelndex(n) = tStep Num;
end
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end
end

nCompDat = 4; % Number of adjacent data points (one side) to be ¢ onsidered in comparison

for n=1:1:specinterLocNum

dif = 0;
if (specinterLocFitTimelndex(n) >= (nCompDat+1)) && ( specinterLocFitTimelndex(n) <= (size(interLoc,1)-
nCompDat))
dif = abs(interLoc(speclinterLocFitTimel ndex(n),s)-(n*specinterLocinc));
speclinterLoclndex(n,s) = speclnterLocFi tTimelndex(n);
for m=1:1:nCompDat
if (abs(interLoc(speclnterLocFitTimelndex(n)-m,s)-(n* speclinterLoclnc)) < dif)
dif = abs(interLoc(speclinterLoc FitTimelndex(n)-m,s)-(n*speclinterLoclnc));
specinterLocIndex(n,s) = specin terLocFitTimelndex(n)-m;
end
if (abs(interLoc(specinterLocFitTimelndex(n)+m,s)-(n* speclinterLoclnc)) < dif)
dif = abs(interLoc(specinterLoc FitTimelndex(n)+m,s)-(n*specinterLoclnc));
specinterLocIndex(n,s) = specin terLocFitTimelndex(n)+m:;
end
end
end
if (specinterLocFitTimelndex(n) < (nCompDat+1)) && (s pecinterLocFitTimelndex(n) ~= 1)
dif = abs(interLoc(speclinterLocFitTimel ndex(n),s)-(n*specinterLocInc));
speclinterLoclndex(n,s) = speclinterLocFi tTimelndex(n);
for m = 1:1:speclinterLocFitTimelndex(n)-1
if (abs(interLoc(speclnterLocFitTimelndex(n)-m,s)-(n* speclinterLoclnc)) < dif)
dif = abs(interLoc(speclinterLoc FitTimelndex(n)-m,s)-(n*speclinterLoclInc));
specinterLocIndex(n,s) = specin terLocFitTimelndex(n)-m;
end
end
for m =1:1:nCompDat
if (abs(interLoc(specinterLocFitTimelndex(n)+m,s)-(n* specinterLoclnc)) < dif)
dif = abs(interLoc(speclinterLoc FitTimelndex(n)+m,s)-(n*specinterLoclnc));
speclinterLoclndex(n,s) = specin terLocFitTimelndex(n)+m:;
end
end
end
if (specinterLocFitTimelndex(n) > (size(interLoc,1)-n CompDat)) && (specinterLocFitTimelndex(n) ~=

size(interLoc,1))
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dif = abs(interLoc(specinterLocFitTimel ndex(n),s)-(n*specinterLocInc));

specinterLocIndex(n,s) = specinterLocFi tTimelndex(n);
for m =1:1:nCompDat
if (abs(interLoc(specinterLocFitTimelndex(n)-m,s)-(n* specinterLoclnc)) < dif)
dif = abs(interLoc(specinterLoc FitTimelndex(n)-m,s)-(n*specinterLoclInc));
speclinterLoclndex(n,s) = specin terLocFitTimelndex(n)-m;
end
end
for m = 1:1:(size(interLoc,1)-specinterLocFitTimelndex (n))
if (abs(interLoc(specinterLocFitTimelndex(n)+m,s)-(n* speclinterLoclnc)) < dif)
dif = abs(interLoc(specinterLoc FitTimelndex(n)+m,s)-(n*specinterLoclnc));
specinterLocIndex(n,s) = specin terLocFitTimelndex(n)+m:;
end
end
end
if (specinterLocFitTimelndex(n) == 1)
dif = abs(interLoc(speclinterLocFitTimel ndex(n),s)-(n*specinterLocinc));
specinterLocIndex(n,s) = specinterLocFi tTimelndex(n);
for m =1:1:nCompDat
if (abs(interLoc(specinterLocFitTimelndex(n)+m,s)-(n* speclinterLoclnc)) < dif)
dif = abs(interLoc(specinterLoc FitTimelndex(n)+m,s)-(n*specinterLoclInc));
specinterLocIndex(n,s) = specin terLocFitTimelndex(n)+m:;
end
end
end

if (specinterLocFitTimelndex(n) == size(interLoc,1))

dif = abs(interLoc(speclinterLocFitTimel ndex(n),s)-(n*specinterLocinc));
speclinterLoclndex(n,s) = speclinterLocFi tTimelndex(n);
for m=1:1:nCompDat
if (abs(interLoc(speclnterLocFitTimelndex(n)-m,s)-(n* speclinterLoclnc)) < dif)
dif = abs(interLoc(speclinterLoc FitTimelndex(n)-m,s)-(n*speclinterLoclnc));
specinterLocIndex(n,s) = specin terLocFitTimelndex(n)-m;
end

end
end
end
end

fprintf( 'SpecinterLoc_MultiSets: Finding specific interface locations has finished.\n'
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% SampAvgSpecinterLocDelDisp_MultiSets.m
% Ka Yaw Teo
% Last updated: 1/3/2009

% DESCRIPTION: -

% This file consists of three sections of codes (da
% set-up, and data input). A message will be displ
% finishes running. The resulting variables are:

% delta_u_spec_sAvg(i,j,n) where i = 1:1:xDispCoorN
% delta_v_spec_sAvg(i,j,n)

% std_delta_u_spec_sAvg(i,j,n)

% std_delta_v_spec_sAvg(i,j,n)

% t_spec_sAvg(n)

% std_t_spec_sAvg(n)

% IMPORTANT NOTE: -
% Please specify required information, if any, as s
% title.

%% Define variables

delta_u_spec = zeros(xDispCoorNum,yDispCoorNum,spec
delta_v_spec = zeros(xDispCoorNum,yDispCoorNum,spec
delta_u_spec_sAvg = zeros(xDispCoorNum,yDispCoorNum
delta_v_spec_sAvg = zeros(xDispCoorNum,yDispCoorNum
std_delta_u_spec_sAvg = zeros(xDispCoorNum,yDispCoo
std_delta_v_spec_sAvg = zeros(xDispCoorNum,yDispCoo

interLoc_spec = zeros(specinterLocNum,setNum);
interLoc_spec_sAvg = zeros(specinterLocNum,1);
std_interLoc_spec_sAvg = zeros(specinterLocNum,1);

t_spec = zeros(specinterLocNum,setNum);
t_spec_sAvg = zeros(specinterLocNum,1);
std_t_spec_sAvg = zeros(specinterLocNum,1);

fprintf( 'SampAvgSpecinterLocDelDisp_MultiSets: Defining var
%% Average incremental displacement and time at spe

for s=1:1:setNum
for n=1:1:specinterLocNum
delta_u_spec(:,:,n,s) = delta_u(:,:,specint
delta_v_spec(:,:,n,s) = delta_v(:,:,specint
end

end

ta import, variable
ayed when each section

um, j = 1:1:yDispCoorNum, and n = 1:1:specinterLocN um

tated in each section's

InterLocNum,setNum);
InterLocNum,setNum);
,specinterLocNum);
,specinterLocNum);
rNum,specinterLocNum);
rNum,speclinterLocNum);

iables has finished.\n' );

cific interface locations from multiple sets of dat a

erLoclndex(n,s),s);
erLoclndex(n,s),s);
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for n=1:1:speclnterLocNum
for j=1:1:yDispCoorNum
for i=1:1:xDispCoorNum

delta_u_spec_sAvg(i,j,n) = mean2(delta_ u_spec(i,j,n,));
delta_v_spec_sAvg(i,j,n) = mean2(delta_ v_spec(i,j,n,));
std_delta_u_spec_sAvg(i,j,n) = std2(del ta_u_spec(i,j,n,));
std_delta_v_spec_sAvg(i,j,n) = std2(del ta_v_spec(i,j,n,:));
end
end

end

for s=1:1:setNum
for n=1:1:speclnterLocNum
interLoc_spec(n,s) = interLoc(specinterLocl ndex(n,s));
end

end

for n=1:1:specinterLocNum

interLoc_spec_sAvg(n) = mean2(interLoc_spec(n,: ));
std_interLoc_spec_sAvg(n) = std2(interLoc_spec( n,:}));
end

for s=1:1:setNum
for n=1:1:specinterLocNum
t_spec(n,s) = t(specinterLocIndex(n,s));
end

end

for n=1:1:speclnterLocNum
t_spec_sAvg(n) = mean2(t_spec(n,:));
std_t_spec_sAvg(n) = std2(t_spec(n,:));

end

fprintf( '‘SampAvgSpecinterLocDelDisp_MultiSets: Computing de Ita_u_spec_sAvg, delta_v_spec_sAvg, interLoc_spec_s Avg, and
t_spec_sAvg has finished.\n' );

%% Plot incremental displacements (SPECIFY scaleFac )

resDir = strcat(savDir, \Interface-location-specific incremental displacem ent\' );

mkdir(resDir);
scaleFac = 8; % Vector scale factor

for n=1:1:specinterLocNum
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fig = figure(
' ,num2str(std_interLoc_spec_sAvg(n),
' ,num2str(std_t_spec_sAvg(n),

set(fig, 'Visible' ,'offt ),

[x,y] = meshgrid(xDisp,yDisp);

h = quiver(x,y,scaleFac*delta_u_spec_sAvg(;,:,n

set(h, '‘AutoScale’ , 'off' );

axis([0 6000 0 6000])

axis square ;

axis manual ;

xlabel( X [um]");

ylabel( 'y [um]" )

title([ 'delta u sAvg and delta v sAvg at X(t) ="
' ,;num2str(std_interLoc_spec_sAvg(n),
' ,num2str(std_t_spec_sAvg(n),

saveas(fig,[resDir,

close(fig);
end

'%3.2f'

%3.2f ), 's)

for n=1:1:specinterLocNum
fig = figure(
' ,;num2str(std_interLoc_spec_sAvg(n),
' ,num2str(std_t_spec_sAvg(n), ), 's)
set(fig, 'Visible' ,'offt);
h = surf(xDisp,yDisp,std_delta_u_spec_sAvg(:,:,
set(h, ‘LineStyle' ,'none’ );
view(0,90);
xlabel(

'%3.2f'

X [um]" );
ylabel( 'y [um]' ;
zlabel( 'std of delta u sAvg [um]' );
title([ 'std of delta u sAvg at X(t) ="

' ,num2str(std_interLoc_spec_sAvg(n),

' ,num2str(std_t_spec_sAvg(n),
axis([0 6000 0 6000 0 25 0 25]);
axis square ;
axis manual ;
colorbar;
caxis([0 25]);
caxis manual ;
saveas(fig,[resDir,
close(fig);

end

%3.2f ), 's)

for n=1:1:specinterLocNum

fig = figure(
' ,num2str(std_interLoc_spec_sAvg(n),
' ,num2str(std_t_spec_sAvg(n),

%3.2f ), 's)

‘Name' ,[ 'delta u sAvg and delta v sAvg at X(t) ="'
'%4.2f'

) )

'%4.2f'

'delta_u_spec_sAvg_delta_v_spec_sAvg_X'

‘Name' ,[ 'std of delta u sAvg at X(t) ="
'%4.2f'

'%4.2f'

'std_delta_u_spec_sAvg_X'

‘Name' ,[ 'std of delta v sAvg at X(t) ="
'%4.2f'

,num2str(interLoc_spec_sAvg(n),
), 'um(t=" ,num2str(t_spec_sAvg(n), '%3.2f" ), "+/-
], 'NumberTitle' ,'offt);

).",scaleFac*delta_v_spec_sAvg(:,:,n).");

,num2str(interLoc_spec_sAvg(n),

,num2str(t_spec_sAvg(n),

), '(vector scale factor ="'
,num2str(n), “png" ]);

'%4.2f ), ' +/-
), 'um(t=" '%3.2f ), ' +/-

,sprintf( \n'

,num2str(interLoc_spec_sAvg(n), '%4.2f ), " +/-
), ‘um (t=" ,num2str(t_spec_sAvg(n), '%3.2f ), ' +/-
], 'NumberTitle' ,'offt ),

n).);

'%4.2f'
,num2str(t_spec_sAvg(n),

,num2str(interLoc_spec_sAvg(n),
), "'um(t="

D

), "4
%3.2f ), ' +-

,num2str(n),  png' 1)

,num2str(interLoc_spec_sAvg(n), '%4.2f ), '+
), 'um(t=" ,num2str(t_spec_sAvg(n), '%3.2f" ), "+/-
], 'NumberTitle' ,lofft);

'%4.2f'

,num2str(scaleFac), b)

-
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set(fig, 'Visible' ,lofft ),

h = surf(xDisp,yDisp,std_delta_v_spec_sAvg(:,:, n).";

set(h, 'LineStyle' ,'none' );

view(0,90);

xlabel( X [um]");

ylabel( 'y [um] )

Zlabel( 'std of delta v sAvg [um]' );

title([ 'std of delta v sAvg at X(t) ="' ,num2str(interLoc_spec_sAvg(n), '%4.2f ), '+
' ,;num2str(std_interLoc_spec_sAvg(n), '%4.2f ), 'um (t="' ,num2str(t_spec_sAvg(n), '%3.2f" ), "+/-
' ,num2str(std_t_spec_sAvg(n), '%3.2f ), 's) I

axis([0 6000 0 6000 0 25 0 25));

axis square ;

axis manual ;

colorbar;

caxis([0 25]);

caxis manual ;

saveas(fig,[resDir, 'std_delta_v_spec_sAvg_X' ,numa2str(n), png" 1);

close(fig);
end

fprintf( 'SampAvgSpecinterLocDelDisp_MultiSets: Plotting inc
finished.\n' );

%% Print incremental displacements

for n=1:1:speclnterLocNum
fid = fopen(strcat(resDir,
fprintf(fid,strcat(
fprintf(fid,
fprintf(fid, 'ZONE [=32, J=32, F=POINT\n' );
for i=1:1:xDispCoorNum
for j=1:1:yDispCoorNum

fprintf(fid, '%7.2e %7.2e %7.2e
%7.2e\n' ,xDisp(i),yDisp(j),delta_u_spec_sAvg(i,j,n),delta_v
end
end
fclose(fid);

end

fprintf( 'SampAvgSpeclinterLocDelDisp_MultiSets: Printing inc
finished.\n' );

'delta_u_spec_sAvg_delta_v_spec_sAvg_X'
‘TITLE = "delta_u_spec_sAvg_delta_v_spec_sAvg_X'
'VARIABLES = "x", "y", "delta_u_spec_sAvg", "delta_

remental displacements at specific interface locati ons has

,numa2str(n), “dat" ), ‘wt' );
,num2str(n), “\n" ),
v_spec_sAvg"'\n' );

_spec_sAvg(i,j,n));

remental displacements at specific interface locati ons has
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% YAvgSampAvgSpecinterLocDelDisp_MultiSets.m
% Ka Yaw Teo
% Last updated: 1/3/2009

% DESCRIPTION: -

% This file consists of three sections of codes (da ta import, variable

% set-up, and data input). A message will be displ ayed when each section
% finishes running. The resulting variables are:

% delta_u_spec_sAvg_yAvg(i,n) where i = 1:1:xDispCo orNum and n = 1:1:specinterLocNum
% delta_v_spec_sAvg_yAvg(i,n)

% std_delta_u_spec_sAvg_yAvg(i,n)

% std_delta_v_spec_sAvg_yAvg(i,n)

% IMPORTANT NOTE: -
% Please specify required information, if any, as s tated in each section's
% title.

%% Define variables

delta_u_spec_sAvg_yAvg = zeros(xDispCoorNum,specint erLocNum);

delta_v_spec_sAvg_yAvg = zeros(xDispCoorNum,specint erLocNum);

std_delta_u_spec_sAvg_yAvg = zeros(xDispCoorNum,spe cinterLocNum);

std_delta_v_spec_sAvg_yAvg = zeros(xDispCoorNum,spe cinterLocNum);

fprintf( 'YAvgSampAvgSpecinterLocDelDisp_MultiSets: Defining variables has finished.\n' );

%% Average incremental displacement and time at spe cific interface locations from multiple sets of dat a

for n=1:1:speclnterLocNum
for i=1:1:xDispCoorNum

delta_u_spec_sAvg_yAvg(i,n) = mean2(delta_u _spec_sAvg(i,:,n));
delta_v_spec_sAvg_yAvg(i,n) = mean2(delta_v _spec_sAvg(i,:,n));
std_delta_u_spec_sAvg_yAvg(i,n) = std2(delt a_u_spec_sAvg(i,:;,n));
std_delta_v_spec_sAvg_yAvg(i,n) = std2(delt a_v_spec_sAvg(i,:,n));
end
end
fprintf( 'YAvgSampAvgSpecinterLocDelDisp_MultiSets: Computin g delta_u_spec_sAvg_yAvg and delta_v_spec_sAvg_yAvg

finished.\n' );
%% Plot y-averaged incremental displacements

for n=1:1:specinterLocNum

fig = figure( 'Name' ,[ 'delta u sAvg yAvg at X(t) =" ,num2str(interLoc_spec_sAvg(n), '%4.2f ), ' +-
' ,num2str(std_interLoc_spec_sAvg(n), '%4.2f ), 'um (t="' ,num2str(t_spec_sAvg(n), '%3.2f ), '+-
' ,num2str(std_t_spec_sAvg(n), '%3.2f" ), 's)" 1, 'NumberTitle' ,lofft ),

has
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set(fig, 'Visible' ,lofft ),
errorbar(xDisp,delta_u_spec_sAvg_yAvg(;,n),std_
axis([0 6000 0 100])

delta_u_spec_sAvg_yAvg(:,n));

axis square ;

axis manual ;

xlabel( X [um]");

ylabel( 'delta u sAvg yAvg [um]' );

title([ 'delta u sAvg yAvg at X(t) =" ,num2str(interLoc_spec_sAvg(n), '%4.2f ), ' +-
' ,;num2str(std_interLoc_spec_sAvg(n), '%4.2f ), 'um (t="' ,num2str(t_spec_sAvg(n), '%3.2f" ), "+/-
' ,)num2str(std_t_spec_sAvg(n), '%3.2f ), 's)' )

saveas(fig,[resDir, 'delta_u_spec_sAvg_yAvg_X' ,num2str(n), "png" ]);

close(fig);
end

fprintf( "YAvgSampAvgSpecinterLocDelDisp_MultiSets: Plotting
locations has finished.\n' );

%% Print y-averaged incremental displacements

for n=1:1:specinterLocNum
fid = fopen(strcat(resDir,
fprintf(fid,strcat(

fprintf(fid, 'ZONE 1=32, F=POINT\n' _ );

for i=1:1:xDispCoorNum
fprintf(fid, '%7.2e %7.2e %7.2e\n’
end

fclose(fid);
end

for n=1:1:specinterLocNum
fid = fopen(strcat(resDir,
fprintf(fid,strcat(

fprintf(fid, 'ZONE 1=32, F=POINT\n'  );
for i=1:1:xDispCoorNum

fprintf(fid, '%7.2e %7.2e %7.2e\n’
end

fclose(fid);
end

fprintf( "YAvgSampAvgSpeclnterLocDelDisp_MultiSets: Printing
locations has finished.\n' );

'delta_u_spec_sAvg_yAvg_X'
'TITLE = "delta_u_spec_sAvg_yAvg_X'
fprintf(fid, 'VARIABLES = "x", "delta_u_spec_sAvg_yAvg", "

,XDisp(i),delta_u_spec_sAvg_yAvg(i,n),std_delta_u_s

'delta_v_spec_sAvg_yAvg_X'

'TITLE = "delta_v_spec_sAvg_yAvg_X'
fprintf(fid, 'VARIABLES = "x", "delta_v_spec_sAvg_yAvg", "

XDisp(i),delta_v_spec_sAvg_yAvg(i,n),std_delta_v_s

y-averaged incremental displacements at specific i

,numa2str(n), "dat'" ), ‘wt'" );
,numa2str(n), "“\n" ),

Ita_u_spec_sAvg_yAvg"\n' );

,numa2str(n), "dat'" ), ‘wt'" );
,numa2str(n), "“\n" ),

Ita_v_spec_sAvg_yAvg"\n' );

y-averaged incremental displacements at specific i

pec_sAvg_yAvg(i,n));

pec_sAvg_yAvg(i,n));

nterface

nterface
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% CalSampAvgSpecinterLocDelStrnDltn_MultiSets.m
% Ka Yaw Teo
% Last updated: 1/3/2009

% DESCRIPTION: -

% This file consists of four sections of codes (var

% dilatation computation, plotting contour, and pri

% A message will be displayed when each section fin
% The resulting variable is:

% delta_Exx_spec_sAvg(i,j,n) where i = 1:1:xDispCoo
% delta_Eyy_spec_sAvg(i,j,n)
% delta_e_spec_sAvg(i,j,n)

% IMPORTANT NOTE: -
% Please specify required information, if any, as s

%% Define variables for calculated strains and dila

% Strains
delta_Exx_spec_sAvg = zeros(xDispCoorNum,yDispCoorN
delta_Eyy spec_sAvg = zeros(xDispCoorNum,yDispCoorN

% Dilatation
delta_e_spec_sAvg = zeros(xDispCoorNum,yDispCoorNum

fprintf( '‘CalSampAvgSpecinterLocDelStrnDItn_MultiSets: Defin
%% Compute dilatation (SPECIFY SCHEME for differenc

% Cauchy's infinitesimal strains (squares and produ
% derivatives of displacement are negligible compar
% terms)

SCHEME ='CD' ;
alpha = 1/3;

% NOTE: In the following codes, only CD scheme incl
% approximation for boundaries. Codes for approxim
% derivatives at boundaries in other schemes have y

if stremp(SCHEME, 'UD')
alpha =0.5;
beta = 0;
gamma = 0;

iable set-up,
nting results).
ishes running.

rNum, j = 1:1:yDispCoorNum, and n = 1:1:speclinterLo

tated in each section's title.
tation
um,speclinterLocNum);
um,speclinterLocNum);
,specinterLocNum);
ing variables has finished.\n' );
e approximation)

cts of the partial
ed with the first order

% UD, CD, LUD, QUD, ELUD, EQUD, or CUD
% DESIGNATE alpha = 1/3 or 1/6 for CUD

udes difference
ating spatial
et to be added.

cNum



79

XFP =2,
yFP =2,
XLP = xDispCoorNum;
yLP = yDispCoorNum;

for n=1:1:specinterLocNum
for j=yFP:1:yLP
for i=xFP:1:xLP
delta_Exx_spec_sAvg(i,j,n) = (1/(xD
alpha-2*beta+tgamma)*delta_u_spec_sAvg(i-1,j,n));
delta_Eyy spec_sAvg(i,j,n) = (1/(yD
alpha-2*beta+gamma)*delta_v_spec_sAvg(i,j-1,n));
delta_e_spec_sAvg(i,j,n) = delta_Ex
end
end
end
end

if strcmp(SCHEME, 'CD')
alpha = 0;
beta = 0;
gamma = 0;

for n=1:1:specinterLocNum
for j=1:1:yDispCoorNum
for i=2:1:xDispCoorNum-1
delta_Exx_spec_sAvg(i,j,n) = (1/(xD
0.5-alpha-2*beta+gamma)*delta_u_spec_sAvg(i-1,j,n))
end
end
end

for n=1:1:specinterLocNum
for j=2:1:yDispCoorNum-1
for i=1:1:xDispCoorNum
delta_Eyy spec_sAvg(i,j,n) = (1/(yD
0.5-alpha-2*beta+gamma)*delta_v_spec_sAvg(i,j-1,n))
end
end
end

% 1-point downstream weighting approximation for le
for n=1:1:specinterLocNum
for j=1:1:yDispCoorNum
delta_Exx_spec_sAvg(i,j,n) = (1/(xDisp(
end
end

isp(2)-xDisp(1)))*((2*alpha+beta)*delta_u_spec_sAvg
isp(2)-yDisp(1)))*((2*alpha+beta)*delta_v_spec_sAvg

x_spec_sAvg(i,j,n)+delta_Eyy_spec_sAvg(i,j,n);

isp(2)-xDisp(1)))*((0.5-alpha-gamma)*delta_u_spec_s

isp(2)-yDisp(1)))*((0.5-alpha-gamma)*delta_v_spec_s

ft-bounded data points

2)-xDisp(1)))*(delta_u_spec_sAvg(1,j,n)-delta_u_spe

(i,j,n)+(-0.5-

(i,j,n)+(-0.5-

Avg(i+1,j,n)+(-

Avg(i,j+1,n)+(-

c_sAvg(2,j,n));
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% 1-point upstream weighting approximation for righ
for n=1:1:specinterLocNum
for j=1:1:yDispCoorNum
delta_Exx_spec_sAvg(i,j,n) = (1/(xDisp(
delta_u_spec_sAvg(xDispCoorNum-1,j,n));
end
end

% 1-point downstream weighting approximation for lo
for n=1:1:specinterLocNum
for i=1:1:xDispCoorNum
delta_Eyy spec_sAvg(i,j,n) = (1/(yDisp(
end
end

% 1-point upstream weighting approximation for uppe
for n=1:1:specinterLocNum
for i=1:1:xDispCoorNum
delta_Eyy spec_sAvg(i,j,n) = (1/(yDisp(
delta_v_spec_sAvg(i,yDispCoorNum-1,n));
end
end

for n=1:1:specinterLocNum
delta_e_spec_sAvg(:,:,n) = delta_Exx_spec_s
end

end

if stremp(SCHEME, 'LUD')
alpha =0.5;
beta = alpha;
gamma = 0;
XFP = 3;
yFP =3;
XLP = xDispCoorNum-1;
yLP = yDispCoorNum-1;

for n=1:1:specinterLocNum
for j=yFP:1:yLP
for i=xFP:1:xLP

delta_Exx_spec_sAvg(i,j,n) = (1/(xD
alpha-2*beta+gamma)*delta_u_spec_sAvg(i-1,j,n)+(bet

delta_Eyy spec_sAvg(i,j,n) = (1/(yD
alpha-2*betatgamma)*delta_v_spec_sAvg(i,j-1,n)+(bet

delta_e_spec_sAvg(i,j,n) = delta_Ex

t-bounded data points

2)-xDisp(1)))*(delta_u_spec_sAvg(xDispCoorNum,j,n)-

wer-bounded data points

2)-yDisp(1)))*(delta_v_spec_sAvg(i,1,n)-delta_v_spe

r-bounded data points

2)-yDisp(1)))*(delta_v_spec_sAvg(i,yDispCoorNum,n)-

Avg(:,;,n)+delta_Eyy_spec_sAvg(:,:,n);

isp(2)-xDisp(1)))*((2*alpha+beta)*delta_u_spec_sAvg
a-0.5*gamma)*delta_u_spec_sAvg(i-2,j,n));
isp(2)-yDisp(1)))*((2*alpha+beta)*delta_v_spec_sAvg
a-0.5*gamma)*delta_v_spec_sAvg(i,j-2,n));
x_spec_sAvg(i,j,n)+delta_Eyy_spec_sAvg(i,j,n);

c_sAvg(i,2,n));

(@i,j,n)+(-0.5-

(i,j,n)+(-0.5-
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end
end
end
end

if stremp(SCHEME, 'QUD")
alpha = 0.125;
beta = alpha;
gamma = 0;
xFP =3;
yFP =3;
XLP = xDispCoorNum-1;
yLP = yDispCoorNum-1;

for n=1:1:specinterLocNum
for j=yFP:1:yLP
for i=xFP:1:xLP
delta_Exx_spec_sAvg(i,j,n) = (1/(xD
gamma)*delta_u_spec_sAvg(i+1,j,n)+(2*alpha+beta)*de
2*beta+gamma)*delta_u_spec_sAvg(i-1,j,n)+(beta-0.5*
delta_Eyy spec_sAvg(i,j,n) = (1/(yD
gamma)*delta_v_spec_sAvg(i,j+1,n)+(2*alpha+beta)*de
2*beta+gamma)*delta_v_spec_sAvg(i,j-1,n)+(beta-0.5*
delta_e_spec_sAvg(i,j,n) = delta_Ex
end
end
end
end

if stremp(SCHEME, 'ELUD")
alpha =0.5;
beta = alpha;
gamma = alpha-1/6;
XFP = 3;
yFP =3;
XLP = xDispCoorNum-2;
yLP = yDispCoorNum-2;

for n=1:1:speclnterLocNum
for j=yFP:1:yLP
for i=xFP:1:xLP

delta_Exx_spec_sAvg(i,j,n) = (1/(xD
gamma)*delta_u_spec_sAvg(i+1,j,n)+(2*alpha+beta)*de
2*beta+gamma)*delta_u_spec_sAvg(i-1,j,n)+(beta-0.5*

delta_Eyy spec_sAvg(i,j,n) = (1/(yD
gamma)*delta_v_spec_sAvg(i,j+1,n)+(2*alpha+beta)*de
2*betatgamma)*delta_v_spec_sAvg(i,j-1,n)+(beta-0.5*

isp(2)-xDisp(1)))*((0.5-alpha-
Ita_u_spec_sAvg(i,j,n)+(-0.5-alpha-
gamma)*delta_u_spec_sAvg(i-2,j,n));
isp(2)-yDisp(1)))*((0.5-alpha-
Ita_v_spec_sAvg(i,j,n)+(-0.5-alpha-
gamma)*delta_v_spec_sAvg(i,j-2,n));
x_spec_sAvg(i,j,n)+delta_Eyy spec_sAvg(i,j,n);

isp(2)-xDisp(1)))*(0.5*gamma*u(i+2,j,n)+(0.5-alpha-
Ita_u_spec_sAvg(i,j,n)+(-0.5-alpha-
gamma)*delta_u_spec_sAvg(i-2,j,n));
isp(2)-yDisp(1)))*(0.5*gamma*v(i,j+2,n)+(0.5-alpha-
Ita_v_spec_sAvg(i,j,n)+(-0.5-alpha-
gamma)*delta_v_spec_sAvg(i,j-2,n));
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delta_e_spec_sAvg(i,j,n) = delta_Ex
end
end
end
end

if strcemp(SCHEME, 'EQUD")
alpha = 0.125;
beta = alpha;
gamma = alpha-1/6;
XFP =3;
yFP =3;
XLP = xDispCoorNum-2;
yLP = yDispCoorNum-2;

for n=1:1:specinterLocNum
for j=yFP:L:yLP
for i=xFP:1:xLP
delta_Exx_spec_sAvg(i,j,n) = (1/(xD
gamma)*delta_u_spec_sAvg(i+1,j,n)+(2*alpha+beta)*de
2*beta+tgamma)*delta_u_spec_sAvg(i-1,j,n)+(beta-0.5*
delta_Eyy spec_sAvg(i,j,n) = (1/(yD
gamma)*delta_v_spec_sAvg(i,j+1,n)+(2*alpha+beta)*de
2*beta+gamma)*delta_v_spec_sAvg(i,j-1,n)+(beta-0.5*
delta_e_spec_sAvg(i,j,n) = delta_Ex
end
end
end
end

if stremp(SCHEME, 'CUD")
beta = alpha;
gamma = alpha-1/6;
XFP = 3;
yFP =3;
XLP = xDispCoorNum-2;
yLP = yDispCoorNum-2;

for n=1:1:speclnterLocNum
for j=yFP:1:yLP
for i=xFP:1:xLP

delta_Exx_spec_sAvg(i,j,n) = (1/(xD
gamma)*delta_u_spec_sAvg(i+1,j,n)+(2*alpha+beta)*de
2*beta+gamma)*delta_u_spec_sAvg(i-1,j,n)+(beta-0.5*

delta_Eyy spec_sAvg(i,j,n) = (1/(yD
gamma)*delta_v_spec_sAvg(i,j+1,n)+(2*alpha+beta)*de
2*betatgamma)*delta_v_spec_sAvg(i,j-1,n)+(beta-0.5*

x_spec_sAvg(i,j,n)+delta_Eyy_spec_sAvg(i,j,n);

isp(2)-xDisp(1)))*(0.5*gamma*delta_u_spec_sAvg(i+2,
Ita_u_spec_sAvg(i,j,n)+(-0.5-alpha-
gamma)*delta_u_spec_sAvg(i-2,j,n));
isp(2)-yDisp(1)))*(0.5*gamma*delta_v_spec_sAvg(i,j+
Ita_v_spec_sAvg(i,j,n)+(-0.5-alpha-
gamma)*delta_v_spec_sAvg(i,j-2,n));
x_spec_sAvg(i,j,n)+delta_Eyy spec_sAvg(i,j,n);

isp(2)-xDisp(1)))*(0.5*gamma*delta_u_spec_sAvg(i+2,
Ita_u_spec_sAvg(i,j,n)+(-0.5-alpha-
gamma)*delta_u_spec_sAvg(i-2,j,n));
isp(2)-yDisp(1)))*(0.5*gamma*delta_v_spec_sAvg(i,j+
Ita_v_spec_sAvg(i,j,n)+(-0.5-alpha-
gamma)*delta_v_spec_sAvg(i,j-2,n));

j,n)+(0.5-alpha-

2,n)+(0.5-alpha-

j,n)+(0.5-alpha-

2,n)+(0.5-alpha-
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delta_e_spec_sAvg(i,j,n) = delta_Ex
end
end
end
end

fprintf( '‘CalSampAvgSpecinterLocDelStrnDItn_MultiSets: Compu

%% Plot incremental dilatation

resDir = strcat(savDir,
mkdir(resDir);

for n=1:1:speclnterLocNum
fig = figure( 'Name' ,[ 'delta e sAvg at X(t) ="

' ,num2str(std_interLoc_spec_sAvg(n), '%4.2f ), 'um (t="
' ,num2str(std_t_spec_sAvg(n), '%3.2f ), 's)" 1, 'NumberTitle'

set(fig, 'Visible' , 'off' ;
h = surf(xDisp,yDisp,delta_e_spec_sAvg(:,:,n).'

set(h, 'LineStyle' ,'none' );

view(0,90);

xlabel( X [um]");

ylabel( 'y [um]" )

Zlabel( 'delta e sAvg [dimensionless]' );
title([ 'delta e sAvg at X(t) ="'

' ,num2str(std_interLoc_spec_sAvg(n), '%4.2f ), 'um (t="'

' ,num2str(std_t_spec_sAvg(n), '%3.2f ), 's) I
axis([0 6000 0 6000 -0.1 0.1 -0.1 0.1]);
axis square ;
axis manual ;
colorbar;
caxis([-0.1 0.1]);
caxis manual ;
saveas(fig,[resDir,
close(fig);

end

fprintf( '‘CalSampAvgSpecinterLocDelStrnDItn_MultiSets: Plott
has finished.\n' )

\Interface-location-specific incremental dilatatio

'delta_e_spec_sAvg_X' ,numa2str(n),

x_spec_sAvg(i,j,n)+delta_Eyy_spec_sAvg(i,j,n);

ting delta strains and dilatation has finished.\n'

n\' );

,num2str(interLoc_spec_sAvg(n), '%4.2f ), ' +-
,num2str(t_spec_sAvg(n), '%3.2f ), '+
,'off )

,num2str(interLoc_spec_sAvg(n), '%4.2f ), '+
,num2str(t_spec_sAvg(n), '%3.2f" ), "+/-

“png' D)

ing incremental dilatations at specific interface |

ocations

% InterpSampAvgSpeclinterLocDelDltn_MultiSets.m
% Ka Yaw Teo
% Last Updated: 1/12/2008

% DESCRIPTION: -
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% This file consists of two sections of codes (vari able set-up and interpolation).
% A message will be displayed when each section fin ishes running.
% The resulting variables are:

% delta_el_spec_sAvg(i,j,n) where i = 1:1:xDispinte rpCoorNum, j = 1:1:yDisplinterpCoorNum, and n = 1:1: specinterLocNum
% xDisplnterpCoorNum

% yDisplnterpCoorNum

% xDisplinterp(i)

% yDisplnterp(j)

% IMPORTANT NOTE: -
% Please specify required information, if any, as s tated in each section's title.

%% Define interpolation parameters and variables (S PECIFY increment/resolution in xDispInterp and yDis pinterp)

% Define interpolation parameters

xDisplnterp = min(xDisp):10:max(xDisp);

yDisplnterp = min(yDisp):10:max(yDisp);

xDisplnterpCoorNum = size(xDisplnterp,2);

yDispinterpCoorNum = size(yDisplinterp,2);

[X,Y] = meshgrid(xDisplinterp,yDispinterp);

delta_el_spec_sAvg = zeros(xDisplInterpCoorNum,yDisp InterpCoorNum,specinterLocNum);

fprintf( 'InterpSampAvgSpecinterLocDelDItn_MultiSets: Defini ng interpolation parameters and variables has finis hed.\n'
%% Interpolate dilatation

for n=1:1:specinterLocNum

delta_el_spec_sAvg(:,:,n) = interp2(xDisp,yDisp ,delta_e_spec_sAvg(:,:,n). , X,Y, ‘cubic’ );
end
fprintf( 'InterpSampAvgSpecinterLocDelDItn_MultiSets: Comput ing delta_el_spec_sAvg has finished.\n' );

%% Plot dilatation contour

for n=1:1:specinterLocNum

fig = figure( 'Name' ,[ 'delta el sAvg at X(t) ="' ,num2str(interLoc_spec_sAvg(n), '%4.2f ), ' +-
' ,;num2str(std_interLoc_spec_sAvg(n), '%4.2f ), 'um (t="' ,num2str(t_spec_sAvg(n), '%3.2f ), "+/-
' ,num2str(std_t_spec_sAvg(n), '%3.2f" ), 's)" 1, 'NumberTitle' ,lofft ),

set(fig, 'Visible' ,lofft);

h = surf(xDisplInterp,yDispinterp,delta_el_spec_ sAvg(:,:,n));

set(h, 'LineStyle' , 'none’ );

set(gca, 'FontName' , 'Arial' );

set(gca, 'FontSize'  ,16);

set(gca, 'FontWeight' , 'bold" );

view(0,90);

xlabel( X [um]");
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ylabel( 'y [um] )

zlabel( 'delta el sAvg [dimensionless]' );

title([ 'delta el sAvg at X(t) =" ,num2str(interLoc_spec_sAvg(n), '%4.2f ), ' +-
' ,num2str(std_interLoc_spec_sAvg(n), '%4.2f ), 'um (t=" ,num2str(t_spec_sAvg(n), '%3.2f" ), ' +/-
' ,num2str(std_t_spec_sAvg(n), '%3.2f ), 's) I

axis([0 6200 0 6200 -0.06 0.06 -0.06 0.06]);

axis square ;

axis manual ;

colorbar;

caxis([-0.06 0.06]);

caxis manual ;

set(gca, 'FontName' , 'Arial’ );

set(gca, 'FontSize'  ,16);

set(gca, 'FontWeight' , 'bold" );

saveas(fig,[resDir, 'delta_el_spec_sAvg_X' ,num2str(n), “png" ]);

close(fig);
end

fprintf( 'InterpSampAvgSpecinterLocDelDItn_MultiSets: Plotti
%% Print dilatation

for n=1:1:specinterLocNum

fid = fopen(strcat(resDir, 'delta_el_spec_sAvg_X' ,num2str(n), “dat" ), ‘wt' );
fprintf(fid,strcat( TITLE = "delta_el_spec_sAvg_X' ,num2str(n), “\n'" ),
fprintf(fid, 'VARIABLES = "x", "y", "delta_el_spec_sAvgg"\n' );

fprintf(fid, 'ZONE 1=591, J=591, F=POINT\n' );

for i=1:1:xDispinterpCoorNum
for j=1:1:yDispinterpCoorNum
fprintf(fid, '%7.2e\t%7.2e\t%7.2e\n' xDisplInterp(i),yDisplinterp(j),delta_el_spec_sAvg(i
end
end

fclose(fid);
end

fprintf( 'InterpSampAvgSpecinterLocDelDItn_MultiSets: Printi ng delta_el_spec_sAvg has finished.\n'

ng delta_el_spec_sAvg contour has finished.\n'

Jn);

% YAvgSampAvgSpeclinterLocDelDItn_MultiSets.m
% Ka Yaw Teo
% Last updated: 1/3/2009

% DESCRIPTION: -
% This file consists of four sections of codes (var iable set-up,
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% dilatation averaging, plotting y-averaged dilatat
% A message will be displayed when each section fin
% The resulting variables are:

% delta_e_spec_sAvg_yAvg(i,n) where i = 1:1:xDispCo
% std_delta_e_spec_sAvg_yAvg(i,n)

% IMPORTANT NOTE: -
% Please specify required information, if any, as s

%% Define variables

delta_e_spec_sAvg_yAvg = zeros(xDispCoorNum,specint
std_delta_e_spec_sAvg_yAvg = zeros(xDispCoorNum,spe
fprintf( "YAvgSampAvgSpecinterLocDelDItn_MultiSets: Defining
%% Compute y-averaged dilatation
for n=1:1:specinterLocNum
for i=1:1:xDispCoorNum
delta_e_spec_sAvg_yAvg(i,n) = mean2(delta_e
std_delta_e_spec_sAvg_yAvg(i,n) = std2(delt
end
end

fprintf(
%% Plot y-averaged incremental dilatation

for n=1:1:specinterLocNum

"YAvgSampAvgSpeclinterLocDelDltn_MultiSets: Computin

ion, and printing results).
ishes running.

orNum and n = 1:1:specinterLocNum

tated in each section's title.

erLocNum);
cinterLocNum);

variables has finished.\n' );

_spec_sAvg(i,:,n));
a_e_spec_sAvg(i,:;,n));

g delta_e_spec_sAvg_yAvg has finished.\n'

fig = figure( 'Name' ,[ 'delta e sAvg yAvg at X(t) =" ,num2str(interLoc_spec_sAvg(n), '%4.2f ),
' ,num2str(std_interLoc_spec_sAvg(n), '%4.2f ), 'um (t=" ,num2str(t_spec_sAvg(n), '%3.2f ), '+
' ,num2str(std_t_spec_sAvg(n), '%3.2f" ), 's)" 1, 'NumberTitle' ,lofft ),

set(fig, 'Visible' ,lofft ),

errorbar(xDisp,delta_e_spec_sAvg_yAvg(:,n),std_ delta_e_spec_sAvg_yAvg(:,n));

axis([0 6000 -0.1 0.1])

axis square ;

axis manual ;

xlabel( X [um]");

ylabel( 'delta e sAvg yAvg [dimensionless]' );

title([ 'delta e sAvg yAvg at X(t) =" ,num2str(interLoc_spec_sAvg(n), '%4.2f ), "+
' ,;num2str(std_interLoc_spec_sAvg(n), '%4.2f ), 'um (t="' ,num2str(t_spec_sAvg(n), '%3.2f" ), "+/-

' ,num2str(std_t_spec_sAvg(n),
saveas(fig,[resDir,
close(fig);

end

‘%3.2f ), "s) I
'delta_e_spec_sAvg_yAvg_X'

,num2str(n),  png' 1)

-
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fprintf( 'YAvgSampAvgSpecinterLocDelDItn_MultiSets: Plotting y-averaged incremental dilatations at specific int erface
locations has finished.\n' );
%% Print y-averaged incremental dilatation
for n=1:1:specinterLocNum
fid = fopen(strcat(resDir, 'delta_e_spec_sAvg_yAvg_X' ,num2str(n), “dat" ), ‘wt' );
fprintf(fid,strcat( 'TITLE = "delta_e_spec_sAvg_yAvg_X' ,numa2str(n), "“\n" ),
fprintf(fid, 'VARIABLES = "x", "delta_e_spec_sAvg_yAvg", "std_de Ita_e_spec_sAvg_yAvg"\n' );
fprintf(fid, 'ZONE I1=32, F=POINT\n'  );

for i=1:1:xDispCoorNum
fprintf(fid, '%7.7e %7.7e %7.7e\n’'
end

fclose(fid);
end

fprintf( "YAvgSampAvgSpecinterLocDelDItn_MultiSets: Printing
locations has finished.\n' );

,XDisp(i),delta_e_spec_sAvg_yAvg(i,n),std_delta_e_s

pec_sAvg_yAvg(i,n));

y-averaged incremental dilatations at specific int erface

% InterLoc_MultiSets.m
% Ka Yaw Teo
% Last updated: 10/17/2008

% DESCRIPTION: -

% This file consists of three sections of codes (de
% location, curve fitting, and result printing). A

% when each section finishes running. The resulting

% interLoc(k,s) where k = 1:1:tStepNum, and s = 1:1
% IMPORTANT NOTE: -

% Please specify required information, if any, as s

% title.

%% Determine interface location
max_delta_u_avg_mag = zeros(tStepNum,setNum);
max_delta_u_avg_xCoor = zeros(tStepNum,setNum);
interLoc = zeros(tStepNum,setNum);

for s=1:1:setNum
for k= 1:1:tStepNum

termining interface
message will be displayed
variable is:

:setNum

tated in each section's



€L

[max_delta_u_avg_mag(k,s),max_delta_u_avg_x Coor(k,s)] = max(delta_u_avg(:,k,s));

interLoc(k,s) = xDisp(max_delta_u_avg_xCoor k,s));
end
end
fprintf( 'InterLoc_MultiSets: Determining interface location has finished.\n' );

%% Plot interface location over time

resDir = strcat(savDir, \Interface Location Analysis\' );
mkdir(resDir);
fig = figure( '‘Name' , 'Interface location’ , 'NumberTitle' ,lofft );
set(fig, 'Visible' ,lofft );
for s=1:1:setNum

plot(t,interLoc(:,s), 'b." , 'MarkerSize' ,15);

hold on
end

axis([0 max(t) 0 6000]);
axis square ;
axis manual ;

xlabel(  'Time, t [s]' );

ylabel( 'Phase change interface location, X [um]' );

title(  'Phase Change Interface Location Vs. Time' );

saveas(fig,strcat(resDir, 'Interface location.png' );

close(fig);

fprintf( 'InterLocFit_MultiSets: Plotting interface location has finished.\n' );

% AvglnterLocFit_MultiSets.m
% Ka Yaw Teo
% Last updated: 10/17/2008

% DESCRIPTION: -

% This file consists of three sections of codes (de termining interface

% location, curve fitting, and result printing). A message will be displayed
% when each section finishes running.

% IMPORTANT NOTE: -
% Please specify required information, if any, as s tated in each section's
% title.

%% Average interface location from multiple sets
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avglnterLoc = zeros(tStepNum, 1);
std_avglnterLoc = zeros(tStepNum,1);

for k= 1:1:tStepNum
avglnterLoc(k) = mean2(interLoc(k,:));
std_avglnterLoc(k) = std(interLoc(k,:));
end

fprintf( 'AvglnterLocFit_MultiSets: Determining interface lo
%% Curve fitting

XFunc = inline( '2*a*sqrt((10"-6)*t)' B S
a0 = 100;

N =100;

var = 0.01;

sd = sqrt(var);

aList = zeros(1,N);

X = zeros(1,size(avginterLoc,1));
T = zeros(1,size(t,1));

for count = 1:1:size(avginterLoc,1)
X(1,count) = avglnterLoc(count);
end

for count = 1:1:size(t,1)
T(1,count) = t(count);
end

for count=1:1:N
% Form randomized, normal distributed initial param
a = a0*(1+sd*randn);

% Curve fitting
[a,R,J] = nlinfit(T,X,XFunc,a);
aList(:,count) = a;
end

aMean = mean2(aList(1,:));

avginterLocRec = zeros(4,1);
avglnterLocFitEgn = strcat( 2% ,num2str(aMean),

avglnterLocRec(1) = solve(strcat(avginterLocFitEqgn,
avglnterLocRec(2) = solve(strcat(avginterLocFitEqgn,

cation has finished.\n'

eter guesses

)*sqrt((10"-6)*t)’

'=1000'
'=2000'

)t
)’ 't‘

)
):
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avglnterLocRec(3) = solve(strcat(avginterLocFitEqgn, '=3000" ), 't )
avglnterLocRec(4) = solve(strcat(avginterLocFitEqgn, '=4000" ), 't )
fig = figure( 'Name' , 'Interface location with curve fit' , 'NumberTitle' ,'offt ),
set(fig, 'Visible' ,lofft ),
plot(t,XFunc(aMean,t), )
hold on;
errorbar(t,avginterLoc,std_avglnterLoc, 'b." , 'MarkerSize' ,15);
text(20,5200,texlabel( 'Curve fitting using Neumann solution:' ));
text(20,4900,texlabel(strcat( 'X(t) = 2*lambda*(alpha*t)(1/2)'
text(20,4600,texlabel(strcat( 'lambda =" ,num2str(aMean/(10"6),3))));
text(20,4300,texlabel(strcat( ‘alpha = 1 mm~2/s' ));
axis([0 max(t) 0 6000]);
axis square ;
axis manual ;
xlabel(  'Time, t [s]' );
ylabel( 'Phase change interface location, X [um]' );
saveas(fig,strcat(resDir, 'Average interface location with curve fit.png' ));
close(fig);
fprintf( 'AvglnterLocFit_MultiSets: Curve fitting has finish ed\n' );
%% Print avginterLoc
fid = fopen(strcat(resDir, ‘avginterLoc.txt' ), ‘wt');
fprintf(fid, 't [s] \tx [um] \tx std [um] \tx_fit [um] \n' );
for k= 1:1:tStepNum

fprintf(fid, '%7.2e\t%7.2e\t%7.2e\t%7.2e\n’ t(k),avginterLoc(k),std_avginterLoc(k),XFunc(aMean
end
fclose(fid);

fprintf( 'AvglinterLocFit_MultiSets: Printing avginterLoc has finished.\n' );

1K));
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