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ABSTRACT 

 

MOLECULAR MODELLING OF DNA TRANSLOCATION  

IN BIO-FUNCTIONALIZED NANOPORES   

WITH APPLICATIONS IN 

 GENE SEQUENCING 

 

Abhijit Ramachandran, M.S. 

 

The University of Texas at Arlington, 2009 

 

Supervising Professor:  Yaling Liu 

 The human genome project which was completed in 2003 took more than 12 years to 

complete at a cost of $2.7 billion. The advancement in technologies in the next five years led to 

the same feat being achieved in 5 months with a total cost of $1.5 million. Micro-fabrication 

technology has now made it possible miniaturize to micro- and nanofluidic devices for 

biochemical analysis. Solid-state nanopore based molecular analysis provides the potential to 

characterize and sequence DNA, based on the signature of the ionic current measured. A major 

challenge in using solid-state nanopores for DNA detection and sequencing is the molecular 

selectivity and sensitivity, and the control of DNA-nanopore interface. Presently, various 

approaches to modify nanopore surface properties and functionalized nanopores have been 

developed. However, the interaction between DNA and the bio-functionalized nanopores is still 

not well understood due to the small length scales of the DNA/nanopore and the dynamic nature 

of the translocation process. 
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The aim of this thesis is to understand the interaction between the DNA and chemically 

modified nanopore surfaces. The translocation process of a DNA is analyzed by probing the 

DNA-nanopore interaction mechanisms through full atomistic molecular dynamics and the DNA-

functionalized nanopore interaction mechanisms through coarse-grained molecular dynamics 

modelling. The DNA translocation dynamics through nanopores of various diameters and under 

various applied bias voltages are characterized. A non-linear relationship between DNA 

translocation speed and applied voltage is revealed. The effect of nanopore coating on DNA 

translocation speed is also analyzed. In particular, DNA translocation in nanopores coated with 

hairpin loop DNAs (HPL) and single stranded DNAs (ssDNAs) are compared.  It is observed that 

a small effective pore diameter (EPD) provides a high confinement where the DNA translocation 

speed is dependent on the interaction potential, type, density of the coatings at voltages lower 

than 100mv/nm. Also, DNA is found to translocate in a ssDNA coated nanopore 900% faster 

when compared with the HPL coated nanopore mainly at a bias voltage of 0.01V, due to the less 

stiffness of the ssDNA as compared to the HPL.  Such observations partially explain the bio-

functionalized nanopore molecular selectivity mechanism. Such surface property-translocation 

dynamics relationship can be used for the optimal designs of future lab-on-chip molecular 

diagnostic devices. Furthermore, this study has the potential to enhance the understanding of a 

variety of ligand-receptor combinations of significant importance. 
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CHAPTER 1 

INTRODUCTION 

1.1 Overview 

 Cell is the basic structural and functional unit of all known living organisms. It is the 

smallest unit of an organism that is classified as living, and is often called the building block of 

life1. The instructions needed to direct the activities of these cells are contained within the 

chemical deoxyribonucleic acid (DNA). DNA from all organisms is made up of the same chemical 

and physical components. The DNA sequence or genetic sequence is the particular side-by-side 

arrangement of bases along the DNA strand (e.g. AAGGCTGTAG). This order spells out the 

exact instructions required to create a particular organism with its own unique traits. The genome 

is an organism’s complete set of DNA. It varies widely in size with smallest known genome being 

of a bacterium that contains about 600,000 DNA base pairs, while human and mouse genomes 

have some 3 billion DNA base pairs (see Fig. 1.1) 2.  

Figure 1.1. Comparison of Genome size and number of genes in different organisms,             
Venter et. al., 2001 
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 In 1990, U.S. Department of Energy (DOE) and the National Institutes of Health 

developed a plan for sequencing of the entire human genome and thus began the Human 

Genome Project (HGP). The HGP’s ultimate goal was to generate a high-quality reference DNA 

sequence for the human genome’s 3 billion base pairs and to identify all human genes 3-5. This 

would help us understand human evolution, enable personalized medicine and recognize the role 

of environment and heredity in defining the human condition 2. The human genome project 

(completed 2003, cost $2.7 billion) took more than 12 years to complete 6. With the advent of 

novel sequencing technologies and abundant computation power, the cost and time needed for 

sequencing a genome has reduced dramatically, now at ~3 cents/base 6. Yet, this is an enormous 

amount for 3 billion bases to be sequenced. The challenge to reduce the cost and time further 

has pushed the development of sequencing technology.  Developing from Sagner’s 

revolutionizing dideoxy sequencing method in 1977 7, many new technologies are now on the 

horizon that could yield massive increases in our capacity for de novo DNA sequencing. The 

major techniques are either electrophoretic method like the slab gel electrophoresis, capillary 

electrophoresis and microfabricated Capillary Arrays or non electrophoretic method like 

Pyrosequencing, Sequencing by Hybridization-Microarrays, Massively Parallel Signature 

sequencing and Single Molecule Methods- Atomic Force Microscopy, and Single-Channel-

Current measurements. The Single-molecule method of our interest uses the principle of Ion 

channels using nanopores along with single channel current measurements to enable DNA 

sequencing.  The nanopore based device provides a highly confined space within which the 

polymers like DNA and RNA (Ribonucleic Acid) can be electrophoretically driven and analyzed at 

high throughput. The unique analytical capability that kilobase (kb) length polymers can be 

identified and characterized without amplification or labeling makes rapid DNA sequencing an 

inexpensive possibility through nanopores 8. Thus nanopores, in spite of their material, electrical 

and fabrication shortcomings and challenges they have the potential to achieve the 

$1000/genome target.  
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1.2 Principle of DNA Sequencing 

 The concept of nanopore-based sequencing of DNA is very simple. An electrochemical 

system is shown in Fig. 1.2, where an applied bias voltage will drive the ions to flow from anode (-

) to cathode (+) through the nanopore. This gives the baseline current value. The DNA carries a 

‘–e’ charge due to its phosphate backbone and hence is electrophoretically driven through the 

nanopore towards the cathode. The side on which the DNA is added is termed as ‘cis’ and the 

other side to which it translocates is termed as ‘trans’. As it flows through the nanopore it blocks 

the free passage of ions, which causes a dip in the ionic current that is being measured using the 

electrical circuit. The DNA is forced to pass through the nanopore of a comparable diameter, thus 

it has to pass in a linear mode on a base by base fashion instead of being coiled. The degree and 

duration of the ionic current dip is proportional to the molecules structure and length. The 

technique though simple, promises a range of analyses with high throughput than the current 

methods. 

 

 Genome sequencing with such a simplified model is difficult to be achieved. Various 

attempts to modulate the existing system and obtain a de novo sequencing method are being 

Figure 1.2. Electrophoretic translocation of ssDNA through the nanopore 
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developed. One such method which successfully demonstrated gene sequencing is the 

motivation for this thesis and is described below. 

1.3 Genome Sequencing Through Functionalized Nanopores 

 Iqbal et. al. developed single-molecule electrophoretic transport measurements of single 

strand of DNA (ssDNA) through Hairpin Loop DNA (HPL ) functionalized nanopores which 

allowed gene sequencing9. They explained their observations using Bauer et. al.’s 10 theoretical 

predictions of channel-molecule interactions through nanopores.  

 

 The nanopores were coated with hairpin loop DNA molecules (Fig. 1.3.C). This coating 

made the nanopores selective towards short lengths of 'target' ssDNA (Fig. 1.3.D), transporting 

perfect complementary (PC) molecules faster than mismatched ones (MM). Even a single base 

mismatch between the probe and the target resulted in longer translocation pulses and a 

significantly reduced number of translocation events (Fig. 1.3.B),  The pulses for perfect 

complementary ssDNA were narrower and deeper than those for mismatched ones, indicating 

Single Base Miss-match 

C 

A B 

D 

Current  
(pA) Perfectly Match 

Time 
 

Figure 1.3. (A) Schematic of the bio-functionalized system (B) Schematic to show selectivity 
achieved due to the difference in duration of translocation times measured using the dip in 

ionic current of matched and mismatched DNA, (C) HPL DNA structure and (D) ssDNA 
structure. 
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facilitated (and faster) transport of PC-DNA while interacting with surface bound hairpin 

molecules.  

1.4 Aim of the Thesis 

 The aim of this thesis is to understand the mechanisms of DNA translocation in bio-

functionalized nanopores which have enabled imparting selectivity to solid-state nanopores. For 

this purpose the studies were divided into three parts, first, we will characterize the interaction 

between a DNA and a bare Nanopore 11. Second, the surface properties of a functionalized 

nanopore are studied. Finally we explore the interaction between a DNA and a functionalized 

nanopore. Our simulation system is similar to the schematic in Fig.1.3.A and an ideal selectivity 

achieved from the system is shown in Fig.1.3.B.  In particular, we study the interaction between 

ssDNA (Fig.1.3.C) and hair-pin loop (HPL, Fig.1.3.D) coated nanopore. We compare the 

translocation processes of a ssDNA with sequence perfectly matching with the probe HPLs and 

that with a completely mismatched sequence, thus revealing the underlying molecular 

mechanisms and process of functionalized nanopore-based DNA sequencing. Such and similar 

functionalization schemes can be used for a variety of ligand-receptor combinations of significant 

importance, and the  solid-state functionalized  nanopore  can  serve  as  next  generation  of  

sequencing  tools, whereas a pore functionalized with specific probe can be used as detector of 

specific nucleotide(s)/biomarkers 9. 
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CHAPTER 2 

REVIEW OF CURRENT DNA SEQUENCING TECHNIQUES 

2.1 Background 

 To understand DNA sequencing modalities, the concept on which these technologies are 

based on is necessary to be illustrated. The following section will highlight the basics of DNA and 

its useful properties.  

2.1.1 Deoxyribonucleic acid (DNA) 

 DNA is a nucleic acid that contains the blueprints of genetic instructions used in the 

development and functioning of all known living organisms. The term nuclein was coined by 

Miescher in 1869 for substances isolated from the nucleus of a cell and with time it was modified 

as nucleic acid 12. The DNA has a helical structure as identified by Watson and Crick in 1953 13 

and a diameter of 2nm. It is a polymer that consists of two long chains which are made of 

repeated sub-units, called nucleotides, arranged in linear fashion. 
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  A nucleotide consists of a phosphate group, a pentose sugar, and a base, as shown in 

the Fig. 2.1.B 14. There are two classes of pentose sugar namely ribose (in ribonucleic acid, RNA) 

and deoxyribose (in DNA), the difference between the two is the presence of a hydrogen atom 

instead of a hydroxyl group on carbon atom 2 (see Fig. 2.1.D) for the deoxyribose. Also, there are 

two types of bases, a Pyrimidine (Thymine [T] and Cytosine [C]) which is a heterocyclic aromatic 

organic compound similar to benzene, containing two nitrogen atoms at positions 1 and 3 of the 

six-member ring and purines (Adenine [A] and Guanine [G]) which are more complex fused 

nitrogeneous rings consisting of pyrimidine and imidazole rings (see Fig. 2.1.C) 12.   

  

 sugar 

deoxyribose sugar ribose sugar 

Pyrimidine Bases Purine Bases 

A 

C 

D 

B 

Figure 2.1. Watson and Crick with their double helix structure of DNA (A), basic components 
of a single DNA nucleotide (B), The different bases of DNA (C) and the difference between the 

sugar found in DNA and RNA respectively (D). Wink et. al., 2006 
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 The long chains (strands) forming the double stranded DNA (dsDNA) are anti-parallel in 

nature i.e. they run in opposite direction to each other (5’ – 3’ and 3’ – 5’). This is established 

since, as shown in Fig. 2.2, the phosphate attaches to the 5’ carbon of the trailing pentose sugar 

(phophodiester bond) and the 3’ carbon of the next, giving it a 5’�3’ direction, while its 

complimentary strand will have the 3’�5’ direction.  The DNA has a negative charge (-e) due to 

its phosphate backbone, a free-floating phosphate has a charge of ‘-2e’ and is represented as 

PO4
-2. However, phosphate in DNA is not free phosphate due to its additional attachment with the 

sugar and thus the phosphate in DNA has a charge of ‘-1e’, (PO4
-1) 14. 

 

phosphate 

phosphate 

 

5’ end 

3’ end 

deoxyribose sugar 

Figure 2.2. The direction given by the carbon atom at which the phosphate molecule binds, in 
this case shows the 5’� 3’ directionality. Gilchrist et. al., 1997 
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 Further, the bases of DNA have the property of complimentary base pairing which is 

achieved with the specific formation of two or three hydrogen bonds between A-T and G-C pairs, 

respectively (see Fig. 2.3.B). These hydrogen bonds enable molecular recognition but are weaker 

than the covalent bonds between sugar and phosphate of the DNA backbone. Base pairing 

occurs if the complimentary bases are in close proximity of each other. This gives them the ability 

to self-organize and form supramolecular structures without the requirement of energy or 

regulatory helpers. Also, if either strand from a dsDNA is removed, it can be recreated by using 

other as a template, which is an important requirement for basic genetic processers (replication, 

transcription and recombination). The processes by which the order of the nucleotide bases in a 

molecule of DNA can be determined are termed as DNA sequencing methods 14. 

A B 
Figure 2.3. The regular double helix structure of DNA (A) and the molecular level detail of the 

DNA strand with the complimentary base pairing with the formation of the hydrogen bonds (B). 
Wink et. al., 2006 
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 The DNA double helix is very stable owing to the base pairing between complementary 

strands and stacking between adjacent bases. The dsDNA can be separated into two single 

strands of DNA (ssDNA) either by high temperature or changing the salt concentration (pH) of the 

solution 15. The process of denaturing the DNA to form single strands by increasing the 

temperature is termed as melting or de-hybridization of DNA. Then cooling the system such that 

the two single strands of DNA would re-form (renaturation) double helices at regions where 

sequence is complimentary is termed as DNA hybridization. The temperature at which the 50% of 

DNA is present as single strands is termed as Tm (melting temperature). Tm is dependent on the 

G-C content of DNA, higher the percentage of G-C, higher is the temperature needed for them to 

de-hybridize.  This is because the G-C pairs have three hydrogen bonds as compared to two 

formed between A-T pairs (see Fig. 2.3.B). This technique is useful for determining sequence 

similarity among DNAs of different origin and the amount of sequence repetition within one 

DNA15. Another aspect of DNA which is exploited most is its ability to replicate. For the process of 

DNA replication the dsDNA separates into two ssDNA. These original ssDNA’s now act as 

templates for constructing new dsDNA, utilizing the property of complimentary base-pairing. For 

this a primer (a strand of nucleic acid that serves as a starting point for DNA replication) attaches 

to the 3’ end of the ssDNA template strand and the DNA polymerase (family of enzymes that 

carry out all forms of DNA replication by adding free nucleotides) adds new nucleotides to the 

existing template strand of DNA from the end where the primer has bound. The process is 

terminated once the new strand is completely synthesized from template strand, thus we obtain 

two dsDNA. This ascertains that if either strand from a dsDNA is removed, it can be recreated 

exactly by using the other as the template. Furthermore, this lead to the revolutionizing technique 

called PCR (Polymerase Chain Reaction). PCR is a process to amplify a DNA strand across 

several orders of magnitude and enabling generation of thousand copies. The process is 

elaborated in Fig. 2.4 16. 
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2.2 DNA Sequencing Modalities 

Human Genome Project is a 13 year effort for obtaining the entire Human genome for 

the very first time with a cost of $2.7billion and finished in 2003. The advancement in 

technologies in the next five years led to the same feat being achieved in a time-span of 5 months 

with a total cost of $1.5million 17. The section below gives a general insight into the various 

current DNA sequencing modalities which are technically advanced and significantly reduce the 

cost. 

2.2.1 Slab Gel Electrophoresis 

 The chain termination sequencing method developed by Sanger in 1971 utilizes the base 

specific chain terminations in four separate reactions (‘A’,’T’,’G’ and ‘C’) which correspond to the 

four different nucleotides in the DNA composition 7. The principle of this method is explained in 

Fig. 2.5, it requires four separate DNA extension reactions. Each reaction contains a template 

DNA, a short primer, DNA polymerase and all four deoxynucleotides (dNTPs� dATP, dTTP, 

 

Figure 2.4. PCR (polymerase chain reaction) process to amplify a strand of DNA and obtain 
thousands of copies, Purves et. al., 2003 
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dGTP and dCTP) of which one is radioactively labeled for each of the reactions represented by 

an asterisk (dATP*, for the current example).  Also these reactions are spiked by a corresponding 

dideoxynucleotides (ddNTP � ddATP, ddTTP, ddGTP and ddCTP). The dNTPs are added with 

the nucleotides and they bind with the complimentary base, but when the ddNTP is added in 

connectivity the growth of the chain is terminated. This is because the ddNTP lacks a 3` hydroxyl 

goup (OH) necessary to form the linkage with an incoming nucleotide. Thus the new strand will 

extend until a ddNTP is incorporated. Using a polyacrylamide gel, the radioactive products are 

separated through the four lanes and scored according to their molecular masses. The location of 

the strands in the four lanes gives us its nucleotide position while the lane dictates the type of 

base at that position 18. 

 The modified Sanger approach (see Fig. 2.5.B) utilizes four different fluorescent dyes to 

label the different ddNTPs instead of radioactively labeling a particular dNTP 19. The reaction 

products are then separated electrophoretically in a single glass capillary filled with a polymer. 

The DNA bands move inside the capillary according to their lengths (masses). Lasers are used to 

excite the fluorophores at the end of the capillary. The sequence of DNA is determined based on 

the color that corresponds to a particular nucleotide. The Sanger method is still considered as the 

“gold standard” for sequencing but it has certain limitations. One of the limitation is the issue of 

tracking the different strands that terminate at different locations in the gel but the major limitation 

is that the cost of this method is $1 per kilobase (kb), thus it would cost $10,000,000 to sequence 

the human genome 20.  
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2.2.2 Capillary Electrophoresis (CAE) 

 The need for a faster sequencing device and higher throughput led to the development of 

Capillary Array Electrophoresis (CAE) 21. It is designed to separate species based on their size to 

charge ratio in the interior of a small capillary filled with an electrolyte. The principle of CAE is 

similar to that of slab gel electrophoresis except that the Sanger DNA sequencing fragments are 

separated on an array of capillaries, the detection process remains the same. The advantage is 

that there is only a single sample and that eliminates tracking problems. In capillary 

electrophoresis the fragment migration time is directly related to the number of bases present.  

The resolution of this system is 3 base pairs 22. 

 

  

A B 

Figure 2.5. The Sanger technology which uses the slab gel electrophoresis in which the 
radioactive products are separated through the four lanes and scored according to their 

molecular masses (A). This technique was improvised and different radioactive label are used 
for to denote a particular dNTP thus enabling a single lane readout of the DNA sequence (B). 

Janitz et. al., 2008 
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2.2.3 Micro-fabricated Capillary Arrays 

 Performance improvements in the CAE are being achieved with miniaturization of the 

current system. This will reduce the cost of the devices, separation time and make more 

capillaries available in an instrument.  

 

 A few such developmental designs are shown in Fig. 2.6, the T-injector design and cross-

T design23.  In this, the sample is electrophoresed from left to right such that it fills the T 

intersection.  When current flow from the sample to waste is terminated and a potential is applied 

across the main cathode and anode, part of the injected sample, of length equal to the channel 

A B 

C 

Figure 2.6. T-injector and cross T-injector geometry of microfabricated capillary 
electrophoretic devices (A) respectively. Enlarged views of sample injector and pinched turn 

(B), schematic of radial chip design with 96 channels (C). Metzeker et. al., 2005. 
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overlap at the T intersection, is electrophoresed into the main capillary. This technique provides 

superior sample control, higher resolution and shorter separation lengths 24. 

2.2.4 Fluorescent in Situ Sequencing (FISH) 

 Fluorescent in situ sequencing (sequencing by synthesis, (SBS)) is the most widely used 

method for four-color DNA sequencing and it was described by Smith et. al. 1986 25 and Prober 

et. al. 1987 26. Resolution of the emission signal from a dye labeled nucleotide into color, with 

subsequent assignment in the DNA sequence is the basis for this method. It usually involves the 

following steps: the DNA to be sequenced is attached onto a solid surface, labeled nucleotides 

with cleavable chemical group to cap an -OH- group at 3’-position of the deoxyribose are added 

along with the DNA polymerase. The incorporation of these nucleotides will terminate the reaction 

and the sequence is read from the labels used for the nucleotides (see Fig. 2.7).  

 

Figure 2.7. Pulsed multiline excitation (PME) technology an advanced technique of the 
fluorescence in-situ sequencing in which a single coaxial PME beam interrogates the 

fluorescently labeled DNA fragments which are already separated through capillary gel 
electrophoresis. The scattered laser light is detected using a Photo multiplier tube (PMT) and 
processed to obtain sequence of the DNA with respect to the different dye primers used for 

respective ddNtps. Lewis et. al., 2005 
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 Then the 3-OH- is uncapped and washed from the 3’- position of the deoxyribose and the 

sequencing cycle is continued. This method provides a very high throughput since each base is 

detected while the DNA chain is growing 27, 28. But it has certain limitations like inefficient 

excitation of the fluorescent dyes, significant spectral overlap, and inefficient collection of 

emission signals. The attempts to overcome these limitations are being made, the use of 

fluorescence resonance energy-transfer (FRET) partially addressees the inefficient excitation 

problem 29. Further attempts to use the fluorescence life-time 30 and radio frequency modulation 31 

to overcome the current deficiencies are being developed.  

2.2.5 Pyrosequencing 

 Pyrosequencing is a single-nucleotide addition method (SNA) and its name is derived 

from the pyrophosphate (PPi) that is naturally released when the DNA polymerase incorporates a 

nucleotide into the duplicate strand. It is a non-fluorescence technique that measures the release 

of PPi. During DNA synthesis, cycles of four dNTPs are separately dispensed into the reaction 

mixture iteratively. After each dispensation, the DNA polymerase incorporates the dNTP into the 

duplicate strand. The PPi is released after each nucleotide is incorporated by the DNA 

polymerase. The released PPi is then converted into ATP by ATP sulfurylase. This ATP is used 

to convert luciferase reporter enzyme to oxyluciferin, this conversion causes emission of light 

which is detected using charge coupled (CCD) camera. The light signal is proportional to the 

number of nucleotides that are incorporated (T, AA, GGG etc) into the duplicate strand and is 

recorded as a series of perks called pyrogram (see Fig. 2.8). Each signal peak corresponds to the 

order of complimentary nucleotides incorporated and reveals the underlying sequence of DNA 32, 

33. The limitations of pyrosequecing are low throughout and high background noise. Attempts to 

improve this are made by introducing dATP-α-S SP isomer and to develop it into a massively 

parallel microfluidic sequencing platform (Array-based pyrosequencing) 22. 
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2.2.6 Cyclic Reversible Termination (CRT)  

 

 B A 
F 

C E D 

Figure 2.9. The target strands are cleaved with their 3’ ends blocked and sequencing primers 
are hybridized to these strands (A).  The DNA polymerase incorporates a reversible 

terminator (B), fluorescent base attached to the polymerase is imaged (C), this tag is then 
cleaved off and the terminator is unblocked (D) Process is repeated (E) until the entire 

sequence is obtained (F). Janitz et. al., 2008 

Figure 2.8. The effect of two different dNTPs that are used which dispenses the order of the 
outcome in the pyrogram profile. Each peak obtained signifies presence of that base. 

Sussman et. al., 2006 

A B 
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 The cyclic reversible termination (CRT) consists of three stages: incorporation, imaging 

and cleavaging/unblocking. The reversible terminators are modified nucleotides that terminate the 

DNA strand formation after incorporation since they contain a blocking group at the 3’-end of the 

ribose group. These terminators are fluorescently labeled and after incorporation enable reading 

of the bases at each step of the process. The process of CRT is described in Fig. 2.9, the 

template strand of DNA is attached onto a substrate and is hybridized to sequencing primers (Fig. 

2.9.A). Incorporation stage (Fig. 2.9.B), DNA polymerase incorporates the modified nucleotides 

(reversible terminators) to the template strand. Imaging stage, following the incorporation the 

DNA sequencing is terminated and the fluorescent nucleotide is imaged (Fig. 2.9.C). In the last 

stage, the fluorescent tag is cleaved off and the terminator is unblocked (Fig. 2.9.D), this allows 

the DNA sequencing to be continued. The process is repeated (Fig. 2.9.E), until the template 

strand is completely sequenced (Fig. 2.9.F) 20, 22. 

2.2.7 Sequencing by Ligation 

 The approach for sequencing by ligation is very much similar to the CRT platform but the 

DNA polymerase is replaced by DNA ligase and the four nucleotides are substituted by 

fluorescently labeled oligonucleotide probes 34. 
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 The process of sequencing by ligase is shown in Fig. 2.10, the DNA fragments to be 

sequenced are amplified by emulsion polymerase chain reaction (PCR) and captured on beads 

(see Fig. 2.10.A). These modified beads are then deposited onto a glass slide to form a random 

array for sequencing (see Fig. 2.10.B).  Primers are then added which hybridize to the adapter 

sequence on the bead. The four color dye-labeled oligo probes compete for ligation to the 

sequencing primer. Each oligo probe is eight-bases long and the two bases in the middle (4th and 

5th) are encoded. The probe specificity for ligation is achieved by analyzing every fourth and fifth 

base during ligation. After hybridization, ligation and detection, the color of the 4th and 5th bases is 

recorded. Determination of di-nucleotide sequences every five bases (e.g. …4 5…9 10…14 15.. 

etc) is achieved by repeating this process. After a few cycles, the sequencing reaction is reset by 

A 

B 

C 

Figure 2.10. Colonal bead populations with 3’ modification are prepared in microreactors that 
contain the template, polymerase and the primered beads (A). These modified beads are 

then tethered covalently onto a slide (B). Primer hybridizes to the adapter sequence on the 
beads followed by the attachment of the dye-labeled probes, which are optically read out (C). 

Janitz et. al., 2008 
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denaturing the DNAs and a new sequencing primer with a one base offset (n-1) is introduced.  By 

repeating the ligation procedure we obtain di-nucleotide sequences every five bases but 

beginning from n-1 (e.g.  ..3 4….8 9…13 14.. etc) (see Fig. 2.10.C). Again the cycle is repeated 

by providing offset to the sequencing primer being introduced by 2, 3 and 4 bases (n-2, n-3 and 

n-4), until the complete DNA sequencing is achieved35. 

2.2.8 Polony Sequencing 

 Polony sequencing is a method to obtain colony of DNA that is amplified from a single 

nucleic acid in situ on a thin polyacrylamide film. The term polony means polemerase colony in 

molecular biology 36. The implementation of polony sequencing can be broadly divided into three 

steps, namely, library construction, template amplification and sequencing. The polonies are 

developed by diluting a library of DNA molecules into a mixture that contains PCR reagents and 

acrylamide monomer. Distinct spherical polonies are formed by the amplification of the dilute 

mixture of single–template molecules (Fig. 2.11).  Thus, molecules in two distinct polonies are 

amplicons of different single molecules but all molecules within a given polony are amplicons of 

the same single molecule 20. 

  

 

Figure 2.11. Red and green polonies are observed since the polonies are tagged with 
fluorescent probes. Each colony of DNA (polony) arises from an individual DNA molecule. 

Janitz et. al., 2008 
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 The amplification primers usually consist of a 5-acrydite modification which causes it to 

be covalently attached to the gel matrix. Thus, after PCR, the same strand of every double-

stranded amplicon is tethered on to the gel. Now the gel is exposed to denaturing conditions 

which enables efficient removal of the strands that are unattached. The DNA sequencing is then 

done using the copy of the strands that are attached onto the gel matrix, thus the full set of 

amplified polonies is used in a highly parallel manner for DNA sequencing by synthesis as 

described earlier in section 2.2.4 20. 

2.2.9 Sequencing by Hybridization 

 Sequencing by hybridization is a well known concept and is a method to obtain the 

sequence of the target DNA strand by allowing it to hybridize to the perfectly complimentary 

probe. The microarray technology uses single-stranded DNAs of known genes and attaches them 

onto the silicon surface/substrate. Each well of this microarray has a unique sequence of the 

single-stranded probe DNAs attached. The strands that are to be tested is first fluorescently 

labeled and then applied to the DNA chip. The target DNAs attach to the complimentary tethered 

(template) strand sequences. The chip is then washed which causes all the unbound DNAs to be 

rinsed away while perfectly adhered target DNAs will continue to remain bonded 37 (Fig. 2.12).  
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 Finally, the chip is illuminated with UV light to excite the fluorescence tags and the 

resulting image captured is shown in Fig.2.12. The output indicated the presence/absence of the 

target sequences of probed sequences and the intensity of the fluorescence indicates the 

frequency of the probed sequences. 

Figure 2.12.  The DNA microarray technology is based on the principle of sequencing by 
hybridization and optical readout measurement. Purves et. al., 2003 
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 The microarray technology which utilizes this technique is dominating the current market 

in terms of sequencing technologies. Fig 2.13, gives a summary of the variations in this 

technology adapted by the different commercial companies. 

 

 

 

 

 

 

 

 

 

Figure 2.13.  The technology adapted by different companies to produce varies varieties of 
microarrays. Hofmann et. al., 2006 
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CHAPTER 3 

DNA SEQUENCING USING NANOPORES 

3.1 History 

 The concept of DNA translocation in nanopores and utilizing it for sequencing rely on a 

combination of many ideologies. The origins can be traced back to 1940 when Wallace Coulter 

was attempting to standardize the size of paint particles when he ran out of paint. So he used his 

own blood as a substitute and found that even the red blood cells could be detected as they pass 

through a narrow aperture driven by a pressure difference as they restrict the flow of ions. This 

technique was termed as “resistive-pulse technique” 38 and was used by Coulter Electronics 

Company to develop market instruments for blood cell counting and cell sizing. The use of 

nanopores began at General Electric by DeBlois and Bean, as they used track-etched nanopores 

allowing detection limit to 60nm. They also introduced the concept of electrophoretically driving 

charged particles through the nanopore 39. On the organic front, biological nanopores and ion 

channels were being explored by Hodgkin, Huxely and Hille 40.  Ion channels are transmembrane 

pores that allow the passage of ions (charged particles) into and out of a cell down the 

electrochemical gradient 41. The patch clamp technique developed on the basis of voltage clamp 

method by noble prize winners Neher and Sakaman in 1970s enabled to record currents from 

single ions channels 42.  

 These developments and the dreamed idea of David Deamer for analyzing DNA with 

nanopores in 1989 on a cross-country road trip was attained a few years later. In 1996, the 

concept for analyzing DNA in nanopores was realized by Deamer and Kasianowicz 43 and they 

patented technique with Baldarelli and Church who had independently developed a similar 

method 44. 
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3.2 Biological Nanopores 

 The organic pore of α-hemolysin is the most extensively used for detection of nucleic 

acids. The pore is formed by 33-kDa protein secreted by Staphylococcus aureus. Fig. 3.1 shows 

a cross sectional view of the α-hemolysin channel at 1.9Ao resolution as revealed by X-ray 

crystallography 45, 46. From cis to trans side, the mouth of this channel is 2.6nm, then a vestibule 

of 4.6nm, followed by a limiting aperture of 1.5nm diameter with a long stem approximately 5nm 

in length and the exit diameter of 2nm.  

 

 Kasianowicz et. al. in 1996 demonstrated that the single-stranded RNA and DNA 

molecules can be driven through ion channels in a lipid bilayer membrane under the application 

of an electric field 43. During translocation, nucleotides within the polynucleotide must pass 

through the α-hemolysin pore in sequential, single-file order because the limiting diameter of the 

pore can accommodate only a single strand of RNA or DNA and each polymer as it passes 

through the membrane as an extended chain, it partially blocks the channel. This causes a 

transient decrease of the ionic current whose duration is proportional to the length of the polymer 

translocating. Thus the channel blockades could be used as to measure the polynucleotide length 

and with further modifications this might lead to high-speed detection of the sequence of bases in 

Figure 3.1. The cross section of an alpha-hemolysin channel which is embedded in a lipid 
bilayer with channel dimensions adapted from Deamer et. al., 2000, Nakane et. al., 2003. 
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single molecules of DNA or RNA (see Fig. 3.2)8.  The polymer translocation through the alpha 

hemolysin pores can be achieved under the influence of an applied voltage bias or free motion or 

getting a mechanical force to pull the DNA in a particular axial direction 47.  

 

 The experimental set-up used by Kasianowicz was modified by Akeson et. al. to allow 

lower noise levels and lower analysis volume, schematic is shown in Fig. 3.3 48. They used this 

set-up to compare the translocation of the RNA homopolymers [poly(C), poly(A) and poly(U)] and 

also a combination of poly(CA).  

A B 

Figure 3.2. The schematic shows the principle by which sequencing of DNA is done using a 
biological nanopore, (a) shows the modulation in current measurement with the open pore 
current when there is no DNA (b-top) and the dip in the current due to the presence of DNA 

which blocks the pore (b-bottom) Branton et. al., 2008 
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 They observed characteristic depths and durations for each of the homopolymers. Fig. 

3.4 indicates the difference in the ionic current measurements for comparison between poly(A), 

poly(C) and poly(CA). The open pore (base line) ionic current at 120mV was 126pA and each of 

these homopolymers gave a trait significant to its length and composition. The poly(A) had 

blockades of 22±6µs per nucleotide and had reduced the current to ~20 pA (85% blockades) 

while on the other hand the poly(C) had blockades of 5±2µs per nucleotide and had reduced the 

current to ~5 pA (95% blockades). The 35%-55% blockage observed is termed to be due to 

partial entry into the pore and is not valid for the length dependent ionic current measurement. 

Further, for the combined poly(CA), we can see a sequence of 85% and 95% blockages 

indicating the combination of the nucleotides.  

Figure 3.3. The improvised electrical set up provided by Akeson et. al., DNA polymers are 
driven through the alpha hemolysin channel inserted into the lipid bilayer, by an applied 

voltage of 120 mV, adapted from Akeson et. al.,1999 . 



 

28 

 

 

 But these differences cannot be correlated directly with the nucleotide sequence of RNA 

as this can be also due to the modified difference in the secondary structures adopted by these 

homo-polymers as indicated in schematic in Fig 3.5. 

 

Figure 3.5. The different configurations adapted by the secondary structures of the 
translocating polymer as they translocate through the nanopore, adapted from             

Akeson et. al.,1999 . 

Figure 3.4. The distinguishing current measurements as obtained by Akeson et. al., 1999 
which helps detect the different homopolymers based on the depth of the current dip and its 

duration. 
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 Meller 49-51 extended this knowledge of DNA translocation by studying the translocation of 

homopolymers and diblock copolymers. The statistical summary of results obtained by Meller et. 

al. is shown in Fig. 3.6, and it helps us to derive the conclusion that on the basis of well defined 

statistical parameters in this case current peak value (IP) and translocation duration peak (tp1) 

help us discriminate between polynucleotides of similar length with the nanopores. Furthermore, 

the parameter ‘tD’ alone might help to discriminate between individual polynucleotides on an 

individual nuclotide basis in case of some favorable cases.  

 

 Meller et. al. also concluded that there is a strong temperature dependence of the 

statistical parameters considered. The graph in Fig. 3.7 gives us a clear indication that the peak 

of the translocation time (tp) of the homopolymers and the diblock copolymers varies significantly 

with temperature (T) with T-2 dependence. At lower temperatures the measurements are highly 

sensitive while at high temperatures peak of the translocation time converges. This strong T-2 

dependence on temperature could lead to the possibility of controlling the translocation speed 

and enhancing the differences between the numerous types of polymers.  

Figure 3.6. Meller et. al., 2000 showed the difference in the peak current (Ip) value and the 
translocation duration for the difference polymer strands considered. 
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 The translocation process through the nanopores was identified to be more complex than 

mere passage of bases by Mathe et. al., their molecular dynamics studies concluded that the 

global orientation of the DNA also have a great influence on the DNA-channel interaction. They 

had observed that the 3’-5’ oriented DNA translocation (trans to cis direction) is two times slower 

than the same sequenced poly (dA) strand with orientation 5’-3’ orientation. This shows that the 

DNA translocation in nanopores also involves tilting of the bases and stretching of the ssDNA 

within the nanopore 52. Their view is also supported by other simulation studies by Butler et. al. 

and Wang et. al.53, 54. Wang et. al. had shown that it is possible to detect and differentiate 

between all combinations of phosphorylation that is present or absent at either end, due to their 

finding that phosphorylation affects the ease with which the relevant end of the molecule can 

enter the pore 54. It has also been shown that in a α-hemolysin pore with 1M KCL solution and 

120mv potential from cis to trans results in a current of approximately 90pA, while at the same 

potential from trans to cis the current is approximately 120pA 46.  

 The driving Voltage is a major influencing parameter in the translocation of DNA through 

nanopore and Henrickson et. al. examined its effect on the mechanism by which individual DNA 

molecules enter nanometer-scale pores 55. An exponential relation was obtained between the 

Figure 3.7. The effect of temperature on the translocation duration (tp1) of different polymers 
adapted from Meller et. al., 2000. 
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voltage applied and the event frequency. The blockade frequency was found to be proportional to 

the polymer concentration, which increases exponentially with the applied voltage, and the DNA 

enters the pore more readily through the entrance that has the larger vestibule. Also, a threshold 

voltage was obtained below which events did not occur due to the random diffusion and repulsive 

forces 55. The dependence of event frequency on voltage was predicted by Nakane et. al. which 

holds true even at higher voltages, it has a derived capture rate of 46 

4 ( )R C D a P V= ⋅ ⋅ ⋅ ⋅          (3.1)  

where C is the polynucleotide concentration, D is the diffusion coefficient, a is the pore radius, 

P(V) which is estimated based on Monte Carlo simulations is the probability that a polynucleotide 

which collides with the pore will then translocate through it 56. Aksimentiev et. al. has summarized 

the characteristics of DNA translocation in the alpha hemolysin pores using molecular dynamics 

and have mapped the Ionic conductance, Osmotic permeability and the Electrostatic potential 

using molecular dynamics 57-59. Furthermore, there have been attempts to make self assembled 

structures using these channels which act as a cavity to trap organic molecules and transfer from 

side to side 60.  

3.3 Solid-State Nanopores 

 In spite of these extensive studies and proven to be useful for some interesting 

translocation experiments, biological pores are limited by their fixed size and sensitivity to 

environmental conditions such as pH, salt concentration, temperature, and limited lifetime. 

Fabrication of nanopores from solid-state materials presents obvious advantages over their 

biological counterpart such as high stability, control of diameter and channel length, adjustable 

surface properties and the potential for integration into devices and arrays 61. 

 It is only in recent years that advances in nanotechnology have enabled controlled 

fabrication of nanopores with diameters as small as 1nm. Pores with true nanometer dimensions 

have been fabricated in various ways such as etching a hole into an insulating material 62, using 

tightly focused e-beams 63, ions beam sculpting 64 or thermal shrinking 65. Due the fabrication 
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process, most nanopores have a wide inlet/outlet and a narrow channel in the middle. Besides 

nanopores, slit like nanochannel with one side open has also been fabricated on substrates for 

DNA diffusion studies 66. DNA diffusion in channels of a few hundred nanometers has been 

reported by Dekker et. al. 67, Matin et. al. 68, and Majumdar et. al. 69. The state of art of the 

nanopore development has been summarized in Healy et. al. 70.  

 

 DNA detection by a synthetic nanopore was first reported by Li et. al. in 2001. They had 

observed blockade events for the translocation of 500bp dsDNA through the nanopore 64. Most 

work to date has focused on dsDNA length measurement 71-74. Each of them considered different 

polymer length and pore diameter and thus cannot be used for comparison with each other. Li et. 

al. had used a 10nm pore with 3kb and 10kb dsDNA strands for comparative study and had 

observed non overlapping peaks in the event duration histogram 71. Mara et. al. did similar 

studies but with a 4nm pore and shorter dsDNA strands with length of 286bp, 974bp and 4126bp, 

they observed corresponding peaks but significant overlapping of the peaks 72. Their observations 

were partially supported by Storm et. al. who had conducted studies with 6.6kb, 9.4kb, 11.5kb, 

27.5kb ,48kb and 96 kb fragments and observed overlapping peaks only for 6.6kp with 9.9kp and 

9.9kb with 11.5kb 74. These observations and results obtained raise the concern over ability to 

resolve DNA length wise, since peaks due to shorter lengths are completely overlapped by those 

of longer lengths. 

Figure 3.8. A TEM images of a 3nm nanopore fabricated using focused ion beam technique. 
Dekker et. al., 2007 
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 Heng et. al., using molecular dynamics, studied the translocation behavior of DNA 

through the nanopore having diameter of 3nm and lesser. They found that ssDNA can be 

discriminated from dsDNA based on the duration and magnitude of the blocking current that is 

measured when these DNA translocate through the synthetic nanopores 73. Researchers have 

made attempts to investigate the mechanical properties of DNA using an electric field-induced 

translocation of single molecules through a nanometer diameter pore 69, 75. A threshold of 60pN is 

identified for translocating dsDNA through the nanopore 76. Ho et. al. have measured the ionic 

conductance across nanopores as a function of time, bath concentration and pore diameter 63. 

The modulation of pH and its effect on dsDNA translcoating through the nanopore has also been 

studied 62, 77, 78. Fologea et. al. observed that increasing the pH beyond a certain threshold causes 

the dsDNA to denature into ssDNAs 77. Molecular dynamics studies have enabled to get better 

insight into this organic nanoscale system, Muthukumar et. al. mentioned that the vestibule plays 

a significant role by providing an entropic trap and thereby limitedly slowed down the process. But 

interestingly their claim that they had observed no correlation between translocation time and 

blocked current which is converse to what has been found experimentally 79.  
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 When a HPL DNA passes through these nanopores a characteristic pattern with its 

translocation is observed which provides nucleotide resolution. Vecoutere et. al. observed that 

when this technique is applied, the current from the baseline initially falls to an intermediate level 

(termed as the shoulder region) and remains there for some time (Fig. 3.9) 80,then briefly drops to 

a lower level before returning sharply to the initial level.  Fig. 3.9 shows the predicted stages of 

this specific pattern. The hairpin first enters the wide vestibule of the pore, remains there for some 

time until random thermal fluctuations combines with the electric-field induced force, to unzip it, 

and then rapidly translocating through the pore.  

 The energy required to unzip a hairpin increases with its length and so does the durations 

of the shoulder regions and the degree of blockage. This is because for longer HPL DNAs, large 

and statistically less frequent, thermal fluctuations would be required to unzip the DNA.  While 

larger HPL occupy more area of the vestibule thus displacing more ions. The shoulder region and 

Figure 3.9. The characteristic dip in the current measurement as the HPL strand translocates 
through the biological nanopore. There is an initial dip the point at which the HPL blocks the 

channel, then it unzips which causes a deeper dip followed by a sharp rise to the original 
baseline, adapted from Vercoutere et. al., 2001. 
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the blockage depths are highly sensitive to the HPL length and can readily allow single base-pair 

length difference to be identified between the event classes 80-82. 

3.4 Bio-Functionalized Nanopores 

 Though “bare” nanopores have provided useful information about biophysical properties 

of DNA, the true potential of important developments like genome sequencing, protein detection, 

etc are difficult to be realized with bare nanopores. Speed of polynucleotide translocation through 

the nanopore is one of the major concerns since the resolution of today’s electronic detection 

methods limits the amount of information gathered at these high speeds 83. Reducing the speed 

of DNA translocation not only helps gather more information with reasonable bandwidth 

requirements on the measure systems 84, but also to detect the individual nucleotide thereby 

enabling gene sequencing. Researchers have also raised concern over difficulties in wetting bare 

nanopores manufactured by regular methods 63, 65. 

 This has prompted researchers to coat these bare nanopores with structures that would 

facilitate increased time of DNA within the pores. Siwy et. al. embedded gold nanotube within a 

mechanically and chemically modified polymeric membrane which allowed passing ionic current 

through the nanopore 85. This system did not function on the transient current pulses due to the 

entry of the protein but by using the protein analyte binding tendency to the biochemical 

molecular recognition agent immobilized at the inlet opening of the nanotube. The protein 

molecule once attached at inlet of the pore, plugs the nanopore effectively due to comparable 

diameter and completely blocks the ion current, thus leading to a detection signal 85. Kohli et. al. 

had shown that single-base mismatch selectivity can be achieved with functionalized nanotube 

membranes 86. Selective permeation was achieved since the membranes recognize and transport 

only those DNA strands that are complementary to the transporter strand attached in the inner 

walls of these nanotubes 86. They had measured flux in a large number of pores in the filter 

membrane after the simultaneous passage of molecules through it.   However, this method failed 

to provide single molecule translocation signatures. Iqbal et. al. later developed single-molecule 

electrophoretic transport measurements of ssDNA through HPL functionalized nanopores 9 (see 
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Chapter 1).  Such and similar functionalization schemes can be used for a variety of ligand-

receptor combinations of significant importance, and the  solid-state functionalized  nanopore  

can  serve  as  next  generation  of  sequencing  tools, whereas a pore functionalized with specific 

probe can be used as detector of specific nucleotide(s)/biomarkers 9. Wanunu et. al. have 

developed a high-throughput single-molecule method for evaluating small molecule binding to 

DNA using nanopores of ~3nm. The regular method to measure the residual current of native 

DNA is modified and their label free method measures the shift in residual ion current which 

results from threading of the dye-intercalated DNA molecule 87. 

3.5 Challenges in Nanopore Sequencing 

 Transition of nanopore sequencing from research level to practical molecular diagnostics 

will need improvements in technical procedures, robustness, accuracy, and cost 20. The ionic 

current blockades caused by the translocation of the ssDNA are not yet sensitive to individual 

nucleotides. The minimum length of the pore in the experiments that reported length 

determination of ssDNAs on their passage through the nanopores is 5nm. This means around 10-

15 bases are within the nanopore at a time and the resulting ionic blockade is a combined result 

of these nucleotides 8. Thus for an ideal system, distinct electrical signals from the space 

between the bases is to be obtained. Another challenge is to minimize the errors in results 

attained even though the method is sensitive enough, they are known to be computationally 

intensive and chances are that false readouts are obtained. For 3-million data points, a 1% false 

negative can surely overwhelm the real matches. 25kb is the maximum length of the DNA that 

has been analyzed which shows it ability for a high throughput 50. The key challenge for the 

Nanopore sequencing device is to reduce the speed of DNA translocation in these nanopores, 

controlling the translocation and reducing the fluctuations in translocation kinetics due to the pore-

surface interactions 8. Another challenge that might be an issue for the next generations 

sequencing device is the huge amount of data that is generated. It is predicted that in case of 

personalized medicine for 10% of US population, would generate 105 TB FASTA format data that 

will have to be searched 20.  
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3.6 Summary 

 Electrophoretic methods lead the way in comparison with any other genome sequencing 

methods, mainly because of its high throughput (longest read out length) ability. The integration 

of the technology advances in all the different fields including, instrumentation, fabrication, 

microfluidics, software control, automation and informatics will hold the key to a robust DNA 

sequencing platform. The cost per base is substantially lower for these current modalities that are 

being developed in comparison with current Sanger technology (Gold Standard). Furthermore, 

the ability for high throughput, decreased sequencing time and streamline sample preparation are 

the reasons for genome centers and commercial enterprises are readily adopting these new 

technologies. Most of these new technologies have a very short read out length. These 

technologies being developed could surely be modulated for other applications within the 

genomic world, like single nucleotide polymorphism (SNP) detection or expression analysis. The 

fabrication limitations of nanopores, which are being improved still remains a major bottleneck. 

The DNA sequencing in nanopores is a potential candidate for a major revolution in form of the 

de novo sequencing modality and brings the future of personalized medicine within our grasps. 
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CHAPTER 4 

FUNDAMENTALS OF MOLECULAR DYNAMICS 

4.1 Introduction 

  

 The nature of matter is found in the structure and function of its constituents building 

blocks. This has led to the questions that are the bulk properties of matter a consequence of 

underlying interactions among the constituent atoms or molecules? To understand these puzzles 

and in view of the complicated nature of molecular motions, molecular models are used rather 

than attempting to deduce microscopic behavior directly from experiments. Molecular Dynamics 

(MD) simulation provides a methodology for detailed microscopic modeling at molecular level. It 

enables capture of motion of these molecules thereby helping us understand how the positions, 

velocities, and orientations change with time. As an analogy, MD constitutes as a motion picture 

that follows molecules as they are moving to and fro, turning, twisting, colliding with one another 

or with their container.  

 The theoretical basis for MD embodies contributions from elite scientists namely Newton 

(Laws of motion), Laplace (solution to many-body problem), Babbage (concept of the computer), 

Euler (relationship between the trigonometric functions and the complex exponential function) and 

Hamilton (equations of motion). This chapter gives a brief overview of the fundamentals of MD 

simulation studies. 

4.2 Statistical Mechanics 

 Statistical mechanics forms a link between the energy of a molecular system and its 

macroscopic thermodynamic functions of the N-body system through rigorous mathematical 

expressions. It enables us to examine the energetics and mechanisms of conformational changes 

that take place in proteins and polymers.  It serves as a tool to predict macroscopic phenomena
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from the properties of individual molecules making up the system through time averages over 

corresponding values in various microstates. For practical purpose, ensemble averages are 

considered instead of time averages, since for the time averages the molecular dynamics 

simulations must pass through all possible states corresponding to the particular thermodynamic 

constraints which make it very complex and time consuming. Thus statistical mechanics deals 

with ensemble averages, 
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−β= ∫       (4.1) 

where (ri, i= 1,…N) are the coordinates, 1/ Bk Tβ = , and Bk is the Boltzman constant and T is the 

temperature. 

 An ensemble is a collection of all possible systems which have the same macrostate but 

different microstates. The types of ensembles are,  

Microcanonical ensemble (NVE): The thermodynamic state characterized by a fixed number of 

atoms, N, a fixed volume, V, and a fixed energy, E. This corresponds to an isolated system.  

Canonical Ensemble (NVT): This is a collection of all systems whose thermodynamic state is 

characterized by a fixed number of atoms, N, a fixed volume, V, and a fixed temperature, T.  

Isobaric-Isothermal Ensemble (NPT): This ensemble is characterized by a fixed number of atoms, 

N, a fixed pressure, P, and a fixed temperature, T.  

Grand canonical Ensemble (mVT): The thermodynamic state for this ensemble is characterized 

by a fixed chemical potential, m, a fixed volume, V and a fixed temperature, T.  

 Using this fact about ensembles, the statistical mechanics is founded on two postulates 

about the properties of ensembles. The first postulate is that, the time average of a dynamical 

quantity in a macroscopic system equals its ensemble average.  

.i i
i

x Px=∑           (4.2) 
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where ix is the value of x in quantum state i , and iP is the relative probability of this state. The 

relative probability iP equals the number of systems in the quantum state i  divided by the total 

number of systems. Consider a closed box with 2 white balls and a black ball, if a person inserts 

his hand into this box and blindly removes a ball 999 times, the ratio of black to white balls will be 

1:2 (333:666). On the other hand say 999 hands took a ball blindly from 999 boxes with same 2 

white balls and a black ball, again the ratio of white balls will be 1:2 (333:666). The former was 

time averaging and corresponds to pressure measurement with a macroscopic measuring 

instrument while the latter is the ensemble averaging. Thus time averaging equals the ensemble 

averaging. The second postulate is that in a microcanonical ensemble all possible states are 

equally probable, but this postulate has been extended to canonical and grand canonical 

ensembles.  

i jP P=            (4.3) 

where i and j are the two microscopic states in a system, iP and jP  are their associated 

probabilities. For two microscopic states i and j in a microcanonical system (fixed NVE), the two 

ensembles are the same, thus the associated probabilities i jP P= . Proof of this postulate can be 

found in statistical mechanics books. 88-90 

4.3 Classical Mechanics 

 Statistical mechanics gives us the understating that the macroscopic behavior of a 

system is determined by its partition function which is determined by the energy of the molecular 

system. The total energy of a system consists of kinetic and potential contributions Ep + Ek = Etotal. 

Motions of molecules determine the kinetic energy which can be formulated independent of the 

configuration of the molecular environment. The potential energy is determined by the electrical 

force field in which the molecules move along with the other molecules of the system, thus 

potential energy depends on configuration of the molecular environment. Quantum mechanics is 

preferred over classical mechanics for describing the energy of objects as small as a few atoms. 
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But due to the simplified conceptual and computational nature of classical mechanics, it is 

preferred to base the molecular dynamics models using it. 89-92 

4.3.1 Newtonian Dynamics 

 The molecular dynamics simulation method is based on Newton’s second law or the 

equation of motion which states that a body under a force F experiences acceleration a related to 

F by  

F ma=           (4.4) 

where m is the mass of the body. Alternatively, force is proportional to the time derivative of 

momentum  

( )
dp

F x
dt

=          (4.5) 

where 
dx

p m
dt

=  is the momentum of the particle in x direction and x is a function of time t. 

The acceleration is given by 

2

2

d x
a

dt
=          (4.7) 

Thus,  

2

2
( )

d x
F x m

dt
=          (4.8) 

 Analogous equations are valid of y and z direction. For conservative systems force ( )F x  

can always be expressed in terms of negative derivative of the potential energy ( )U x w.r.t the 

position coordinate x,  

( )
( )

dU x
F x

dx
= −         (4.9) 

where ( )U x results from the electrical interactions of molecular charges.  

Multiplying both sides by 
p dx

m dt
=  and integrating over time, we obtain, 
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1 1 2 2 .kin kin kinE U E U E U cons+ = + = + =     (4.10) 

From this energy conservation equation of classical mechanics, the kinetics energy can be 

obtained,  

2 2

.
2 2

kin p mv
E

m
= =         (4.11) 

 Thus the total energy (sum of kinetic and potential energy) of the system is constant i.e. 

independent of time t. The above formulation of classical mechanics is sufficient for a single 

particle moving along a trajectory described in a Cartesian coordinate system with conservative 

force field. 93 

4.3.2 Hamiltonian Dynamics 

 Equation 4.4, which is Newton’s second law of motion is time independent. However, 

molecular position and forces change with time. Consequently we expect there to be some 

function of position and velocities whose value is constant in time, this function is called the 

Hamiltonian H  

( , ) .N NH r p const=         (4.12) 

Where the momentum ip is defined in terms of its velocity by 

i
i

dr
p m

dt
=          (4.13) 

Total energy ( E ) i.e. the combined kinetic and potential energies of molecules in an isolated 

system is conserved. Therefore, the total energy for an isolated system is considered as a 

Hamiltonian; then for N spherical molecules, H takes the form 

21
( , ) ( ) .

2
N N N

i
i

H r p p U r E
m

= + =∑      (4.14) 

where the potential energy U results from intermolecular interactions. 
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 By following a sequence of procedures, 90 we can obtain the Hamiltonian equations of 

motion, these equations are 

i

i

pH dr

p m dt

δ
δ

= =  and i

i

dpH

p dt

δ
δ

= −       (4.15) 

 For a system of N spherical molecules, the Hamiltonian equations of motion represent 6N 

first-order differential equations that are equivalent to Newton’s 3N second-order equations. 

For a comparison with Newton’s second law of motion, the following result can be deduced, 

.i
i i

H U
F

r r

δ δ
δ δ

= − =         (4.16) 

 The above equation gives us an understanding of the difference between the Newtonian 

and Hamiltonian dynamics. In Newtonian, the motion is a response to an applied force while for 

Hamiltonian, forces do not occur explicitly; instead, motion occurs in such a way that it preserves 

Hamiltonian function93. 

4.3.3 Phase Space Trajectories 

 The Newtonian and Hamiltonian dynamics has helped us realize the ability of MD to 

describe position trajectory. The same study can be extended to include molecular moment. A 

phase-space is a 6N-dimensional hyperspace used for plotting the positions and atoms of N-

atoms. It is composed of 3N-dimensional configuration space in which the coordinate axes are 

components of position vectors and the 3N-dimensional momentum space in which the 

coordinate axes are components of momentum vectors. 

An example to understand phase-space trajectory is shown in Fig. 4.1, which shows a mass-

spring system that is isolated from its surroundings. The stiffness with which the spring resists the 

displacement due to its expansion or compression is measured by the constant γ . Further, when 

the spring is moved to a new position r from its equilibrium position ro, the displacement of the 

mass is measured by x= r-ro. The potential energy of this system is given by 

21
( ) .

2
U x x= γ          (4.17) 
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Applying Newton’s Law of motion, we get 

2

2

( )
( )

dp d x du x
F x m

dt dt dx
= = = −        (4.18) 

Therefore, 
2

2

d x
m x

dt
= −γ  thus the force acting on the mass is linear to its displacement. 

 

 To determine the phase-space trajectory for this simple system, the equation denoting 

the total energy constant is used, 

A 

C 

B 

E 

D 

F 
Figure 4.1. Motion of one dimensional Harmonic Oscillator, (a) Ball has mass m=1 and spring 
stiffness ( γ ) =1.  The natural position of the spring places the ball at ro and the displacement 

from ro is measured by x. (b) Force exerted by the spring is linear in x; slope of this line is γ . 
(c) Potential energy is quadratic in x and symmetric about x=0 (d,e) Time dependent position 

x(t) and momentum p(t), both of them are sinusoidal but total energy is constant since they are 
out of phase with each other. (f) Phase-space trajectory obtained from (d) and (e).             

Haile et. al., 1992 
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kE E U const= + =         (4.19) 

where E and U are kinetic and potential energy of the mass respectively 

 2 21 1

2 2
E p x

m
= + γ         (4.20) 

 The phase-space for this situation is two dimensional with a position coordinate x and a 

momentum coordinate p. Based on equation 4.20 we get an ellipse but since m= γ =1, this ellipse 

disintegrates into a circle. The same relation could be obtained using the definition of momentum 

and two forms of second law, 

dx p

dt m
=  And 

dp
x

dt
= −γ         (4.21) 

 We combine the two equations of 4.21, to obtain the phase-space (phase-plane in this 

case) trajectory. 

1dx p

dp m x

 −
=  γ 

         (4.22) 

The integration of equation 4.22 will give us 4.20 

 Now that we have the understanding how the position and momentum trajectories are 

attained, which are governed by interaction potentials 93. 

4.4 Force Fields (Interaction Potentials) 

 Force field provides a depiction of the relative energy or forces of the ensemble for any 

geometric arrangement of its constituent atoms. This depiction includes the time evolution of 

bond lengths, bond angles and torsions, also the non-bonding van der Waals and electrostatic 

interactions between atoms The interaction potential can be broadly classified into two classes: 

intra-molecular and inter-molecular potentials. The former describes interactions that arise from 

bonded structures and the latter describes pair interaction between distant atoms. The total 

potential energy of the system can be given as, 

Total intra-molecular inter-molecular=U U U+       (4.23)  
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4.4.1 Intra-Molecular (Bonded) Potentials 

 The Intra-molecular (Bonded) Potentials describes the covalent energy of a molecule with 

the help of 2-, 3-, and 4-body interactions of the bonded atoms. 

 

It is given by 

intra-molecular bond angle dihedral improperU U U U U= + + +     (4.24-a) 

Therefore, 

( ) ( )22 2
intra-molecular 0

1
( ) ( ) 1 cos

2ijkij i jk eqU k r r k k n kθ θ θ φ ψ 0 = − + − + + φ−δ + ψ−ψ ∑ ∑ ∑ ∑      

(4.24-b) 

Two-Body Spring Bond Potential 

 The harmonic vibrational motion between pair (ith and jth) of covalently bonded atoms is 

described by 2-body spring bond potential, schematic is shown in Fig. 4.2.A  94. The equation for 

it is given by, 

2
0( )bond ijU k r r= −∑          (4.25)  

Figure 4.2. The (A) 2- (bond), (B) 3- (angle), and (C, D) 4- (dihedral and improper respectively) 
body interactions of covalently bonded atoms comprise of bonded potential terms. The bond 

stretching is governed by ‘r’, bond angle term is represented by θ, the dihedral angle is 
represented by φ, the “improper dihedral” angle ψ governs the out of plane angle α. 94 
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where the distance between the ithand jth atoms is given by | |i j i jr r r= −  while ro is the 

equilibrium distance and k is the spring constant. Alternatively, Morse potential is 

( )( )0
2

( ) 1i jr r

ij MU r K e
−β −

= −       (4.26) 

is used which allows bond breaking. MK and β are the strength and distance related parameters 

of the potential. 

Three-Body Angular Bond Potential 

 The angular vibrational motion occurring between the ith, jth and kth covalently bond atoms 

is described by 3-body angular potential, schematic is shown in Fig. 4.2.B. The angle term helps 

us understand how the energy of a bond angle changes when it is distorted away from its 

equilibrium position. The equation for it is given by, 

2( )
ijkangle i jk eqU kθ θ θ= −∑        (4.27) 

where θ is the angle formed by the bonds extending between ith, jth and kth atoms and θeq is the 

equilibrium angle.  

Four-Body Angular Bond Potential 

 The 4-body torsion angle (dihedral angle) potential describes the angular spring between 

the planes formed by the first three and last three atoms of a consecutively bonded ith, jth, kth and 

lth atoms, schematic is shown in Fig. 4.2.C. Dihedral or torsion energy for the system describes 

how the energy of a molecule changes as it undergoes a rotation about one of its bonds. The 

equation for it is given by, 

( )1
1 cos

2dihedralU k nφ  = + φ −δ ∑       (4.28) 

Where n is the periodicity of the angle, φ is the dihedral angle, δ is the phase of the angle and 

kφ is the force constant. 
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 The last term “improper dihedral” describes the energy out-of-plane. Since the dihedral 

term alone is not sufficient to maintain the planarity of groups, such as sp2 hybridized carbons in 

carbonyl groups and in aromatic systems, additional improper dihedral is used. The equation for it 

is given by, 

( )2

improperU kψ 0= ψ −ψ∑        (4.29) 

where kψ and ψo are the force constant for the energy term and the equilibrium value of the 

improper dihedral angle, respectively. Another common angle used to define the distortion due to 

out-of-plane motions is the angle (α) shown in Fig. 4.2.D. 95-97 

4.4.2 Inter-Molecular (Non-Bonded) Potentials 

 The non-bonding energy terms help to define the interactions between the atoms of 

different molecules or between atoms that are not directly bonded together in the same molecule.  

The overall conformation of the molecular system is defined with the help of these interactions. 

They are broadly classified as the short range exchange-repulsion and long range dispersion 

interactions (LJ), electrostatic interactions (elect), and induced or polarized interactions (polar). 

inter-molecular elect LJ polarU U U U= + +       (4.30) 

Therefore, 

12 6

inter-molecular
0

1 1
4

4 2
i j ij ij

i i
ij pairs i j

q q
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r r rπ −

 σ σ   
 = + ∈ − + µ Ε   ∈      

∑ ∑  (4.31) 

Electrostatic Potential 

 The electrostatic potential mimics the energy arising from the electrostatic interactions 

between two charge distributions. It is repulsive for atomic charges with the same sign and 

attractive for atomic charges with opposite signs. It is calculated using the Coulombs law, 

0

1

4
i j

elect
ij pairs i j

q q
U

rπ −

=
∈ ∑        (4.32) 
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where qi and qj are the fractional charges on atoms i and j and rij is the distance between the two 

particles, and εo is the permittivity of empty space. 

Lennard-Jones Potential 

 

 The Lennar-Jones (LJ) potential helps us define the van-der-Waals forces of interactions. 

It accounts for the weak dipole attraction between distant atoms (dispersion represented by 6th 

order term) and the hard core repulsion (short-range repulsion represented by 12th order term) as 

atoms become close, usually excluding pairs of atoms already involved in a bonded term. 

12 6

4 ij ij
LJ ijU

r r

 σ σ   
 = ∈ −   
     

      (4.33) 

where ε is the depth of the potential well, σ is the (finite) distance at which the inter-atom potential 

is zero and r is the distance between the atoms. The parameters σ and ε depend not only on two 

atoms, but the cross or unlike interactions i≠j between unlike pairs of molecules, thus are not so 

easily obtained. To enable their definitions from parameters of single atoms we could use certain 

combination rules such as Lorentz-Berthelot mixing rules98, given by 

ij i j∈ = ∈∈  and
1

2ij j jσ = σ +σ       (4.34) 

where i and j denote the ith and jth atomic species.  

 

VLJ 

r 

Figure 4.3. The Lennard-Jones (LJ) energy for a pair of atoms, Field et. al., 2007 



 

50 

 

Polarization Potential 

 Polarizable force fields enable the charge distribution to respond to the dielectric 

environment and are of high importance in case of simulation studies involving biological 

systems. It arises from the fact that the charge distribution of a group of molecule is distorted by 

interactions with its neighbors. If the polaraziblity of an ith atom denoted by αi and the field at the 

atom is iΕ  (vector quantity) then the dipole induced at the atom iµ , is 

i i iµ = α Ε          (4.35) 

The total polarization potential in the charged system is given by, 

1

2polar i iU = µ Ε∑         (4.36) 

where iµ is the dipole moment associated with atom i and iΕ is the electric field experienced at 

atom i. Many commercial software force-fields are developed that can be directly used for 

atomistic scale molecular dynamics studies, few of these are CHARMM 99, AMBER 100 and 

Cornell101. 

4.5 Periodic Boundary Condition 

 The MD systems are relatively small with the number of atoms being around few 

thousands. For such a small system surface effects like the interactions of the atoms with the 

container wall dominate. A simulation of such a system with solvent will not provide any 

information on the bulk characteristic of the solvent (liquid) but only on the interaction of liquid 

with the container walls. To eliminate the surface effect, periodic boundary conditions (PBC) are 

used.  
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 The schematic shown in Fig. 4.4 is of a system that is bound free of physical walls. PBC 

creates an infinite, space-filling array of identical copies of the simulation region. Thus, an atom 

that leaves the simulation region through a particular bounding face reenters the region through 

the opposite bounding face. Further, an atom lying within the equilibrium distance from the 

boundary will interact with atoms in the adjacent copy of the system or equivalently with atoms 

near the opposite boundary. This is termed as the wraparound effect. The wraparound effect has 

to be accounted for during integrating the equations of motion and while analyzing the results90. 

4.6 Integration Equation 

 The atomic positions of all the atoms in the system define the potential energy of that 

system. Due to its complicated nature there is no analytical solution to the equations of motion 

and hence has to be solved numerically. There are many numerical algorithms that are available 

for integrating the equations of motion 89. But there are certain criteria’s to be satisfied such as 

Figure 4.4. Periodic Boundary Condition (PBC), as a particle moves out of the simulation box 
through one of the bounding face an image particle moves in to replace it. Allen et. al., 1989 
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conservation of energy and momentum, allowing long time step for integration, and computational 

efficiency. Based on these, the two popular algorithms are the Leapfrog and Verlet methods since 

they are accurate and treat energy conservation better than higher-order methods; also their 

storage requirements are minimal 89. 

 All Integration methods assume the position, velocities and accelerations can be 

approximated by a Taylor series expansion, 

( ) ( ) 21
( ) ( ) ...

2
r t t r t v t t a t t+ ∂ = + ∂ + ∂ +      (4.37) 

( ) ( ) 21
( ) ( ) ...

2
v t t v t a t t b t t+ ∂ = + ∂ + ∂ +      (4.38) 

( )( ) ( ) ...a t t a t b t t+ ∂ = + ∂ +        (4.39) 

Where r is the position, v is the velocity (the first derivative with respect to time), a is the 

acceleration (the second derivative with respect to time), etc. 

4.6.1 Verlet Algorithm  

 The Verlet algorithm uses positions and accelerations at time ‘t-δt’ and time ‘t’ to 

calculate the new positions at time ‘t+dt’ and uses no explicit velocity. It has the advantage that it 

is simple and straightforward and has modest storage requirements. The disadvantage is that it 

has moderate precision. 

Its derivation from Taylor expansion, 

( ) ( ) 21
( ) ( )

2
r t t r t v t t a t t+ ∂ = + ∂ + ∂       (4.40) 

( ) ( ) 21
( ) ( )

2
r t t r t v t t a t t− ∂ = − ∂ + ∂       (4.41) 

Summing the two equations 4.40 and 4.41, we get 

( ) ( ) 2( ) 2 ( )r t t r t r t t a t t+ ∂ = − − ∂ + ∂       (4.42) 
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4.6.2 Leapfrog Algorithm 

 The Leapfrog algorithm uses the velocities at time ‘t+0.5δt’ to calculate the positions, r, at 

time ‘t+δt’. Thus the velocities leap over the positions and then the positions leap over the 

velocities. It has the advantage that the velocities are explicitly calculated but the disadvantage is 

that the velocities are not calculated at the same time as the positions. 

Its derivation from Taylor expansion, 

( ) 1
( )

2
r t t r t v t t t

 + ∂ = + + ∂ ∂ 
 

      (4.43) 

( )1 1

2 2
v t t v t t a t t
   + ∂ = − ∂ + ∂   
   

      (4.44) 

The equation for velocity will be, 

( ) 1 1 1

2 2 2
v t v t t v t t

    = − ∂ + + ∂    
    

      (4.45) 

4.7 Summary 

 The wealth of potentials available makes MD a useful tool and important method. The 

rapid growth in computing power and the even greater improvement in the cost –performance 

ratio has directly benefited MD simulations. Further, the efficient implementation of simulation 

algorithms on parallel computers has also improved the efficiency and accuracy of MD 

simulations. MD simulation studies can be applied to fundamental studies like understanding 

diffusion, transport properties, size dependence or for phase transition studies like phase 

coexistence, order parameters and to study collective behavior like that of translational and 

rotational motion, vibration, dielectric properties, fluid dynamics, Biomolecular behavior, structure, 

polymers transport process, etc.  There are phenomena that require length and time scales 

beyond current capabilities of MD simulations but the field is still comparatively young and has 

bright future prospects 89, 92. 
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CHAPTER 5 

ATOMISTIC MODEL SIMULATIONS 

5.1 Introduction 

 Eminent modeling of biomolecular and condensed phased systems can be attained with 

the use of atomistic molecular dynamics simulation 90, 102, 103. The ability to control the internal 

motion makes molecular dynamics an ideal tool to study the polymeric systems. There have been 

many theoretical models to explain the chain dynamics, primarily governed by segment chain 

interactions and connectivity 104-106. MD allows one to visualize and obtain a detailed 

understanding of the polymers behavior, since these simulations have explicit solvents with 

counter-ions, reliable force-fields and proper representation of long range electrostatics. The all 

atom system has been successfully implemented to accurately reproduce many experimental 

results 107-112. This prompted us to use this powerful tool to analyze and characterize DNA 

translocation in bare nanopores. The understanding of the dynamics of DNA in nanopores is 

important for the development of lab-on-chip devices for biomolecular analysis. However, the 

interaction between DNA and nanopores is still not well understood due to the small length scales 

of the DNA/nanopore and the dynamic nature of the translocation process.  

 Studies of electrophoretic transport of DNA in nanochannels have revealed that DNA-

channel surface interaction leads to a diffusion rate much lower than predictions by traditional 

diffusion theory113. Extensive experiments and simulations have focused on understanding 

translocation of a long DNA strand by analyzing the dips in the ionic current due to the blockage 

of the channel and correlating the time of dip in the ionic current to the polymer length49, 51, 57, 75, 

114-116. There has also been work done to understand the stretching of the DNA in the nanopore 

under the application of electric field76, 79, as well as the effect of temperature and DNA sequence 

on the translocation kinetics117. 
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 These works have a common feature: they have considered a DNA with length greater 

than that of the nanopore and initially located outside the pore. The type and size of the pore 

influences the electrophoretic mobility of the DNA translcoating through it 72. It is known that the 

translocation kinetics outside and inside the pore are different due to the ion accumulation near 

the pore entrances. Meller et. al., had reported that in case of the biological nanopore, a DNA 

strand having the length shorter than the pore translocates faster than the one that translocates 

through a smaller pore 51. Thus the electrophoretic mobility is higher in the case that length of the 

DNA strand and the pore is comparable. This can be explained on the basis that when the DNA is 

outside the nanopore the effective charge on it is significantly less due to the presence of 

counter-ion cloud that move with it. These counter-ion cloud charges can be disrupted due to 

sterric effect or charged inner surfaces of the nanopore 118 and this leads to a change of force 

experienced by the translocating DNA and thus its mobility. A conflicting explanation is the 

electro-osmotic 119 flow which also occurs as a consequence of surface charges in these narrow 

channels. Chang et. al., proposed that the electro-osmotic flow will be towards the cathode, thus 

would oppose DNA translocation causing reduction in the velocity of translocating DNA due to 

hydrodynamic and electrostatic drag forces. Storm et. al. 74 qualitatively supported the power law 

120 for polymer which states that the electrophoretic mobility decreases with the increase in DNA 

length, given by 

( )1
e L −αµ ∝          (5.1) 

where eµ is the electrophoretic mobility of the translocating DNA, L is the length of the DNA 

andα =1.27 is the power law constant. 

 Moreover in the reported simulation studies, higher voltages (compared to experimental 

voltages) are applied to overcome the timescale limitations. This may prevent understanding the 

factual behavior of the system since the kinetics could be different at reduced bias voltages as 

compared to higher. This could be one of the reasons that Muthukumar et. al. 79  have mentioned 
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that they had observed no direct correlation between translocation time and blocked current 

which is surprisingly converse to the experimental results.  

 In the absence of surface friction, nanochannels would be a free solution environment in 

which DNA molecules would move with a length-independent mobility. Also, due to entropic 

effect, stretched DNA relaxes in a nanopore if electric field is turned off. The importance of 

channel size lies on two folds: first, it constrains the relaxation of the DNA molecule; second, it 

interacts with DNA bases upon contact. Of course, these two effects are coupled together on the 

fact that higher confinement leads to stronger interaction. Theoretical models of confined 

polymers predict hydrodynamic friction coefficients that are dependent on channel diameter and 

viscosity but not on the electric field 121. The hydrodynamic friction force on the DNA is given as 

f=gv. The drag coefficient is assumed to be g=el with the friction coefficient per unit length e and 

the contour length l.  However, such friction coefficient ignores the contribution from DNA-

nanopore surface interaction.  The DNA bases confined in a very narrow channel (<2 nm) are 

found to be attracted toward the surface, tilting their orientation parallel to the channel surface 52, 

leading to a large surface friction. But for nanochannel above 3nm, DNA tends to fold in various 

forms and only a small portion of the DNA base pairs are in contact with the nanochannel 

surface. Thus, we characterize the translocation at different channel size regimes and determine 

the velocity-dependent friction coefficient. In this study, periodic boundary conditions are applied 

at the inlet and outlet of the pore. Thus, there is no ion depletion under higher voltages and DNA 

is always within the pore. This helps characterize translocation kinetics of DNA inside a nanopore 

and DNA-nanopore interaction without the entrance and exit effect, eliminating effects due to 

change of environment. 

 Nanopores with molecular selectivity are needed to determine DNA conformation and 

base pair level information simultaneously122. To provide such selectivity, simple chemical 

treatment such as silane coating will not be sufficient62, 123-125. Iqbal et. al.9 have demonstrated 

that such selectivity can be imparted by using tethered DNA hair-pin loops coated on the inner 

surface of the nanopore. But little is known about properties of these coated DNA monolayers 
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which are influenced by size, geometry, and surface curvature of the pore126. Other factors that 

also modulate the tethered DNA orientation include initial orientation, attachments with the wall, 

applied electric field, and the hydrodynamic interactions47, 117. Thus, it is important to characterize 

the interaction between DNA and chemically modified nanopores.  

 The goal of this chapter is to develop an understanding of the interaction between DNA 

and nanopore surfaces and the translocation process of DNA by probing the DNA-nanopore 

interaction mechanisms through molecular dynamics simulations.  

5.2 Method 

 The software used by us to perform full atomistic scale molecular dynamics studies is 

Nanoscale molecular dynamics (NAMD) 127. Analysis and visualizations are done with Visual 

Molecular Dynamics (VMD)128 . The system used for the simulation consists of a nanopore, a 

DNA, water molecules and ions. To perform the simulation studies each component of the system 

has to be built and then integrated to form the entire system. 

5.2.1 Building the nanopore  

 We had decided to build a silicon nitride nanopore since these are the most commonly 

used nanopores in the experimental world. We have tried to match the experimental conditions in 

these simulations such that the results could provide better insights to the unknown kinetics of 

translocation. The pore was built using a single unit of silicon nitride as shown in Fig. 5.1.A. This 

unit was then replicated and placed side by side based on the equilibrium distance to generate a 

cubical membrane of the silicon nitride shown Fig. 5.1.B.  The cubical membrane was then cut 

into a more convenient geometry to obtain a hexagonal membrane as shown in Fig. 5.1.C. A hole 

is drilled of desired radius in this membrane to obtain the final nanopore as shown in Fig. 

5.1.D.129 
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5.2.2 Building the DNA 

 In most experimental studies, kilo-bases of DNA are translocated. Due to computational 

limitations, for simulation studies usually 8-20 base pairs (bp) of DNA are considered.  

 

B C 

A 

D E 

Figure 5.1. Nanopore membrane is formed by repeating the unit cell of silicon nitride (A) to 
form a cubical membrane (B), followed by obtaining a desired shape for the membrane (C) 

and finally the nanopore (D). 

 

 

 

B 

C 

A 

D 

Figure 5.2. The figure shows the (A) double strand DNA obtained from the RCSB data bank 
for obtaining the pdb (coordinate) file. This dsDNA is then used to obtain two ssDNAs (B and 
C). The different configurations of the DNA i.e. curled DNA (D) and the straightened DNA (E). 
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 We used a 8-bp dsDNA with randomly selected sequence. The pdb file for the double 

stranded dsDNA model was obtained from the RCSB protein data bank 130 (Fig. 5.2. A, B and C). 

The dsDNA obtained was then converted into two single strand DNAs, the ssDNA that we used 

had the sequence AATTGTGA. The DNA enters the nanopore in a sequential single file 

nucleotide by nucleotide thus it is straightened and hence the ssDNA obtained was stretched 

using Interactive molecular dynamics (see Fig. 5.2.D and Fig.5.2.E) before running the 

simulation.  

The nanopore and the DNA obtained were then combined and the positon of the DNA 

was adjusted such that it is in the middle of the pore as shown in Fig. 5.3.A. This system was 

then solvated using the automated solvation function of VMD. The solvate function generates 

water molecules not only inside the nanopore but also outside it. The additional water molecules 

outside the nanopore and those within 1A inside the nanopore were deleted, as illustrated in Fig. 

5.3.B. Ions were added to this system to obtain a Molarity of 0.1M. The .psf (bonding 

specifications) files needed for the system are constructed using autopsfgen funciton of VMD. 

 

A B 

Figure 5.3.  The formation of the final system: (A) first the straightened DNA is combined with 
the nanopore and then solvated and ionized to obtain the final system (B). 
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  The CHARMM99 force field is used for the DNA, nanopore (silicon nitride), and their 

interactions. The total potential energy is composed of bonded energies and non-bonded pair 

interaction energies: 
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           (5.2) 

where bk  is the bond force constant and 0b b− is the distance from equilibrium that the atom has 

moved, kθ  is the angle force constant and 0θ θ−  is the angle from equilibrium between 3 

bonded atoms, kχ  is the dihedral force constant, n  is the multiplicity of the function, χ  is the 

dihedral angle and δ  is the phase shift, kψ is the force constant and 0ψ ψ−  is the out of plane 

angle, iq  and jq  are the fractional charges on atoms i and j, i jr  is the distance between the two 

particles, and 0ε  is the permittivity of empty space, i jA and i jB  are terms where the Lennard-

Jones potential crosses the x-axis i.e. it is zero and i jr  is the distance between the two particles. 

 Non-bonded interactions are cut off at 1.2nm and the Lennard–Jones potential is 

smoothly shifted to zero between 1nm and the cutoff distance. The pair list is updated every step 

using a 1.4nm cutoff. Particle mesh Ewald (PME) is applied for long range electrostatics. The 

temperature is set to be 295K and a time step of 1fs is used. Periodic boundary conditions are 

applied at the entrance and outlet of the pore. All simulations are performed on the 

supercomputer cluster POPEL at Pittsburgh Supercomputing Center (PSC)131. A 2ns simulation 

on 8 processors takes around 24 hours.  The number of atoms in the system varies with the size 

of the nanopore. A typical simulated system has 14814 atoms, consisting of 8000 for nanopore, 

6383 for water, 258 for DNA and 200 for ions. The timescale allowed by molecular dynamics 
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simulations is currently limited to few nanoseconds58. To accelerate the translocation events that 

normally take milliseconds, the MD simulations are performed at a higher applied voltage than 

100–200 mV, applied typically in experiments. 

5.3 Results 

5.3.1 Benchmark Problem 

 The full atomistic Molecular dynamics simulations usually do not need a benchmark since 

even the slightest information of the system developed is preserved. But we wanted to first 

reproduce the results obtained by other research groups experimentally. This was to observe the 

dip in ionic current when the DNA enters the pore and thus blocks the ionic flux. In our system the 

DNA is already within the pore and the length of the DNA is equivalent to the length of the pore. 

The periodic boundary conditions are applied at the inlet and outlet of the pore, thus the process 

of dip in ionic current will not be observed for our system results mentioned latter in the chapter.  

 

 The cross sectional view the two systems under discussion are shown in Fig. 5.4.A and 

5.4.B. To validate the system we tried to obtain the results previously achieved with the system in 

Fig. 5.4.A.  

A B 

Figure 5.4. Comparison of the different nanopore configurations, (A) allows us to observe 
the dip in ionic current while (B) allows us to run simulations at a higher E-field. 
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 Fig. 5.5 (A-F) shows the sequence of images as the DNA translocates through the 

nanopore and the corresponding dip in the ionic current that is being measured as seen in Fig. 

5.5.G. We can clearly see the dip in the ionic current due to the blocking effect of the DNA as it 

enters the nanopore. The ionic current is measured using the following formula,129 

( ) ( )( )
z

t 1
I t+ t t

2 t

N

i i i
i

q z t z
l

∆  = + ∆ − ∆  ∆ ⋅ 
∑       (5.3) 

where zi and qi are the z-coordinate and charge of the ion i respectively, zl is the length of the 

nanopores in the z-direction and t∆ is the simulation time. The rest of the results are only 

considering the system shown in Fig. 5.4.B and its analysis to understand the interaction 

mechanism of DNA with the nanopore.  
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Figure 5.5. The DNA translocation through the nanopore shown through the sequence of 
images in (A-F), the dip in the ionic current measured as the DNA enters the nanopore and 

then when it exits the current raises back to the baseline level (G). 
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5.3.2 Nanopore Size-Dependent DNA-Nanopore Interaction 

 In the absence of surface friction, nanochannels would be a free solution environment in 

which DNA molecules would move with a length-independent mobility. However, electrophoretic 

mobility of DNA molecules in slit-like nanochannels has been observed to be length 

dependent113.  This clearly indicates that molecular interactions with the confining walls are 

significant, and the notion of free solution electrophoresis breaks down. To understand the size-

dependent translocation, DNA interaction with pores of various sizes is studied. A short single 

strand DNA (ss-DNA) of 8 bases (AATTGTGA) is driven by electrophoresis through nanopore 

with diameters ranging from 1.5nm to 4nm, as shown in Fig. 5.6 (A: Adenosine, T: Thymine, G: 

Guanine, C: Cytosine). The van der Waals (vdW) force between the DNA and nanopore, the 

translocation velocity of DNA, and the ionic current as function of pore size are plotted in Fig. 5.7 

(A), (B), (C), respectively. The water molecules and ions are not shown in the figure for clarity.  

 

 From Fig. 5.7.A, DNA-nanopore interaction force decreases as the pore diameter 

increases, due to the reduced confinement effect.  Accordingly, DNA translocation velocity 

increases as the pore size increases. However, both the translocation velocity and van der Waals 

force do not change linearly with size change, but satisfy an exponential curve. There is a gradual 

increase in translocation velocity as nanopore diameter increases at the beginning. It then 

reaches a constant limit indicating that an increase in the pore diameter beyond 3nm will not 

+ 

- 

A B C D 
Figure 5.6. DNA translocation in pores of sizes: (A) 1.5nm; (B) 2nm; (C) 3nm; (D) 4nm. 
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affect the ss-DNA translocation process anymore. Establishing such nanopore size – DNA 

translocation velocity relationship can help design nanopore size for optimized signal yield. The 

ionic current increases with the increase of pore diameter, satisfying a parabolic curve. 

 

It should be noted that periodic boundary conditions are applied at the inlet and outlet of 

the pore, thus there is no depletion of ions as is usually observed in nanopore experiments when 

higher voltage is applied. Although experimental data suggests that the translocation time is 

different for long DNA strands with different sequences58,50, we did not observe significant 

difference in translocation dynamics for homopolymers poly-dA or poly-dT through the nanopores 

and believe that it might be due to the small strand (8 base) ssDNA used in the simulation. 

Furthermore, it is expected that there is an optimal pore diameter for a particular voltage bias 

applied, which would provide sufficient confinement to enhance the molecule detection yet large 

enough for DNA to pass through. Such optimal designs will be explored in the future work.  

5.3.3 Voltage-Dependent DNA-Nanopore Interaction 

Besides nanopore diameter, the applied voltage also largely influences the DNA 

translocation speed. Considering a balance between confinement and translocation, a nanopore 

with a diameter of 2nm is chosen and is applied with various voltages.   
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Figure 5.7. DNA translocation in pores of different sizes (A) van der Waals force; (B) Velocity; 
(C) Ionic current. 
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From Fig. 5.8, a nearly linear trend can be observed between applied voltage and 

translocation velocity (Fig. 5.8.B), while a parabolic trend is observed between applied voltage 

and vdW force or ionic current (Fig. 5.8.A and Fig. 5.8.C). Ideally, ionic current should increase 

linearly with the increase of applied voltage for free ions passing through a nanopore. The 

nonlinear relationship observed in Fig. 5.8.C is due to the blockage effect from the existence of 

DNA. It should be noted that a high voltage is applied to observe the translocation in few 

nanoseconds.  To study the translocation at lower voltages a coarse grained DNA model is 

needed, which will be included in our future study. 

5.3.4 Nanopores with Surface Functionalizations 

Coating nanopores with DNA or other organic molecules like silanes can make 

nanopores more biologically friendly and provide control over surface charges, hydrophobicity, 

and chemical functionality. It is important to characterize the surface property, size, and 

orientation of the modified surface. The coatings used in our case are 8-base long single strands 

of DNA. The tethered DNAs carry a negative backbone, thus these re-orient and are stretched 

under the applied bias voltage. Characterization of the coating polymer re-orientation is essential 

to predict the effective pore diameter under a particular applied voltage, which influences DNA 

translocation process. The spacing between the attached ss-DNA molecules on nanopore 

surface is determined by their radius of gyration. To avoid tethered DNA from peeling off, 
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Figure 5.8.  DNA translocation under different applied voltages (A) van der Waals force; (B) 
Velocity; (C) Ionic current. 
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nucleotide of DNA strand closest to the wall are fixed on the nanopore surface. The charge on 

each tethered DNA is assumed “–e”, due to the phosphate backbone.  

 

 Under an applied voltage bias, translocation of ions towards the opposite electrodes is 

observed. Since the coated ss-DNA carries a –e charge, these curled tethered ss-DNA begin to 

get straightened in the direction of the oppositely charged electrode. The straightened DNA 

increases the effective pore diameter, which is measured as the empty space in the nanopore not 

occupied by the coated ss-DNA.  After the system reaches equilibrium, the distances between 

opposing ss-DNA molecules are calculated and averaged to get the effective pore diameter. 

There are many factors that contribute to the effective pore diameter such as the flow of ions, the 

ionic loop around the DNA, voltage bias applied, etc. The effective pore diameters are plotted as 

a function of the applied voltage bias in Fig. 5.9. The effective pore diameter increases with the 

increase of applied electric field strength. The kinetics of DNA translocation in a polymer coated 

pore differs from that in a bare nanopore. In a bare nanopore, ions inside the nanopore form a 

double layer which prevents DNA translocation at a faster speed within the pore. With a tethered 

DNA coating on the surface, the ion layers disappear and different translocation speeds are 

expected. 
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Figure 5.9. ss-DNAs coated on nanopore surface. (A) Radii of gyration for same length ss-
DNA in hairpin and linear conformation, coated inside a pore; (B) Effective pore diameter; 

(C) DNA re-orient under applied Electric Field of various strengths and effective pore 
diameter as a function of Electric Field strength. 
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5.4 Conclusion 

 The translocation speed of DNA in a nanopore depends on physical parameters such as 

nanopore diameter, electrophoretic bias, and surface coatings. The orientation of the tethered 

DNA in the nanopore changes the effective nanopore diameter. The effective nanopore diameter 

is found to be controllable in two ways: the bare nanopore size during fabrication and the strength 

of the applied electric field. This model-based system can be used to optimize parameters in the 

design of nanopore systems for DNA/gene sequencing. The major drawback of full atomistic 

molecular simulation is the limitation of timescale of a few nanoseconds.  In the next chapter, a 

coarse grained DNA model is used to simulate low-voltage DNA translocation with longer time-

span. 
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CHAPTER 6 

COARSE GRAINED MODELING 

6.1 Introduction 

 Lots of biological phenomena occur over time scales that are well beyond the current 

capabilities of the atomic-level simulation132-136. This challenge lead to the development of Coarse 

Grained (CG) models to overcome the time and space scale limitation. Coarse Graining is an 

approach applied in Molecular Dynamics (MD) to bridge the gap between the atomistic and 

mesoscale levels. An all-atom system (AA) in which each atom is explicitly represented has 

Angstrom-level detail and femto-second resolution which allows direct investigation of molecular 

structure and dynamics such as protein fluctuations. But the major disadvantages are the 

timescale limitations of a few nanoseconds (ns) and the lack of capability to study the group 

effect. A mesoscale model on the other hand allows us to observe the average density, charge or 

other characteristics of a material/structure like observing the self-assembly in biomolecular 

systems137. The schematic in Fig. 6.1 gives a general overview of the temporal and spatial scales 

that are accessible by the current simulation techniques133.  
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 Thus, coarse graining is an approach in which atoms are grouped together into new CG 

sites, which would reduce the computational complexity with fewer atoms and allow longer 

simulation time. The major challenge of a CG model is that it must be able to reserve the 

underlying AA system properties.  

6.1.1 Background 

 The formula that describes CG system in terms of statistical mechanics is given by138 

( ) ( )( )exp / exp /B BF k C dx V x k− Τ = − Τ  ∫       (6.1) 

( ) ( )( )exp / exp /B CG CG CG BF k C dx V x k− Τ − Τ  ∫;     (6.2)

 
Equation (6.1) is for the all-atom simulation, where F is the free energy of the system, ( )V x is 

the system potential energy as a function of x of all atoms of the system, T is the thermodynamic 

temperature, Bk is the Boltzman constant and C is the constant of normalization. Free energy for 

the CG system shown in Equation (6.2) is represented by CGx and CGV (effective potential). This 

Figure 6.1. The temporal and spatial scales that are accessible by current simulation 
techniques are shown in the schematic, Nielsen et. al., 2004. 
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equation forms the basis for the various distribution functions, equilibrium averages and 

properties, etc138.  

6.1.2 Approaches to obtain Coarse Grained Model 

 The first step in obtaining a CG model is to convert the all-atom representation into a 

model with less interaction sites. This is usually done either by residue based or the shape based 

approach. In a residue based method a single bead is placed at the center of mass of a group of 

atoms in the atomistic model. The CG site formed from the group of atoms (Ii) in the atomistic 

scale is denoted as ‘RIi’ which is obtained using a linear mapping function 
IRM 139, 

1
I

n

R Ii i
i

M c r
=

=∑          (6.3)  

where cIi  is the constant for the group of atomistic scale atoms that are selected and cIi  ≠ 0, while 

ri is the coordinates of the group of selected atomistic scale atoms(in most cases CG-site is at the 

center of mass of the selected group of atoms). The major advantage of this method is that it 

enables reconstruction of all atom scale from the coarse grained model obtained. This helps 

when we are trying to test a new system since we can compare back and forth the behavior of the 

system and understand the dynamics better at least for a prodigy system and then expand it to a 

large system. This method has been successfully used in study of lipids and proteins 

simulations140-142.  

 In case of the shape based system, a neural network learning algorithm is used to 

determine the placement of CG beads. Masses are correlated to the clusters of atoms which the 

CG beads are representing. This method doesn’t enable exact reconstruction of the all atom 

system but it helps in understanding targeted properties of structures of interest. This can be 

used further to get coarse grain model using the electron density maps incase the all-atom model 

is unavailable. This method has been successfully used in study of stability and dynamics of 

viruses143, 144 and rotating bacterium flagellum 145, 146. 
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6.1.3 Development of Coarse-Grained Potentials 

 Popular approaches for obtaining coarse-grained model potentials are described in the 

following section. One of the oldest known method is the inverse Monte Carlo technique, the 

models of which reveal the essential physics of a given class of system and provides qualitative 

information about the system, but fail, to give quantitative accurate predictions147 

 

 The “multiscale” approach is a bottom-up method which incorporates force data from 

atomistic MD simulations for the CG system construction. The multi-scale coarse grained method 

A 

C 

B 

D 

Figure 6.2. The DMPC coarse grained model used for multi-scale coarse grain modeling, 
Izvekov et. al., 2005 (a) and the Martini force-field coarse grain model, Marrink et. al., 2007 (b) 

The comparison of the force values for the atomistic and CG force data at different intersite 
potentials, Izvekov et. al., 2005 (c) The interaction potentials used in case of Martini force-field 

method, Marrink et. al., 2007 (d). 
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is established by Izvekov et. al. 148, 149, in which the inter-particle force field is accomplished by 

the application of force matching procedure to the force data obtained from the fully atomistic 

scale simulation of the biomolecular system of interest. The canonical (NVT) equilibrium 

coordinate distribution function for an atomistic model is given by, 150  

( )/1
( )

n
BU r k Tn

r
n

p r e
z

−=         (6.4) 

where bk is the Boltzman’s constant,T is the temperature, ( , , )nz z N V T=  is the canonical 

configuration integral, rn = [r1,…,rn]  is the Cartesian coordinates for the ‘n’ atoms and U(rn) is the 

potential energy function of these n-particles. For the canonical equilibrium coordinate function for 

a coarse grained model obtained from the atomistic model denoted above is, 

( )/1
( )

n
BU R k Tn

R
n

P R e
Z

−=        (6.5) 

where ( , , )nZ Z N V T= is the canonical configuration integral, Rn = [R1,…,Rn]  is the Cartesian 

coordinates for the ‘n’ atoms of CG and U(Rn) is the potential energy function of these n-particles.  

Each CG site Rn is defined using mapping Equation (6.3). The detailed notes of this can be 

obtained from Noid et. al. 2008139 

 This multiscale approach has been successfully implemented for accurate CG models of 

carbohydrates151, simple and ionic fluids152, bilayers simple and mixed153, and peptides 138 154. 

This method also takes into account implicit solvent model which matches with the explicit solvent 

molecules in the atomistic model and is in accordance with Equation (6.1)138. Fig. 6.2.A shows 

the coarse grained model obtained by the multi-scale coarse grain approach. The image on the 

left in Fig. 6.2.A indicates the MD model while the right is its CG model with the different sites 

named149. Fig. 6.2.C shows the force matching between the inter-sites for comparison between 

the atomistic and the CG model obtained 149. The algorithm details for these methods are 

provided in references 155, 156. 
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 The “inversion” coarse graining approach which is well established by Marrink et. al. 

coined as MARTINI force field157 makes use of the experimental, thermodynamic and/or average 

structural properties of the system all-atomistic system to obtain the CG system with similar 

properties. An example of this can be the model to reproduce the thermodynamic data between 

organic and aqueous phases in comparison with the experimentally available data. The free 

energy of partition between an organic (oil) and aqueous (water) phases ( /oil aqG∆ ) is given as157, 

/ ln( / )oil aq
b oil aqG k T ρ ρ∆ =        (6.6) 

where oilρ  is the equilibrium density of organic (oil) phase and  aqρ  is the equilibrium density of 

aqueous phase of CG particles  respectively. The ρ  values are obtained by long full-atomistic 

scale simulations of the two-phase system with small amounts (0.01M) of target substance 

dissolved. The major advantage of this approach is that instead of concentrating on the structural 

details, the target is broader range without the need for re-parameterization of the model each 

time.  The system obtained is simple, computationally fast and flexible enough to study the 

desired attribute of the system138. The MARTINI force-field is successfully used to study different 

types of bilayers elasticity134, rupture tension, lipid lateral diffusion rates158, liquid densities159, lipid 

conformations134. Fig. 6.2.B shows the coarse grained model obtained by the Martini force-field 

which has the CG atom site placed at the center of mass of each subset of four atoms157. The 

Fig. 6.2.D, gives the general martini force-field potentials were the interactions potentials are 

classified as attractive (I), semi-attractive (II), neutral (III), semi-repulsive (IV), repulsive (V) and 

the groups Polar (P), Non-polar (N), a-polar (C) and charged (Q) with sub-types ‘0’ for no 

hydrogen bonding capabilities present, ‘d’ for groups acting as hydrogen bond donor, ‘a’ for 

groups acting as hydrogen bond acceptor, and ‘da’ for groups with both donor and acceptor 

options157.  

 Basically the method chosen depends on the system under study or the goal of the study. 

If the goal is to preserve the general property of the entity of interest, a multi-scale approach is 

preferred. However, if the aim is to study a particular attribute, there is no need to characterize 
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the general attributes, and instead, the attribute under interest can be characterized by comparing 

with experimental results. 

6.1.4 Challenges and Limitations of Coarse Grained (CG) System 

Coarse graining is a promising tool for the future of Molecular Dynamics as it allows 

understanding the aimed attributes of a system by allowing longer simulation time in comparison 

with all-atom models. It is still in its developing stages and there are many concerns and 

challenges, few of which are mentioned here. Coarse graining is still not predictive, the point is 

that the systems are usually built with a goal with what can happen or an intuitive thought of what 

should happen, which may cause the potentials used to be biased without the knowledge. The 

other is the degree of transferability of these coarse grained models to other systems and the 

modifications needed in the thermodynamic conditions. Not all characteristics of the CG model 

can be transferred but currently there is no literature which specifies the properties that can be 

transferred or not. Further, with the development in computational efficiency with better MD 

algorithms and high performance CPUs, the time required for full-atomistic scale simulations is 

being reduced and there is a worry that the work done in the CG system might become obsolete 

if the all-atom system can be used to do the same. But the bright side is that the coarse grained 

length scale can surely be extended138.  

 The CG models are usually built to capture a particular attribute of a system or a 

particular mechanism. In our case, we need a CG system of DNA to capture the hybridization 

property and a proper bare pore-DNA interaction potential. Our system is developed following the 

residue based approach and combined with MARTINI force-field for the bare nanopore-DNA 

interaction potential. 

6.2 Coarse Grained Method 

 The purpose of CG method is to obtain a system that is simple, yet sufficiently detailed to 

allow study of real-time dynamics. The most important component of our system is to 

characterize the interaction potential between DNA strands. Two of the successfully constructed 

CG DNA models available in literature are of Knotts et. al. (three-site DNA model) and Schatz et. 
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al. (two-site DNA model). Description of these models along with a brief outline of our DNA model 

is explained in the sections below.  

 

6.2.1 Three-Site DNA Model 

 Knotts et. al.160 developed a three site model of DNA.  They presented a mesoscale 

molecular model of DNA which describes aspects of melting, hybridization, salt effects, the major 

and minor grooving of DNA, and the mechanical properties of DNA. The groups of atoms 

replaced by each site of the coarse grain model for a cytosine base are shown in Fig. 6.3.a. the 

CG site is the center of mass of the sugar and phosphate respectively while for the bases, the CG 

site was N1 for purines (adenine and guanine) while N3 for the pyrimidines (thymine and 

A B 

Figure 6.3. The 3-site DNA model by Knotts et. al., 2007 (a) and the 2-site DNA model by 
Schatz et. al., 2000 (b) is shown for comparison purpose. 
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cytosine). The DNA system was developed such that for an atom (x, y, z) the corresponding atom 

on the other side is at (x, -y, -z). Screw symmetry was used to place successive residues of the 

DNA with 10 residues per turn and an axial rise of 3.38ao; thus an atom at (r, φ, z) places the next 

at (r, φ+36o, z+3.38ao), thus the dna is aligned and centered with the z-axis160.   

6.2.2 Two-Site DNA Model 

 Schatz et. al.161 (see Fig. 6.3.B) had developed the two-site model of DNA based on a 

simplified backbone-base structure where each nucleotide is symbolized by two sites. One site 

represents the backbone i.e. placed at the combined center of mass of sugar and phosphate 

while the other represents the center of mass of the base. Their model was able to capture 

interactions such as hydrogen bonding formation and reformation between the inter strands of 

DNA, bending and torsions, the melting transition for DNA decamers containing only A/T, or only 

C/G, base pairs and assessed the importance of the helical structure. The distance between two 

atoms in the two-site DNA was 1.7 Ao and screw symmetry was used to place successive 

residues of the DNA with 10 residues per turn. The hydrogen bonding sites were at the center of 

mass of the base and were divided into acceptor and donor sites. The hydrogen bonds were 

formed only if the backbone-donor-acceptor angle is within a defined range161.  

 In their system, the charges were not included and even the model parameters were 

chosen to give reasonable melting behavior only at salt concentration of 0.1M. This made their 

system irrelevant under different salt concentrations. Also, in order to mimic the correct melting 

behavior modifying the model parameters for each different salt concentrations considered will be 

impractical. The possible extension to this system was to incorporate charges to the atoms. 

6.2.3 Coarse-Grained DNA Model with Charges  

 We followed the two-site model and incorporated the charges following the CG model of 

Marrink et. al.134, 157-159. The system is tested at 0.1M salt concentration for hybridization and the 

melting behavior, extending the work to different salt concentrations is not part of this thesis but 

an aspect of future work.  
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 A system similar to atomistic scale with the silicon nitride pore, tethered DNAs, and 

translocating DNA is built. All the necessary input files (.gro, .itp, .top, .index, etc.) for the 

simulation are obtained using scripts in Matlab for the different systems that are built.  

 The non-bonded interactions between particles are described by Lennard-Jones 

potential
12 6

i j i j
nbpair

i j i j

A B
E

r r

 
= −  

 
∑ . Coulombic potential 

( )1 2
coulombic 2

*q q
E k

r
=  is used to define 

charged particle interactions.  

 

 

 

Figure 6.4. Coarse Grained DNA model (a) the full atomistic scale dsDNA (30 atoms form a 
nucleotide) (b) the 3-site dsDNA model (3 atoms form a nucleotide) developed by us following 

Knotts et. al. (c) the 2-site DNA model (2 atoms form a nucleotide)   of Drukker et. al. 
developed by us. The first row shows a single nucleotide while the second column shows the 

entire DNA. 
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The total potential energy is composed of bonded energies and non-bonded pair interaction 

energies:   

coulombictotal bond angle diheral improper nbpair stack bp exE E E E E E E E E E= + + + + + + + +  

( ) ( )

( )

22 2
0

1 2
12 6 2

1
( ) ( ) 1 cos

2

*
         

ijkij i jk eq

i j i j
q stack bp ex

i j i j

k r r k k n k

A B q q
k E E E

r r r

θ θ θ φ ψ 0= − + − + + φ−δ + ψ−ψ  

 
+ − + + + +  

 

∑ ∑ ∑ ∑

∑
 (6.7)   

where the first four terms describe the bonded inter-site interactions including bond stretching, 

bending, and torsion, and the last two terms are the pairwise potential which describes the non-

bonded (nbpair)  interactions and the columbic potential that describes the electrostatic potential. 

The non-bonded interactions include stackE accounting for the base stacking phenomena, 

bpE (which also has a columbic term) to describe bonding between complementary base pairs, 

exE to describe an excluded volume interactions among A, T, C, and G bases. All the k subscript 

parameters are the constants for each term respectively. The bpE term is critical for modeling the 

hybridization of an ss-DNA with a complimentary ss-DNA or hairpin loop and is parameterized 

using thermal denaturation experimental data at a fixed salt concentration ~0.1 M. All parameters 

used can be found in reference161.  

 The bond distance between the atoms is 0.47nm and the angle between backbone sites 

is 150o while the base and the phosphate are kept at 180 o 126. The schematic of the different 

models of DNA developed by us is shown below in Fig. 6.4.  
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6.2.4 Pore-DNA Interaction Potential 

 

 As the DNA translocates through a bio-functionalized nanopore its interaction with bare 

nanopore has to be defined and characterized. This interaction potential will not only be applied 

between the translocating DNA (t-DNA) and the nanopore but also between the coated DNAs (c-

DNAs) and the nanopore. The interaction potential between the nanopore and the DNA is 

mapped from the atomistic model into the CG model. Interaction between a DNA base and bare 

nanopore surface is described by a Leonard-Jones (LJ) potential as, 

12 6

4 DN DN
DN DNV

r r

 σ σ   = ε −         
       (6.8)

 

 

where DNε  is the depth of the potential well, DNσ  is the (finite) distance between the DNA base 

and the nanopore surface at which the potential is zero and r is the distance between the center 

of mass of the DNA base and fixed nanopore surface.  

The vdW energy density function is given as, 

0

2
( )DN DNw V r

N
=          (6.9) 

Figure 6.5. DNA-base-surface interaction force-distance functions from all-atomistic model 
and from coarse-grained model. Inset: a DNA base placed parallel to the surface 
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where N0 is the unit cell of Nanopore surface and ( )DNV r  is the LJ potential function. The total 

interaction energy ( DNE ) between center of mass of DNA nucleotide ( 0q ) and total surface of 

silicon nitride nanopore (Ω ) can be given as the integral over the surface, 

0DN DNE w q x d
Ω

 = − Ω ∫
       

(6.10) 

where x is a site on the nanopore surface.  

 Thus, the total vdW interaction energy density is a function of the two LJ parameters 

( DNε , DNσ ) and can be controlled by modulating them to match with the interaction energy from 

the full-atomistic scale molecular dynamics simulation. The CHARMM force field is used for the 

DNA, nanopore (silicon nitride), and their interactions in the full atomistic scale simulation. 99 . The 

times step is 1fs with the temperature at 300k and molarity of 0.1M is used. The discrete force-

distance data from the full-atomistic simulation and from the coarse-grained simulation are plotted 

in Fig. 4.5. This process leads to an effective interaction between the CG sites as is present in the 

underlying all-atom simulation. 

 If an explicit solvent (water) is used it increases the number of atoms dramatically and 

thus the computational demand increases. For this reason solvent effects are included implicitly 

into the system by using Langevin dynamics. The solvent bath is represented by Langevin 

equations of motion, stochastic frictional forces and the velocity Verlet algorithm 162. Friction 

constant ( ξ ) is given as, 161  

4
effr

m

π
ξ = η⋅           (6.11) 

where m is the mass of the coarse grained DNA particles, reff is the solute’s effective 

hydrodynamic radius considered 0.5nm andη is the solvent viscosity given as, 
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exp( / )A B20η = η ⋅ −

 
4 21.37023( 20) 8.36 10 ( 20)A T T−= − + × −  

109B T= +          (6.12) 

where T is the temperature, 20η = 0.93975*10-3 is the viscosity at 20oC for water.  

6.2.5 Simulation Details 

  The coarse-grained MD simulations are run in GROMACS 4.0 163. The Electric Field (E-

field) applied is in the range of 5mV/nm – 500mV/nm. The temperature is set at 300k with 

molarity of the system being 0.1M and a time step of 0.01ps is used. Non-bonded interactions are 

cut off at 1.2nm and the Lennard–Jones potential is smoothly shifted to zero between 1nm and 

the cutoff distance. The pair list is updated every step using a 1.4nm cutoff distance. Particle 

mesh Ewald (PME) is applied for long range electrostatics 164. For simplicity of the system homo-

polymers are used, coatings in our system are poly-dG while the translocating DNA is poly-dC or 

poly-dT depending on the attractive or neutral case respectively. The tethered and the 

translocating DNA each consisted of 20 bases which helped us get a better comparative study. 

Periodic boundary conditions are applied at the entrance and outlet of the pore. Analysis and 

visualizations are done with Visual Molecular Dynamics (VMD). All simulations are performed on 

the supercomputer cluster Ranger at TACC which is a part of the Teragrid resources. A 200ns 

simulation on 2-processors takes around 24-hours.  The number of atoms in the system varies 

with the size of the configuration considered. A typical simulated system has 4714 atoms with 

2610 atoms for the silicon nitride pore, 1960 atoms of DNA coatings, 40 Atoms of DNA (t-DNA) 

and 144 ions.  

6.3 Benchmark Problems 

The system is first validated by performing three benchmark runs to ensure that CG 

model match the pure atomistic model. 
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6.3.1 Melting Behavior of DNA 

 The bpE term which determines the interaction potential for hybridization between 

ssDNAs (homo-polymers in this case) is parameterized using thermal denaturation experimental 

data at a fixed salt concentration of 0.1M. A 20 base-pair dsDNA with poly (dGC) is placed in an 

implicit solvent bath with temperature of 300k. A simulation of 100ns is run to test if the strands 

separate at a temperature of 300k, this is done to confirm that the inter strand potential ( bpE ) 

used will maintain the hybridized state of the dsDNA.  

 

 It is observed that the dsDNA continued to be double stranded entity and there is no 

fraction of melted/separated DNA at 300k. The next step is to gradually increase the temperature 

by 5k after every 10ns and this procedure is continued until 400k, thus the total simulation time is 

of 200ns. A script in the tcl (scripting language) 165 is written to measure the distance between the 

opposite base atoms of the complimentary strands to measure the distance between them. The 

threshold is kept at 4A° (two-site hydrogen bonds) such that if the separation between the 

opposite base atoms of the complimentary strands is more than 4A° then it would be considered 

in the melted fraction and not if otherwise. The graph in Fig. 6.6 shows the melting fraction of 
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Figure 6.6. Fraction of melted trajectories for a 20bp dsDNA with gradual increase of 
temperature in the system. 
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DNA with gradual increase in temperature. During the initial temperature increments there is no 

separation between the two ssDNAs forming the dsDNA and thus the fraction of 

melted/separated DNA bases are close to zero. But then the fraction of melted DNA bases 

increases as the temperature increases, reaching the value 1 close to 380k.  A reassumed form 

gives us the value for bpE  and the parameters are determined to match with the experimental 

denaturation data 166.  

6.3.2 Hybridization of DNA 

 

 To further test if the inter-strand potential ( bpE ), we test the hybridization of ss-DNAs. 

The system is set-up as shown in Fig. 6.7 with 3-ssDNAs poly(dG) having one of their ends 

attached on the surface while the other 3-ssDNAs poly(dC) are placed in the solvent bath above 

the substrate. The solvent is implicit with the temperature set at 300k and the salt concentration 

of 0.1M. The fixed base of poly(dG) is constrained on to the pore by applying a force of 

10000kJ/mol. The system is first equilibrated for 10ns to ensure that the strands are in minimized 

energy formations. After that, a real run of 200ns is performed and the image sequence in Fig. 

    

    

A B 

F 

D 

E 

C 

H G 

Figure 6.7. Brownian hybridization of free floating poly (dC) (blue) with a base tethered poly 
dG (red) 
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6.7 shows 2 out of the 3 poly(dC) ssDNAs have formed hybridized pairs with two of the poly(dG). 

The results support that the bpE considered is satisfactory.   

6.3.3 Comparison of MD system with the CG system 

Since the inter-strand potentials of the DNA is established, we now need to compare if 

the coarse grained system developed satisfactorily represents the underlying full atomistic scale 

system. To assure that the coarse-grained model accurately describes the molecular motion, a 

benchmark case is performed by comparing the coarse-grained and all-atom molecular dynamics 

results. To test this we considered the same formation for both the systems as shown in Fig. 6.8. 

Each system consisted of two straightened strands of ssDNAs with 20bp each and a circular 

pore.  

 

Figure 6.8. Comparison between the all-atom system (A) and its coarse grained model (B), 
the graph (C) indicates the similarity between the two systems since similar trends are 

observed in the vertical tip displacement measured for the two systems. 
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 The CG system is solvated implicitly through the langevin dynamics while the fully 

atomistic scale system is explicitly solvated. A 200ps simulation is run with the temperature set at 

300k and the planar E-field applied is 0.1mV/nm. As shown in Fig. 6.8, the DNA displacement 

time history under a given E-field is quantitatively compared between the coarse-grained and MD 

system. The result compares the displacement of the tethered ssDNA tip between the CG and 

the fully atomistic scale. We can clearly see that both the systems have similar trend and are 

almost identical with each other in terms of the bending of the DNA as indicated by the tips of the 

two systems. 

6.4 Results for Bio-Functionalized Nanopores 

Bio-functionalization is an essential way to impart selectivity to the nanopores. However, 

this process needs careful characterization to achieve the desired effective pore diameter and 

translocation kinetics. To understand the effect of bio-functionalization on nanopore, the following 

parameters are to be analyzed: the type of coating, density of the coating, applied bias voltage, 

and the effective pore diameter. The coating DNA strands have a charge of -e, thus they reorient 

themselves under the applied bias voltage. The re-orientation of the coating molecules leads to 

an Effective Pore Diameter (EPD) different from the original bare pore diameter (Ramachandran 

et. al., 2009) 11. A set of simulations are done to understand the behavior of these DNA coatings 

based on their type, circumferential density and longitudinal density. 

6.4.1 Effect of Different Coatings 

The selectivity desired to be imparted to the nanopore will be defined by the coatings 

used and its properties under the application of the Electric field (E-field) applied. Behavior of 

these coated structures is measured in terms of the Effective Pore Diameter (EPD) which is the 

diameter of the hollow region not occupied by the coating molecules in the center of the pore as 

shown in Fig 6.9. 
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 Under an applied bias voltage, the coated DNAs with the –e charge re-orientate 

themselves along the E-field direction. These coated structures then begin to bend and this 

bending depends on their rigidity which is due to their shape, structure, intra-strand bonds, etc. 

The EPD (shown in Fig. 6.9) would influence the interaction of the translocating DNA (t-DNA) with 

the DNA coatings and the net translocation velocity. To understand the effect of type of coating, 

we compared the HPL coatings with ssDNA coatings for a pore with actual pore diameter of 

10nm. The two coatings considered are the HPL and the ssDNA. The reason for choosing these 

two types is that when a perfectly-matched complimentary ss-DNA is within a close range, the 

HPL opens up to form an ssDNA to hybridize with the complimentary t-DNA. There is difference 

in the rigidity of these two structures with the former (HPL) being more rigid while the latter 

(ssDNA) being highly flexible. To characterize their effect on the EPDs obtained, we performed a 

Figure 6.9. The effective pore diameter (EPD), schematic shown in (A), Top view of the 1nm 
EPD (B) and the cross-sectional view of 1nm EPD for the CG model developed (C). 
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sequence of runs at different E-fields. The probe molecules are made to be uniformly coated on 

the pore surface. The results obtained in Fig. 6.10 indicate that the HPL (more rigid) coated 

nanopore has a smaller EPD compared to the ssDNA (less rigid) coated nanopore. This leads to 

the conclusion that the t-DNA translocating through an HPL coated nanopore will have more 

interactions when compared with the ssDNA coated nanopore. Thus, t-DNA translocates faster in 

ssDNA coated pores compared to HPL coated pores. 

 

6.4.2 Effect of Circumferential Density 

The number of strands coated circumferentially defines the circumferential density of the 

coatings. The denser a system better is the interaction of the t-DNA with the coatings. To 

understand the circumferential density effect, we considered four strands forming a 

circumferential coating with that of eight strands. These studies are done to see the lateral motion 

of the coated DNAs and to understand if there is difference in the EPDs obtained for the two 

systems under consideration. The top views of the two systems are shown in Fig. 6.11. The 

densities of these two systems are one strand per 5.0 nm and one strand per 2.5nm for the 4-

strands circumferentially coated and 8-strands circumferentially coated in the pores respectively.  

Figure 6.10. Effective pore diameter (EPD) for two different type of coatings, (a) shows the 
EPD obtained when 4-strands are used for coating while (b) shows the epd obtained with 

when 8-strands are used for coating. Both the results indicate that the epd obtained from the 
HPL coatings are much smaller compared to the EPD of the ssDNA for the nanopores with 

original bare pore diameter of 10nm. 
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 The results shown in Fig. 6.12 indicate a lower EPD for the system with higher 

circumferential density. All the three graphs show a parabolic trend for the EPDs obtained as the 

E-field applied is gradually increased. The comparison of results of Fig. 6.12.C with other two 

indicates that the effect of circumferential density is more evidently seen in the coated nanopore 

with the least longitudinal density. The first two data points show a large difference in the EPDs 

obtained with the different circumferential density. The difference however is reasonable for Fig. 

6.12.A and Fig. 6.12.B where consistent parabolic trend is observed. 

A B 

Figure 6.11. Two systems considered to understand the effect of circumferential density with 
density of one strand per 5.0 nm and one strand per 2.5nm for the 4-strands circumferentially 

coated (A) and 8-strands circumferentially coated (B) pores respectively. 
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 In this case, the translocation velocity of the t-DNA will be higher in the less densely 

coated nanopore compared to the densely coated nanopore. Also, more circumferential density  

reduces the erroneous results that can be obtained since the t-DNA may translocate through the 

least resistance path with no coatings. 

6.4.3 Effect of Longitudinal Density 

 Besides circumferential density, longitudinal density of coatings also influences. To 

understand this effect, we compared two ssDNA cases, in which the coatings are placed 1nm 

apart compared to 2nm apart strands as indicated by Fig. 6.13.A and Fig. 6.13.B respectively. 

The importance of longitudinal density is that the inter strand interactions between the coatings 
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Figure 6.12. Result of circumferential density on the effective pore diameter (EPD), each of 
the graphs gives a comparative analysis of the EPD obtained with the four strands coated 

circumferentially to that with eight strands coated. Different coatings considered are (a) HPL, 
(b) ssDNA 1nm apart and (c) ssDNA 2nm apart. 
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increases with the increase in the longitudinal density. The lower the longitudinal density, the less 

is the inter strand interaction of the coatings and more the coatings stretch under the application 

of the E-field, thereby increasing the EPD. The cross sectional views of the two systems are 

shown in Fig. 6.13. The densities of these two systems are one strand per 8.3nm and one strand 

per 16.7nm for the ssDNA coated 1nm apart longitudinally and ssDNA coated 2nm apart 

longitudinally in the pores respectively.  

 

 The results shown in Fig. 6.14.A and Fig. 6.14.B indicate that at low E-fields there is 

significant difference in the EPD obtained d  ue to the difference in the longitudinal densities of 

the two systems. As the applied bias voltage is increases the influence of the E-field is more 

apparent compared to the inter strand interactions which causes the coatings to stretch to a large 

extent, overlaying the EPD obtained with different densities values at very high E-fields. 

Figure 6.13. Variation in the longitudinal density of the systems considered, the strands in (A) 
are placed 1nm apart while in (B) the strands are placed 2nm apart. 
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 The velocity of the t-DNA will be larger in the less dense system compared to the denser 

system only for the low E-fields. At higher E-fields, there will be no significant difference in the 

velocity of the t-DNA in the two systems under consideration. 

6.4.4 Effect of Interaction Potential 

 Kaisnowicz et. al. 43 had mentioned that a mere potential difference within the nanopores 

will not create the selectivity needed to get the gene sequencing done. There is much more 

complex procedures needed to attain it. The interaction potential of the coatings will surely have a 

significant influence on the velocity of the t-DNA.  

Figure 6.14. Effect of longitudinal density on the effective pore diameter (EPD), each of the 
graphs gives a comparative analysis of the epd obtained with the ssDNA strands coated 1nm 
apart longitudinally to that coated 2nm apart. Different coatings considered are (a) 4-strand 

circumferential coating and (b) 8-strand circumferential coating. 
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 The system for understanding the effect of t-DNA potential is developed by considering 

the final configuration of the coated DNAs in past runs and recoating them to obtain the 

respective diameters as shown in Fig. 6.15. Thus, the stretched coatings are recoated onto the 

nanopores to obtain an EPD of 1nm. Also, it is ensured that irrespective of the types of coating, 

the initial EPDs will be 1nm (Fig. 6.15.A) for the three different coating systems that are 

considered. The EPD is also gradually increased by keeping a constant density of the coatings. 

The different cases considered are shown in Fig. 6.15.  For simplicity of the system, homo-

polymers are considered. In case of the system to test effect of attractive potential, the coatings 

Figure 6.15. Different effective pore diameters considered, with EPD of 1nm (A), 2.8nm (B) 
4.6nm (C) 81nm (D). These are used to test the potential effect on translocating DNA (t-DNA), 

with attractive and neutral potential. 
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are poly (dC) while the translcoating DNA is poly (dG), while for the intermediate potential 

system; the coatings are poly (dC) while the translcoating DNA is poly (dT).  

 

 The results obtained are shown in Fig. 6.16, which indicate significant difference in the 

velocity of the t-DNA in the smallest 1nm EPD configuration while in other systems velocities are 

approximately equal. This is mainly due to the large interaction between the t-DNA and the 

coatings in the smallest system (EPD = 1nm). As the EPD increases the interaction between the 

t-DNA and the coatings reduce which thereby decreases influence of t-DNA potential.  The 

significant difference in the velocity obtained between the neutral potential t-DNA compared to the 

Figure 6.16. Influence of interaction potential between the translocating DNA and coating on 
its translocating velocity, each of the graphs gives a comparative analysis of the velocity of the 
translocating DNA with an attractive potential to that with a neutral potential with an increase 
in the EPD. Different coatings considered are (a) HPL, (b) ssDNA 1nm apart and (c) ssDNA 

2nm apart. 

0 2 4 6 8
0.5

1

1.5

2

Effective Pore Diameter (nm)

V
el

oc
ity

 o
f 

D
N

A
 (

m
/s

)

 

 

Attractive
Neutral

0 2 4 6 8
0

0.5

1

1.5

2

Effective Pore Diameter (nm)

V
el

oc
ity

 o
f 

D
N

A
 (

m
/s

)

 

 

Attractive
Neutral

0 2 4 6 8
0

0.5

1

1.5

2

Effective Pore Diameter (nm)

V
el

oc
ity

 o
f 

D
N

A
 (

m
/s

)

 

 

Attractive
Neutral

A 

B C 



 

94 

 

attractive potential t-DNA for the 1nm EPD shows the impact of the potential in the system if 

sufficient interactions take place.  

 

 To affirm the conclusion from the Fig. 6.16, we considered the case of smallest EPD with 

1nm and observed the velocity of the t-DNA under the influence of gradually increasing E-field. 

The results are shown in Fig. 6.17, which indicates that there is significant difference in the 

translocation velocities and that t-DNA translocates faster under the neutral potential than that 

under attractive potential. The interaction potential becomes less dominant due to the increase in 

the applied bias voltage. Therefore, reduced difference of velocities between the t-DNA with 

neutral potential compared with the attractive potential is observed. The significant differences in 

the velocities purely based on potentials at the lower E-fields suggest that the modulation of 

Figure 6.17. Influence of interaction potential on DNA translocating velocity, each graph gives 
a comparative analysis of the velocity of the translocating DNA with an attractive potential to 
that with a neutral potential with an increase in the voltage bias applied. Different coatings 

considered are (a) HPL, (b) ssDNA 1nm apart and (c) ssDNA 2nm apart. 
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potential can also be of significant purpose in the future nanotechnology applications. This study 

could also be applied to see the effect of a t-DNA with a repulsive potential and something else, 

but those aspects are not in the scope of this paper.  

6.4.5 DNA Sequence Selectivity 

The main purpose of this research is to understand the kinetics with which the selectivity can be 

imparted to the solid-state nanopores. Having analyzed the different parameters in individual 

cases separately, we attempted to mimic the actual process of opening up of HPL structures into 

ssDNA and its effect on the t-DNA translocation velocity.  
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 Since the hybridization process and the opening of the HPL due to the presence of a 

matched DNA is a complex process we decided to run a similar simpler case, which compares a 

HPL coated pore with another HPL coated pore that opens into ssDNA under the application of 

the voltage bias. The images in Fig. 6.18 (a-f) show the translocation process of a mismatched t-

DNA that has to translocate through the HPL coated nanopores. The images in Fig.6.18 (g-l) 

show the translocation process of a matched t-DNA that has to translocate through the HPL 

Figure 6.18. The process of t-DNA (translocating DNA) translocation in a HPL coated 
nanopore (A-F), t-DNA translocation in a HPL coated nanopore which opens up into ssDNA 

(G-L), t-DNA translocation in ssDNA (M-R). 
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coated nanopores which open into the ssDNA and thereby increase the EPD and facilitate the 

translocation process. 

 This is to understand, how the perfectly matched DNA takes lesser time to translocate 

through the HPL coated nanoproes compared to the mismatched one. Based on the analysis 

results from Fig.6.19, we can see that there is significant difference in the translocation times of 

the mismatched and the matched DNA. The matched DNA will translocate much faster compared 

to the mis-matched one, since the HPL opens up into the ssDNA and under the influence of the 

bias applied this increases the EPD and the overall effect causes the reduced time of 

translocation for the matched DNA. 

 

 Based on the results obtained from the current set of simulations (Fig.6.19 and Table 

6.2), we clearly see that there is a notable difference in the translocation velocity. This 

underscores the fact that the opening up of the HPL structures due to the presence of the 

matched DNA plays a very significant role in facilitating the transport of the matched DNA. While 

the mis-matched DNA has to force its way through the HPL coatings which are more rigid and it 

takes a longer translocation time. 

Figure 6.19. Effect of Bio-functionalization: This graph shows a mimic of the actual process 
by giving a comparison with the HPL coatings and what happens when they open up into 

ssDNA. The results clearly indicate that the main reason for the reduced translocation time 
for the matched DNA is opening of the HPL structures into the ssDNA, which increases the 

EPD and facilitates the translocation. 
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Table 6.1. Velocity of the DNA when it translocates in a HPL coated nanopore in comparison with 
the HPL that opens into the ssDNA. 

E-field 

(V/nm) 

Velocity of DNA in HPL 

coated Nanopores (m/s) 

Velocity of DNA in HPL 

opening to ssDNAs (m/s) 

Percentage of 

increase 

0.01 0.001 0.01 900.00%  

0.03 0.008 0.06 650.00%  

0.05 0.04 0.1 150.00%  

0.08 0.135 0.3 122.22%  

0.1 0.48 0.88 83.33%  

0.3 3.48  4.33  24.42%  

 

 Furthermore, the percentage increase in the velocity of the DNA shown in table 6.1 is 

much larger at smaller bias voltages applied. In previous results, it is indicated that the density 

and coatings play a more influential role in the lower bias voltage range.  

6.5 Conclusion 

A CG system is developed to understand the kinetics of translocation of DNA in a bio-

functionalized nanopore. This CG system is tested with three benchmark cases and ensured that 

it satisfactorily represents the underlying full atomistic scale system. The results are divided into 

two major parts, the effect bio-functionalization and the effect of the interaction potential as the E-

field applied increases gradually. The parameters under consideration are the type of coatings 

applied, circumferential density, and the longitudinal density of the coatings. The EPD increases 

as the E-field applied increases and shows a parabolic trend which dictates the interaction 

between the t-DNA and the coatings. EPD for a HPL coated nanopore is significantly smaller than 

the nanopore coated ssDNA with the same density due to the differences in their stiffness with 
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the HPL being more rigid compared to the ssDNA. In case of densities, the eight strands 

circumferential coated nanopores has smaller EPD compared with the four strands coated 

nanopore. Further, even in case of longitudinal comparative study between ssDNAs placed 1nm 

apart and the ssDNAs placed 2nm apart, it is observed that the EPD is smaller for the denser 

ssDNA coated nanopore placed 1nm apart. This leads to the conclusion that a prominent way to 

control the EPD obtained will be to have a more rigid coating (dsDNA, HPL, ssDNA) or have a 

higher density of coatings. The next set of results are to understand the effect of interaction 

potential between the t-DNA and the coatings, the type and density are kept constant for different 

systems considered. It is observed that a t-DNA with an attractive potential to the coatings takes 

a longer translocation time as compared to that with a neutral interaction potential. However, as 

the EPD increases or the E-field applied increases, the difference in velocity becomes negligible 

and both t-DNAs have almost equal velocities.  

The final section is an attempt to mimic the actual process by which selectivity can be 

imparted to the nanopores. The original process is that when a perfectly matched t-DNA 

translocates through the HPL coated nanopore, these coatings open up to hybridize with the 

translocating t-DNA. In case of a mismatch t-DNA, the coatings continue to remain as HPL, this 

results in the perfectly matched t-DNA translocating faster than the mismatched one. In our case, 

comparative study is carried between a t-DNA translocating in an HPL coated nanopore and the 

system in which this coated HPL opens up into ssDNA as the t-DNA translocates through bio-

functionalized nanopore. The results indicate that there is significant increase in velocity of the t-

DNA once the HPL opens up into the ssDNA as compared to the system in which the coatings 

continue to remain as HPL. These observations indicate that opening of HPL into the ssDNA 

facilitates the t-DNA translocation and thus helps imparting selectivity into the solid-state 

nanopore devices for DNA analysis. 
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CHAPTER 7 

FUTURE WORK 

 High speed DNA translocation in bare nanopore is a limitation for nanopore based DNA 

analysis. The dependence of t-DNA translocation velocity on the potential of the coatings at lower 

voltages suggests that this can be used to control speed of the translocation process. Coatings 

with different potential within the nanopores modulate the t-DNA translocation velocity. In this 

thesis we characterized the attractive and neutral potential of coatings, in future this study can be 

extended to coatings with repulsive potential or mixed potentials of coatings which will help us 

optimize the system and obtain ideal parameters for reducing the speed of translocation of t-DNA.  

 Nanopore based DNA analysis is a promising next generation sequencing tool. A key 

aspect to be studied for perfectly replicating the actual process of gene sequencing in bio-

functionalized nanopore is elaborated in this thesis. This last phase will involve characterizing the 

hybridization process with the interaction potential between the DNA and the HPL. This will help 

mimic the exact translocation process of the t-DNA in the bio-functionalized nanopore with the 

coatings opening up and hybridizing with the t-DNA as it is sufficiently close to them. This 

suggests that the parameters needed for obtaining the property-function relationship can be used 

for the optimal designs of the lab-on-chip DNA diagnostic devices. The targeted application 

schematics are shown in the Fig. 7.1. The understanding of this system could then be integrated 

with the real solid-state nanopore devices and bring us more close in achieving the ultimate goal 

of genome sequencing within $1000. 
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 A major limitation of these bio-functionalized nanopores for gene sequencing is that once 

the coated HPLs open up for hybridizing with the perfectly matched t-DNA they do not form the 

HPL again. This means that the nanopore can be used only once. This limitation can be 

overcome, if by using molecular dynamics we can determine the conditions in which the ssDNA 

(opened HPL) can be made to form an HPL (original HPL) again within the nanopore.  

 Furthermore, similar concept can be extended to other biological system and similar 

functionalization schemes can be used for a variety of ligand-receptor combinations of significant 

importance. The solid-state functionalized nanopore can serve as next generation of sequencing 

tools, with the pore functionalized with specific probe can be used as detector for specific 

nucleotide(s)/biomarkers. 87, 167-169 

 

 

A 

B 

C 

Figure 7.1. Targeted applications for bio-functionalized nanopore based DNA analysis, the 
serial arrangement (A) of bio-functionalized nanopores (B) while consists of the parallel 

arrangement (C). The analysis will be done with electrophoresis translocation of the DNA 
through the coated nanopores. 
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PROCEDURE AND SCRIPTS 
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All the files (mentioned below) are obtained using Matlab scripts but only the scripts to obtain the 
coordinate (pdb or gro) file is mentioned in this appendix. 
 
File Types: 

• .gro File: Files with the gro file extension contain information of molecular structure, like 

atom name, atom number, position, velocity and so on, in a fixed-column file format. 

• .pdb File: Files with the pdb extension are molecular structure files in the protein 

databank file format, which describes the positions of atoms in a molecular structure. 

• .itp File: Files with the itp extension define the topology for a single specific molecule 

type. The topology contains a complete description of all the interactions within and 

between atoms/particles in the system. 

• .ndx File: A ndx file is an index file, which is required only when special groups are 

required. Deafult index groups include entire system, 9 groups for proteins, and one for 

every other residue name. 

• .top File: The top file extension stands for topology, which contains a complete 

description of all the interactions within and between atoms/particles in the system. 

Procedure to obtain CG model of “ssDNA within a nanopore” 

1. Use Script-1, to obtain the gro file for ssDNA which is straight in length and minimize this 

structure to obtain the ssDNA with the helical nature, using the itp file and top file with 

correct parameters. 

2. Use Script-2, to obtain the gro file for the nanopore with sufficient radius and length. 

3. Load the two files and place the DNA in the center of the nanopore using VMDs tcl 

scripting. 

4. Shift this whole system into the positive quadrant, keeping in mind the PBC conditions. 

Save the new set of coordinates which will give a pdb file since VMD is used.  

5. Convert these ssDNA.pdb and pore.pdb files into separate gro files using Script-4 and 

Script-5 respectively. Recombine the file latter. 
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6. This should give a system coordinate file with ssDNA placed in the center of the 

nanopore. 

7. Obtain the other required files for running the simulation. 

8. Run the simulation in Gromacs to understand DNA translocation in a bare nanopore 

using a Coarse Grained Model. 

The scripts to obtain pdb (coordinate) file of the nanopore, the two-site DNA strand, the three-site 

DNA strand, script for conversion of pdb to gro for ssDNA and script for conversion of pdb to gro 

for nanopore are enclosed in this section. 

1. Two-site DNA model: 
 
% Code to built Coarse Grained Two-site DNA by Abhi jit Ramachandran.  
  
clc; 
  
clear all ; 
  
fprintf( '\n\nThis code by Abhijit Ramachandran is to built a coarse 
grained two-site single strand of DNA\n' ); 
i=1; 
j=1; 
x1=1.5; 
for  varib =j:1:30 
    x(i)=x1; 
    x1=x1+0.5 
    i=i+1; 
end  
  
% Reinitialization for Output  
Abhijit=20;         
j=1;     
k=4; 
i=1; 
z=0; 
y=0; 
y1=0.5; 
% writing outputs in gromacs file format  
  
file_2 = fopen( 'TwoSiteDNA.txt' , 'w' ); 
fprintf(file_2, 'Abhijit coordinate generation code used\n' ); 
fprintf(file_2, '  %3i\n' ,Abhijit); 
  
for  vari = j:1:Abhijit 
%     if ((vari > 0 && vari < 10))  
    fprintf(file_2, '  1plan1  P%1i   %4d 
%8.3f%8.3f%8.3f\n' ,k,k,x(i),y,z); 
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    k=k+1; 
    fprintf(file_2, '  1plan1  P%1i   %4d 
%8.3f%8.3f%8.3f\n' ,k,k,x(i),y1,z); 
     
    k=k+1; 
    i=i+1; 
end  
     
fprintf(file_2, '2.50000  2.7800  2.0000' ); 
 

2. Coarse Grained Nanopore: 
 
% Code to built Coarse Grained Pore by Abhijit Rama chandran.  
  
clc; 
  
clear all ; 
  
fprintf( '\n\nThis code by Abhijit Ramachandran is to built a coarse 
grained cylindrical pore\n' ); 
  
% %input from the user  
% radius = input('\nRadius of the cylindrical pore,  kindly input an 
integer value: ');  
% length = input('\nLength of the cylindrical pore,  kindly input an 
even integer value: ');  
% bondlength = input('\nBond Length for the cylindr ical pore in unit 
nm; default is 0.523 which is perfect so kindly put  that if not sure: 
');  
  
%file_2 = fopen('HPL_6sd.txt','w'); %Output filenam es depending on the 
case  
file_2 = fopen( 'St_1nm_8sd.txt' , 'w' ); 
%file_2 = fopen('St_2nm_8sd.txt','w');  
  
%Initialization  
rho = radius; 
i=1; 
l = 2*pi; %total angle of a circle  
ll=length/2; 
bl = bondlength;  
arcl = bl/rho; %arc length for uniform placement of atoms on the c irlce  
     
    %Extended circle to form a cylinder in Z  
    for  z=-ll:bl:ll 
         
        %X Y - circle  
        for  theta=0:arcl:l 
            [X,Y,Z] = pol2cart(theta,rho,z); 
            cartcoordx(i) = X; 
            cartcoordy(i) = Y; 
            cartcoordz(i) = Z; 
            i=i+1; 
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        end           
         
    end  
     
% column to row conversion  
xf = cartcoordx'; 
yf = cartcoordy'; 
zf = cartcoordz'; 
  
% Reinitialization for Output  
Abhijit=i-1;         
j=1;     
k=1; 
i=1; 
  
% writing outputs in gromacs file format  
%file_2 = fopen('TwoSiteDNA.txt','w');  
fprintf(file_2, 'Abhijit coordinate generation code used\n' ); 
fprintf(file_2, '  %3i\n' ,Abhijit); 
  
for  vari = j:1:Abhijit   
    if  ((vari > 0 && vari < 10)) 
    fprintf(file_2, '  1plan1  P%1i   
%5d%8.3f%8.3f%8.3f\n' ,k,k,xf(i),yf(i),zf(i));  
    elseif  (vari > 9 && vari < 100) 
    fprintf(file_2, '  1plan1  P%2i  
%5d%8.3f%8.3f%8.3f\n' ,k,k,xf(i),yf(i),zf(i));  
    elseif  (vari > 99 && vari < 1000) 
    fprintf(file_2, '  1plan1  P%3i 
%5d%8.3f%8.3f%8.3f\n' ,k,k,xf(i),yf(i),zf(i));  
    else  
    fprintf(file_2, '  1plan1  
P%4i%5d%8.3f%8.3f%8.3f\n' ,k,k,xf(i),yf(i),zf(i));  
    end  
  %General GRO format 1WATER  OW1    1   0.126   1.62 4   1.679  
    k=k+1; 
    i=i+1; 
end  
  
fprintf(file_2, '2.50000  2.7800  2.0000' ); 
  

3. Three-site DNA model: 
 
% Code to built Coarse Grained Three-site DNA by Ab hijit Ramachandran. 

% Script for getting the coarse grain coordiante st ructures  
% Code is Built by Abhijit Ramachandran  
% Contact: abhijit.ramachandran@mavs.uta.edu  
  
clc; 
clear all ; 
%__________________________________________________ ___________________  
  
%------Specify First Coordinates for sugar, phospha te & BASE ---------  
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%------Also the number of base pairs to be generate d------------------  
  
fprintf( '\n\nThis code is limited by 33 base-pairs\n' ); 
Nb = input( '\nCoarseGrain PDB file is to be built for how many  base-
pairs, multiple of 3 needed: ' ); 
  
Xb = 1.472; 
Yb = 1.243; 
Zb = 1.119; 
  
Xs = 1.063; 
Ys = 2.054; 
Zs = 1.005; 
  
Xp = 1.237; 
Yp = 2.657; 
Zp = 0.872; 
  
% ___________________________________________SUGAR_ ____________________  
  
i=1; 
j=1; 
L=Nb; 
  
  
X = Xs; 
Y = Ys; 
Z = Zs; 
  
[THETA,RHO,Z] = cart2pol(X,Y,Z); 
  
theta1 = THETA; 
rho1 = RHO; 
z1 = Z; 
  
for  vari = j:1:L 
     
[X,Y,Z] = pol2cart(theta1,rho1,z1); 
  
cartcoordx1(i) = X; 
cartcoordy1(i) = Y; 
cartcoordz1(i) = Z; 
  
% while i == 99  
%     break;  
% end  
  
i = i+1; 
%m = length(cartcoordx)  
theta1 = theta1 + 0.6283; %Conversion of Theta increment in radians  
z1 = z1+3.38; 
  
end  
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xs = cartcoordx1'; 
ys = cartcoordy1'; 
zs = cartcoordz1'; 
%-------------------------------------------------- -------------------  
%___________________________________PHOSPHATE______ ____________________  
  
X = Xp; 
Y = Yp; 
Z = Zp; 
  
i=1; 
  
[THETA,RHO,Z] = cart2pol(X,Y,Z); 
  
theta2 = THETA; 
rho2 = RHO; 
z2 = Z; 
  
for  vari = j:1:L 
     
[X,Y,Z] = pol2cart(theta2,rho2,z2); 
  
cartcoordx2(i) = X; 
cartcoordy2(i) = Y; 
cartcoordz2(i) = Z; 
  
i = i+1; 
  
theta2 = theta2 + 0.6283; %Conversion of Theta increment in radians  
z2 = z2+3.38; 
  
end  
  
xp = cartcoordx2'; 
yp = cartcoordy2'; 
zp = cartcoordz2'; 
  
%-------------------------------------------------- --------------------  
% Code is Built by Abhijit Ramachandran  
% Contact: abhijit.ramachandran@mavs.uta.edu  
%_______________________________________BASE_______ ___________________  
  
X = Xb; 
Y = Yb; 
Z = Zb; 
i=1; 
  
[THETA,RHO,Z] = cart2pol(X,Y,Z); 
  
theta3 = THETA; 
rho3 = RHO; 
z3 = Z; 
  
for  vari = j:1:L 
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[X,Y,Z] = pol2cart(theta3,rho3,z3); 
  
cartcoordx3(i) = X; 
cartcoordy3(i) = Y; 
cartcoordz3(i) = Z; 
  
i = i+1; 
  
theta3 = theta3 + 0.6283; %Conversion of Theta increment in radians  
z3 = z3+3.38; 
  
end  
  
xb = cartcoordx3'; 
yb = cartcoordy3'; 
zb = cartcoordz3'; 
  
%-------------------------------------------------- -------------------  
%__________________________________PRINT___________ ___________________  
  
  
file_2 = fopen( 'CG_dsdna_33bp.pdb' , 'w' ); 
i = 1; 
k=1; 
  
for  vari = j:1:L 
  
    fprintf(file_2, 'ATOM    %3.0i AD1  ADE A%3.0i     %8.3f%8.3f%8.3f  
1.00  1.00      ADNA\n' ,k,i,xb(i),yb(i),zb(i)); 
    k=k+1; 
     
    fprintf(file_2, 'ATOM    %3.0i S%2.0i  SUG A%3.0i     
%8.3f%8.3f%8.3f  1.00  1.00      ADNA\n' ,k,i,i,xs(i),ys(i),zs(i)); 
    k=k+1; 
     
    fprintf(file_2, 'ATOM    %3.0i P%2.0i  PHO A%3.0i     
%8.3f%8.3f%8.3f  1.00  1.00      ADNA\n' ,k,i,i,xp(i),yp(i),zp(i)); 
    k=k+1; 
    Abhijit=i; 
    i=i+1; 
end  
%____________________________________________END___ ___________________  
  
  
% Code is Built by Abhijit Ramachandran  
% Contact: abhijit.ramachandran@mavs.uta.edu  
  
%________________________________________STRAND TWO __________________  
  
  
  
%_____________________________________________SUGAR __________________  
LL=L+1; 
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i=501; 
j=1; 
  
X = Xs; 
Y = -Ys; 
Z = -Zs; 
  
[THETA,RHO,Z] = cart2pol(X,Y,Z); 
  
theta1 = THETA; 
rho1 = RHO; 
z1 = Z; 
  
for  vari = j:1:LL 
     
[X,Y,Z] = pol2cart(theta1,rho1,z1); 
  
cartcoordx1(i) = X; 
cartcoordy1(i) = Y; 
cartcoordz1(i) = Z; 
  
i = i+1; 
  
theta1 = theta1 + 0.6283; %Conversion of Theta increment in radians  
z1 = z1+3.38; 
  
end  
  
xs = cartcoordx1'; 
ys = cartcoordy1'; 
zs = cartcoordz1'; 
%-------------------------------------------------- --------------------
----  
%_____________________________________PHOSPHATE____ ____________________
____  
  
X = Xp; 
Y = -Yp; 
Z = -Zp; 
  
i=501; 
  
[THETA,RHO,Z] = cart2pol(X,Y,Z); 
  
theta2 = THETA; 
rho2 = RHO; 
z2 = Z; 
  
for  vari = j:1:LL 
     
[X,Y,Z] = pol2cart(theta2,rho2,z2); 
  
cartcoordx2(i) = X; 
cartcoordy2(i) = Y; 
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cartcoordz2(i) = Z; 
  
i = i+1; 
  
theta2 = theta2 + 0.6283; %Conversion of Theta increment in radians  
z2 = z2+3.38; 
  
end  
  
xp = cartcoordx2'; 
yp = cartcoordy2'; 
zp = cartcoordz2'; 
  
%-------------------------------------------------- --------------------
----  
% Code is Built by Abhijit Ramachandran  
% Contact: abhijit.ramachandran@mavs.uta.edu  
%_______________________________________BASE_______ ____________________
____  
  
  
X = Xb; 
Y = -Yb; 
Z = -Zb; 
  
i=501; 
  
[THETA,RHO,Z] = cart2pol(X,Y,Z); 
  
theta3 = THETA; 
rho3 = RHO; 
z3 = Z; 
  
for  vari = j:1:LL 
     
[X,Y,Z] = pol2cart(theta3,rho3,z3); 
  
cartcoordx3(i) = X; 
cartcoordy3(i) = Y; 
cartcoordz3(i) = Z; 
  
i = i+1; 
  
theta3 = theta3 + 0.6283; %Conversion of Theta increment in radians  
z3 = z3+3.38; 
  
end  
  
xb = cartcoordx3'; 
yb = cartcoordy3'; 
zb = cartcoordz3'; 
  
%-------------------------------------------------- --------------------
----  
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% Code is Built by Abhijit Ramachandran  
% Contact: abhijit.ramachandran@mavs.uta.edu  
%_______________________________________PRINT______ ____________________
____  
  
  
i = 501; 
k=501; 
  
for  vari = j:1:L 
    
     fprintf(file_2, 'ATOM    %3.0i AD1  ADE B%3.0i     %8.3f%8.3f%8.3f  
1.00  1.00      BDNA\n' ,k,i,xb(i+1),yb(i+1),zb(i+1)); 
    k=k+1; 
     
    fprintf(file_2, 'ATOM    %3.0i S%2.0i  SUG B%3.0i     
%8.3f%8.3f%8.3f  1.00  1.00      
BDNA\n' ,k,Abhijit,i,xs(i+1),ys(i+1),zs(i+1)); 
    k=k+1; 
     
    fprintf(file_2, 'ATOM    %3.0i P%2.0i  PHO B%3.0i     
%8.3f%8.3f%8.3f  1.00  1.00      
BDNA\n' ,k,Abhijit,i,xp(i+1),yp(i+1),zp(i+1)); 
    k=k+1; 
    Abhijit=Abhijit+1; 
    i=i+1; 
     
end  
  
fprintf( '\nThe CoarseGrain PDB file of %4.0f base-pairs is successfully 
completed \n' ,Nb); 
fprintf( '\nI, Abhijit Ramachandran is Glad that this code w orked for 
you\n\n' ); 
  
% Code is Built by Abhijit Ramachandran  
% Contact: abhijit.ramachandran@mavs.uta.edu  
 

4. PDB to Gromacs file conversion script (e.g. ssDNA) 
 
% Script to convert PDB to GRO file, by Abhijit Ram achandran  
%This code has a small error, since there are multi ple statements to be  
%printed within the if loop, it might be that the n umber exceeds in the  
%second print out line, so kindly sheck the output for such an error, 
it  
%should only be at 2 places numbered 10 and 100 in the output Names  
  
clear all ;  
clc;  
  
%Reading the pdb file named strand2.txt in this cas e.  
[index, id, name, grp, tp, resid, x1, y1, z1, beta,  occ] = 
textread( '1.txt' , '%s %d %s %s %s %d %f %f %f %f %f' , 9999);  
  %ATOM  15 N760 plan1 X 01    -16.761   0.000   0.00 0  0.00  0.00  
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%An output file is selected  
file_2 = fopen( 'cg_dna30A.txt' , 'w' );  
  
%Initialization  
k=1;  
length=length(x1);  
abhijit=length-1;  
strands=length/43;  
bases=20;  
begin=1681;  
begin=1; %This is used only for veriyinf the output  
j=1;  
i=1;  
  
x=x1/10;  
y=y1/10;  
z=z1/10;  
  
%Writing the GRO file.  
fprintf(file_2, 'MD coordinate generation\n' ); %First Line  
fprintf(file_2, '  1408\n' ); %Second Line  
  
for  vari = k:1:strands  
    if  ((j > 0 && j < 10))  
        fprintf(file_2, '  2TET    C%1i   
%5d%8.3f%8.3f%8.3f\n' ,j,begin,x(i),y(i),z(i));  
        j=j+1;  
        i=i+1;  
        begin=begin+1;  
        fprintf(file_2, '  2TET    P%1i   
%5d%8.3f%8.3f%8.3f\n' ,j,begin,x(i),y(i),z(i));  
        j=j+1;  
        i=i+1;  
        begin=begin+1;  
        fprintf(file_2, '  2TET    P%1i   
%5d%8.3f%8.3f%8.3f\n' ,j,begin,x(i),y(i),z(i));  
        j=j+1;  
        i=i+1;  
        begin=begin+1;  
    elseif  (j > 9 && j < 100)  
        fprintf(file_2, '  2TET    C%2i  
%5d%8.3f%8.3f%8.3f\n' ,j,begin,x(i),y(i),z(i));  
        j=j+1;  
        i=i+1;  
        begin=begin+1;  
        fprintf(file_2, '  2TET    P%2i  
%5d%8.3f%8.3f%8.3f\n' ,j,begin,x(i),y(i),z(i));  
        j=j+1;  
        i=i+1;  
        begin=begin+1;  
        fprintf(file_2, '  2TET    P%2i  
%5d%8.3f%8.3f%8.3f\n' ,j,begin,x(i),y(i),z(i));  
        j=j+1;  
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        i=i+1;  
        begin=begin+1;  
    elseif  (j > 99 && j < 1000)  
        fprintf(file_2, '  2TET    C%3i 
%5d%8.3f%8.3f%8.3f\n' ,j,begin,x(i),y(i),z(i));  
        j=j+1;  
        i=i+1;  
        begin=begin+1;  
        fprintf(file_2, '  2TET    P%3i 
%5d%8.3f%8.3f%8.3f\n' ,j,begin,x(i),y(i),z(i));  
        j=j+1;  
        i=i+1;  
        begin=begin+1;  
        fprintf(file_2, '  2TET    P%3i 
%5d%8.3f%8.3f%8.3f\n' ,j,begin,x(i),y(i),z(i));  
        j=j+1;  
        i=i+1;  
        begin=begin+1;  
     else  
        fprintf(file_2, '  2TET    
C%4i%5d%8.3f%8.3f%8.3f\n' ,j,begin,x(i),y(i),z(i));  
        j=j+1;  
        i=i+1;  
        begin=begin+1;  
        fprintf(file_2, '  2TET    
P%4i%5d%8.3f%8.3f%8.3f\n' ,j,begin,x(i),y(i),z(i));  
        j=j+1;  
        i=i+1;  
        begin=begin+1;  
        fprintf(file_2, '  2TET    
P%4i%5d%8.3f%8.3f%8.3f\n' ,j,begin,x(i),y(i),z(i));  
        j=j+1;  
        i=i+1;  
        begin=begin+1;  
    end  
end  
  
%PArt 2  
ending=bases*strands;  
j=1;  
for  vari = k:1:ending  
     
        if  ((j > 0 && j < 10))  
        fprintf(file_2, '  2TET    Q%1i   
%5d%8.3f%8.3f%8.3f\n' ,j,begin,x(i),y(i),z(i));  
        j=j+1;  
        i=i+1;  
        begin=begin+1;  
         
        fprintf(file_2, '  2TET    N%1i   
%5d%8.3f%8.3f%8.3f\n' ,j,begin,x(i),y(i),z(i));  
        j=j+1;  
        i=i+1;  
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        begin=begin+1;  
        elseif  (j > 9 && j < 100)  
        fprintf(file_2, '  2TET    Q%2i  
%5d%8.3f%8.3f%8.3f\n' ,j,begin,x(i),y(i),z(i));  
        j=j+1;  
        i=i+1;  
        begin=begin+1;  
         
        fprintf(file_2, '  2TET    N%2i  
%5d%8.3f%8.3f%8.3f\n' ,j,begin,x(i),y(i),z(i));  
        j=j+1;  
        i=i+1;  
        begin=begin+1;  
         
        elseif  (j > 99 && j < 1000)  
         
        fprintf(file_2, '  2TET    Q%3i 
%5d%8.3f%8.3f%8.3f\n' ,j,begin,x(i),y(i),z(i));  
        i=i+1;  
        j=j+1;  
        begin=begin+1;  
  
        fprintf(file_2, '  2TET    N%3i 
%5d%8.3f%8.3f%8.3f\n' ,j,begin,x(i),y(i),z(i));  
        j=j+1;  
        i=i+1;  
        begin=begin+1;  
             
        else  
        fprintf(file_2, '  2TET    
Q%4i%5d%8.3f%8.3f%8.3f\n' ,j,begin,x(i),y(i),z(i));  
        i=i+1;  
        j=j+1;  
        begin=begin+1;  
  
        fprintf(file_2, '  2TET    
N%4i%5d%8.3f%8.3f%8.3f\n' ,j,begin,x(i),y(i),z(i));  
  
        j=j+1;  
        i=i+1;  
        begin=begin+1;  
        end  
end  
  
fprintf(file_2, '10.00000  10.0000  10.0000' ); %lastline  

 
5. PDB to Gromacs file conversion script (e.g. cylindrical pore) 

 
 
% Script to convert PDB to GRO file, by Abhijit Ram achandran.  
  
clear all ; 
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clc; 
  
%Delete the first line of the pdb file and the last  line. 
%Reading the pdb file named strand2.txt in this cas e.  
[index, id, name, grp, tp, resid, x1, y1, z1, beta,  occ] = 
textread( 'pore.pdb' , '%s %d %s %s %s %d %f %f %f %f %f' , 9999); 
  
%Beware for the X, in some pdb files it is not pres ent.  
%ATOM    310 OT31 TRL X   1      20.159   9.066   3 .457  1.00  0.00   
  
file_2 = fopen( 'PoreCylindrica.txt' , 'w' ); %An output file is selected  
  
%Initialization  
k=1; 
abhijit=length(index); 
  
x=x1/10; 
y=y1/10; 
z=z1/10; 
  
%Writing the GRO file.  
  
j=1; %just an increment variable  
  
%write the GRO file complete  
  
  
fprintf(file_2, 'Abhijit coordinate generation code used\n' ); %First Line  
fprintf(file_2, '  880\n' ); %Second Line  
  
for  vari = k:1:abhijit  
    if  ((vari > 0 && vari < 10)) 
    fprintf(file_2, '  1plan1  P%1i   
%5d%8.3f%8.3f%8.3f\n' ,j,j,x(j),y(j),z(j));  
    elseif  (vari > 9 && vari < 100) 
    fprintf(file_2, '  1plan1  P%2i  
%5d%8.3f%8.3f%8.3f\n' ,j,j,x(j),y(j),z(j));  
    elseif  (vari > 99 && vari < 1000) 
    fprintf(file_2, '  1plan1  P%3i 
%5d%8.3f%8.3f%8.3f\n' ,j,j,x(j),y(j),z(j));  
    else  
    fprintf(file_2, '  1plan1  
P%4i%5d%8.3f%8.3f%8.3f\n' ,j,j,x(j),y(j),z(j));  
    end  
    j=j+1; 
end  
  
fprintf(file_2, '2.50000  2.7800  2.0000' );
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