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ABSTRACT

DYNAMIC SCENE INTERPRETATION AND UNDERSTANDING FROM TWO VIEWS

Ninad Shashikant Thakoor, Ph.D.
The University of Texas at Arlington, 2009

Supervising Professor: Jean Gao
Co-Supervising Professor: Venkat Devarajan

Interpretation of a static or dynamic scene starts by segmenting the scene followed by recognition. Our work concentrates on the general problem of segmenting and recognizing animate and inanimate objects in a scene captured from two different views. The two views here refer to either a pair of frames captured by a stereo camera or two frames (with spatial overlap) captured with a moving camera.

The work described in the dissertation starts with an iterative split-and-merge framework for segmentation of an unknown number of objects captured with stereo camera. The disparity of a scene is modeled by approximating various surfaces in the scene to be planar. In the split phase, the number of planar surfaces along with the underlying plane parameters is assumed to be known from the initialization or from the previous merge phase. Based on these parameters, planar surfaces in the disparity image are labeled to minimize the residuals between the actual disparity and the modeled disparity. The labeled planar surfaces are separated into spatially continuous regions which are treated as candidates for the merging that follows. The
regions are merged together under a maximum variance constraint while maximizing the merged area. A multi-stage branch-and-bound algorithm is proposed to carry out this optimization efficiently.

For moving objects, a framework is proposed for two-view multiple structure-and-motion segmentation. This segmentation problem has three unknowns namely the memberships, corresponding fundamental matrices and the number of objects. To handle this otherwise recursive problem, hypotheses for fundamental matrices are generated through local sampling. Once the hypotheses are available, a combinatorial selection problem is formulated to optimize a model selection cost which takes into account the hypotheses likelihoods and the model complexity. An explicit model for the outliers is also added for a robust model selection. The model selection cost is minimized through a branch-and-bound procedure.

Followed by segmentation, object recognition was applied to understand the scene. The segmented objects lack exact boundaries; thus shape based recognition or classification will not perform well. We follow a more general approach of visual object recognition instead. Visual object recognition relies on spatial image features to identify the objects. The state of the art visual object recognition approaches use a visual bag-of-words to represent images. Bag-of-features is an orderless collection of invariantly detectable image patches. The approach discards spatial relationships between these patches and, gives objects, their context and the background clutter equal importance. In a modification to the original visual bag-of-words, separate representations for positively and negatively relevant image patches are formed. Improvements in the classification accuracies due to the separation are demonstrated through experimentation.
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CHAPTER 1

INTRODUCTION

Scene interpretation and understanding is at the heart of many computer vision applications such as video surveillance, video retrieval, navigation of mobile robots, intelligent environments and assistance technologies for visually impaired or elderly. This dissertation addresses key problems in the area of scene interpretation and understanding. In this chapter, a literature survey of the various topics related to our research is provided. The most recent work is identified for each of these topics. Additional references under each of the topics are provided in the later chapters when these topics are discussed in greater detail.

1.1 Segmenting Scene with Stereo Disparity

Planar surfaces are abundant in any manmade environment. For example, indoor images contain walls, floors, ceilings etc.; outdoor images contain sidewalks, roads, walls, roofs etc. Additionally, objects such as humans and vehicles can appear to be planar if they are observed from a distance. The ground plane is present in virtually every scene. Thus, segmentation of planar objects would greatly assist the automatic analysis of a dynamic or static scene and it can be carried out based on the depth information alone.

When an object is captured with a stereo camera, it appears shifted in one view compared to the another. This shift is known as disparity. In general, the disparity is inversely proportional to depth. The real time estimation of disparity for a stereo camera has become a reality due to the advances in general purpose
microprocessor and signal processor technology, which has resulted in higher data handling and computation speeds and better architectures allowing pipelining and parallel processing. Small vision system by SRI International [1], Stereo-on-a-Chip system by Videre design [2] and DeepSea system by TYZX [3] are a few examples of commercially available real time stereo systems that can be used as depth sensors. While stereo vision based depth sensors are less accurate than conventional depth sensors such as laser radars (LADARs) and structured light scanners, stereo holds advantages of being cheap, portable, flexible, passive, quick, and power efficient. Therefore computer vision systems are increasingly integrating stereo vision into their framework.

The depth segmentation problem has been extensively dealt with in the terms of the range image segmentation. However, due to the different modality of the depth estimates achieved through stereo, a different treatment of the disparity segmentation problem becomes necessary. The disparity based spatial segmentation in which depth values drive the spatial segmentation has been addressed by some researchers [4]. Disparity and motion information are also combined to carry out segmentation [5,6]. However, very limited work has been done in segmentation of disparity alone. The following paragraphs summarize these efforts.

Se and Brady [7] apply random sample consensus (RANSAC) to the disparity values to detect the ground plane in their stereo vision based algorithm. They assume that the ground plane is always visible and is the dominant plane in the image. The detected ground plane is then used to detect any small obstacles against it. Okada et al. [8] utilize randomized Hough transform to the Euclidean 3D data calculated from the stereo. The peak points in the Hough space are selected as the plane candidates. Finally, each image point is associated with a closest plane candidate. Trucco et al. [9] apply their method to the disparity of a weakly calibrated stereo.
For each image pixel, the plane parameters are calculated by least squares fitting on the disparity values of the local neighborhood. The planes are found by carrying out clustering in the plane parameter space. However, for the point on the boundary of the planes, the calculated parameters are inaccurate. This leads to inaccurate plane labels in these regions.

Wang and Wang [10] use a planar surface model very similar to [9], the only difference is that range values are used instead of disparity. A Bayesian framework is used to impose a prior on the spatial continuity of the planar surfaces with a Markov random field (MRF). The range images are known to be “clean”. Therefore, the improvement in the segmentation of range data due to the MRF formulation is not evident.

1.2 Segmenting Scene with Structure-and-Motion

The segmentation of structure-and-motion is a vital step towards interpretation of a dynamic scene. A typical dynamic scene structure includes multiple independently moving objects, which are being captured by a moving camera. Conventional approaches based on the frame difference [11, 12] or the 2-D flow based methods [13, 14] are restricted in segmenting such a scene. The frame difference based approaches are limited due to the need for camera motion compensation. The 2-D flow based approaches are limited by the typical affine camera model.

To address the problem in a better way, a comprehensive theory of structure-and-motion (SaM) estimation from perspective images has been developed by computer vision researchers over the years [15]. Analysis of dynamic scenes based on this theory, also known as multi-body structure-and-motion (MSaM) is now being extensively explored. A two-view MSaM segmentation problem starts with sparse image correspondences between two camera views and groups the correspondences with
same motion. Some of these correspondences are incorrect and should be treated as outliers. The two-view MSaM problem can be interpreted as a geometric problem [16] as well. However, its direct application to real world problems is limited as it does not account for the outliers. An interesting alternative is a clustering perspective. The two-view MSaM clustering is a chicken-and-egg problem. To segment the scene, one needs motion models for all the objects. To estimate the motion models of individual objects, one has to segment the objects first. To solve such a recursive problem, iterative techniques such as expectation maximization can be used [17]. However, results of expectation maximization can be guaranteed to be only locally optimal and hence depend on the initial motion models. An alternative to the iterative method is a sequential extraction strategy, where motion with largest number of matches, i.e. a dominant motion, is segmented and separated at a time until the entire scene is explained [18]. A limitation of such methods is that similar motions are often incorrectly segmented. The object encountered earlier in the search is assigned some fraction of other objects, which have similar motion.

To get out of the chicken-and-egg dilemma, some researchers have applied random sampling to generate multiple hypotheses for the motions in a scene [19,20]. For the image correspondences, which occupy the same spatial neighborhood, the motion is expected to be the same. This knowledge of spatial coherency helps in the selection of reliable hypotheses by local sampling of image correspondences through a RANSAC-like process. Once hypotheses are available through sampling, a suitable cost function can be optimized to achieve motion segmentation. Another important aspect of clustering is the number of clusters. While most of the clustering techniques assume that the number of clusters is known, such assumption is invalid for the segmentation of a dynamic scene. Typically, clustering is carried out for a varying number of clusters and, the best according to a certain criterion is selected.
1.3 Visual Object Recognition

Object recognition is a classic problem in image processing and computer vision. Among others, object recognition based on shape is widely used [21–24]. A shape can be represented either by its contour or by its region [25, 26]. Curvature, chain codes, Fourier descriptors, etc. are contour based descriptors while medial axis transform, Zernike moments, etc. are region-based features. Contour based descriptors are used as they preserve the local information that is important in classification of complex shapes. However, medial axis or skeleton based descriptors such as shock graphs [23, 24] and bone graphs [27] are popular in vision community as well. The skeleton based descriptions preserve structural information for each part of the shape with relation to the others. Thus, in case of articulation, viewpoint change and, partial occlusion, skeleton based approaches are more successful. However, almost all shape based approaches require the extraction of exact boundaries of an object in a scene, which still remains a challenging problem.

An alternative to the shape based object classification is visual object recognition [28–32]. Visual object recognition relies on the visual appearance of an object for recognition and, works directly with the image representation of an object. In these approaches, invariant spatial features are first extracted from the image of the object. A similarity measure based on example objects or a classifier is then used to recognize the object. The most popular approach to visual object recognition is the visual bag-of-words. In the visual bag-of-words approach, each image is represented as a histogram of quantized image features. The approach discards all the spatial information about the features, which simplifies the recognition framework. However, the approach gains invariance to object viewpoint by doing this.
1.4 Problems and Organization

This dissertation makes contributions to the above areas, which are key to scene interpretation and understanding. The specific problems addressed are:

1. Segmenting a dynamic scene captured by a stereo camera by detecting an unknown number of planar surfaces from stereo disparity.
2. Interpreting a dynamic scene captured by a moving camera by segmenting an unknown number of objects from sparse image correspondences.
3. Improving visual bag-of-words approach by reintroducing spatial information the while maintaining the simplicity of the approach.

This dissertation is organized as follows: Chapter 2 presents multi-stage merging for stereo disparity segmentation. Chapter 3 discusses structure-and-motion segmentation with multi-hypotheses clustering. Chapter 4 analyzes the computational complexity for the branch-and-bound clustering algorithm proposed in chapter 3. Chapter 5 presents the proposed two-step visual object recognition scheme. The dissertation concludes in chapter 6 with suggestions for future work.
CHAPTER 2
STEREO DISPARITY SEGMENTATION

2.1 Introduction

The ubiquitous nature of planar surfaces in indoor as well as outdoor environments has driven the research related to their detection and segmentation. For example, indoor images contain walls, floors, ceilings, etc.; outdoor images can contain the ground, sidewalks, roads, walls, roofs, etc. Additionally, objects, such as humans and vehicles, can appear to be planar if they are observed from a distance. The presence of planar surfaces can ease various tasks such as mobile navigation [33,34], scene structure segmentation [35], and camera self-calibration [36]. To mention a few approaches, the planar surface detection can be carried out with sparse image features [37,38], optical flow vectors [39], 3D range data [10,40], or stereo disparity [8,9].

The disparity based planar surface segmentation problem can be formulated as a clustering problem similar to [9] or [10], where the number of clusters is known in advance. However, this formulation of little use to interpret scenes, for which the number of objects is unknown. An interesting alternative formulation for clustering is provided by Veeman et al. [41,42] known as maximum variance clustering that automatically chooses the number of clusters. According to [42], objective clustering requires scale information, which can be provided by maximum allowable cluster variance. Region growing and split-and-merge algorithms also rely on the maximum variance criterion. Our method adapts the maximum variance criterion in a split-and-merge clustering framework and selects the number of planar surfaces au-
automatically as a byproduct of the merging process. The split-and-merge or region growing algorithms generally start from seed regions and result in a different segmentation if the seed regions are changed. To remove the suboptimality in the merging, we apply a branch-and-bound algorithm.

A branch-and-bound approach [43] to the global optimization splits the optimization problem into smaller subproblems. For these subproblems, upper and/or lower bounds of a cost function are estimated. These bounds are used to eliminate the subproblems that would not lead to an optimal solution. The subproblems that survive are further divided and the bound calculation is continued until all the subproblems are explored. The branch-and-bound procedures are applied in diverse areas such as optimal feature subset selection [43–45], image registration [46], rate-distortion based coding [47], job scheduling [48, 49] and clustering [43, 44, 50]. However, similar to other clustering formulations, the conventional branch-and-bound formulation needs the number of clusters to be known.

In this chapter, a multi-stage branch-and-bound procedure for a variable number of clusters is proposed as a part of an iterative split-and-merge algorithm for the planar surface segmentation from the disparity. An overview of the proposed approach is as follows: an initial labeling of the disparity image is carried with conventional k-means clustering. The initial labeling is then split to form spatially continuous regions. These regions are merged using the multi-stage branch-and-bound merging. The proposed algorithm extracts a single planar surface at a time by maximizing the area of the surface under the constraint that the variance of each merged area has to be less than a fixed value. The merging process is repeated until all the regions are merged to form the planar surfaces. The number of merging stages gives the number of planar surfaces present in the image. With the updated number of planar surfaces and parameters, the split-and-merge is repeated until convergence.
or, until visually acceptable segmentation is attained. Our preliminary work based on this idea appeared in [51]. The work presented in this chapter was published in [52].

The rest of the chapter is organized as follows: section 2.2 states the problem to be solved. The split-and-merge paradigm utilized is illustrated in section 2.3. The proposed branch-and-bound algorithm is formulated in section 2.4. Section 2.5 presents the experimental results for a variety of stereo images.

2.2 Stereo Disparity Segmentation Problem

When an object is captured from two different cameras, similar to the motion parallax effect, it appears to have shifted in the two views. This shift is known as the stereo disparity. The disparity is inversely proportional to the distance of the object from the camera. A simplified geometric model of the stereo imaging process is shown in figure 2.1.

![Figure 2.1. Geometry of a plane observed through a stereo camera.](image-url)
An object point $P(X, Y, Z)$, which lies on a plane in a scene of interest, with normal $\mathbf{n} = [\pi_a \, \pi_b \, \pi_c]^T$ is being observed by a stereo camera. The point $P$ is in the plane decided by the following equation \cite{15}

$$\pi_a X + \pi_b Y + \pi_c Z + \pi_d = 0. \quad (2.1)$$

Here $\pi_d$ is a constant such that $\pi_d/\|\mathbf{n}\|$ is the distance of the plane from the origin. Image of this object point is formed at the image pixel location $(x_L, y_L)$ in the left camera and $(x_R, y_R)$ in the right camera. Exploiting similarity of the triangles in the stereo camera model,

$$x_L = \frac{f \cdot X}{Z}, \quad y_L = \frac{f \cdot Y}{Z}, \quad d = |x_L - x_R| = \frac{f \cdot b}{Z}, \quad (2.2)$$

where $d$ is the disparity, $b$ is the distance between the two cameras also known as the stereo baseline and $f$ is the focal length of the camera. After inserting (2.2) in (2.1) and redefining the constants, we have:

$$d = ax + by + c, \quad (2.3)$$

where $(a, b, c)$ are plane parameters in the disparity space. Note that the subscripts representing a camera are dropped for simplicity. Thus, the planar surfaces can be segmented by carrying out clustering in the $(a, b, c)$ space. Before formulating the clustering algorithm in the next section, the problem is defined in the rest of this section.
Let $S$ denote the pixel lattice of size $M$, where the disparity image $D = \begin{bmatrix} d_1 & d_2 & \ldots & d_M \end{bmatrix}^T$ is being observed. There are $N$ planes in the image $\{P_1, P_2, \ldots, P_N\}$, such that $S = \bigcup_{k=1}^{N} P_k$. The corresponding label field is given by

$$F = [f_1 \ f_2 \ \ldots \ f_M]^T, \ f_i \in \mathcal{L},$$

where $\mathcal{L} = \{1, 2, \ldots, N\}$ is a set of possible plane labels. The disparity at a pixel $i \in S$ is thus given by:

$$d_i = \sum_{k=1}^{N} \{a_k x_i + b_k y_i + c_k\} h_{ki} + n_i.$$  \hfill (2.5)

Here, $(x_i, y_i)$ is the spatial location of the pixel $i$. $h_{ki}$ is an indicator function such that $h_{ki} = 1 \iff f_i = k$. The parameters $\theta_k = [a_k \ b_k \ c_k]^T$ are the coefficients of the equation of the plane $P_k$ in the disparity space. The observation is assumed to be corrupted by Gaussian noise $n_i$ with zero mean and standard deviation $\sigma_i$ to account for inaccuracies in estimation of disparity. Since the uncertainty in the disparity estimation can arise from the lack of texture, a measure that judges the “texturedness” of the local image can be used to initialize $\sigma_i$. Such measures include good features to track [53] and Harris corner detector [54]. To simplify the model, $\sigma_i$ is replaced by $\sigma$ for all $i$ making the noise independent and identically distributed (iid). Our goal is to find the number of planes $N$, the corresponding labeling $F$ and the parameters $\Theta = [\theta_1 \ \theta_2 \ \ldots \ \theta_N]$, given the disparity image $D$.

2.3 Segmentation Methodology

This section elaborates on the proposed method, which follows a split-and-merge paradigm. The splitting is accomplished with spatial continuity and the merg-
The following two subsections explain the split-and-merge steps of the algorithm.

2.3.1 Split

In the split step, it is assumed that the number of planar surfaces $N$ and the corresponding plane parameters $\Theta$ are known either due to their initialization or as a result of the multi-stage merge in the previous iteration. Given the parameters $\Theta$, the label field $F$ can be found as,

$$
\hat{F} = \arg \max_F \Pr(F|\Theta, D),
$$

$$
= \arg \max_F \Pr(D|F) \Pr(F). 
$$

With a noninformative prior for the label field, (2.6) reduces to a maximum likelihood estimate. The estimate for the label of each pixel can be computed as:

$$
\hat{f}_i = \arg \min_f \{ [d_i - (a_f x_i + b_f y_i + c_f)]^2 \}. 
$$

An estimate for the label field can thus be generated by minimizing the residuals between the actual disparity and the modeled disparity. The planar surfaces generated after the labeling are expected to be spatially continuous. As the optimization in (2.7) does not enforce spatial continuity, the label field generated is not necessarily spatially continuous. The label field $F$ is split into $N_s$ regions based on the spatial continuity criterion with connected component analysis.
The least square estimate for the plane parameters $\theta_k = [a_k \ b_k \ c_k]^T$ for the region $P_k$ can be calculated as,

$$
\begin{bmatrix}
  a_k \\
  b_k \\
  c_k
\end{bmatrix} = \begin{bmatrix}
  \phi^1_k & \phi^4_k & \phi^6_k \\
  \phi^4_k & \phi^2_k & \phi^5_k \\
  \phi^6_k & \phi^5_k & \phi^3_k
\end{bmatrix}^{-1} \begin{bmatrix}
  \phi^7_k \\
  \phi^8_k \\
  \phi^9_k
\end{bmatrix}.
$$

(2.8)

Here,

$$
\begin{align*}
\phi^1_k &= \sum_{i \in P_k} x_i^2, \\
\phi^2_k &= \sum_{i \in P_k} y_i^2, \\
\phi^3_k &= \sum_{i \in P_k} 1 = |P_k|, \\
\phi^4_k &= \sum_{i \in P_k} x_i y_i, \\
\phi^5_k &= \sum_{i \in P_k} y_i, \\
\phi^6_k &= \sum_{i \in P_k} x_i, \\
\phi^7_k &= \sum_{i \in P_k} x_i d_i, \\
\phi^8_k &= \sum_{i \in P_k} y_i d_i, \\
\phi^9_k &= \sum_{i \in P_k} d_i, \\
\phi^{10}_k &= \sum_{i \in P_k} d_i^2.
\end{align*}
$$

The corresponding sum of residuals for the region $P_k$ is given by,

$$
r^2_k = [\phi^{10}_k + a_k^2 \phi^1_k + b_k^2 \phi^2_k + c_k^2 \phi^3_k + 2a_k b_k \phi^4_k +
2b_k c_k \phi^5_k + 2a_k c_k \phi^6_k + 2a_k^2 \phi^7_k + 2b_k^2 \phi^8_k + 2c_k^2 \phi^9_k].
$$

(2.9)

In the merge phase, only the variables $\Phi_k$ and the sum of residuals $r^2_k$ defined here need to be dealt with, rather than the individual pixel values. This significantly reduces the computational burden in the merge phase.

2.3.2 Merge

In this section, the main contribution of this chapter, a multi-stage merging strategy, is proposed that can automatically detect the number of planar surfaces. At
each stage, a planar surface is extracted by merging regions $P_k$ under the constraint that the variance of the planar surface formed by merging $\eta^2$ is less than the maximum allowable variance $B$. According to the notion of maximum variance clustering, the value of $B$ is used to select the scale of segmentation and has to be provided by the user. Since the variance of a cluster is the result of the variations in the signal and the noise involved in the acquisition, the knowledge of both must be applied to select an appropriate value of $B$. The average residuals $\eta^2$, for the surface extracted at the $j^{th}$ stage $P_j$, can be calculated as,

$$\eta^2(P_j) = \frac{1}{|P_j|} \sum_{i \in P_j} ||d_i - (a_j x_i + b_j y_i + c_j)||^2 \leq B,$$

(2.10)

where $(a_j, b_j, c_j)$ can be computed from the $\phi_k$ values of the merged regions as,

$$\begin{bmatrix} a_j \\ b_j \\ c_j \end{bmatrix} = \begin{bmatrix} \sum \phi_k^4 \\ \sum \phi_k^2 \\ \sum \phi_k^6 \end{bmatrix}^{-1} \begin{bmatrix} \sum \phi_k^7 \\ \sum \phi_k^8 \\ \sum \phi_k^9 \end{bmatrix}.$$  

(2.11)

The summations in the above matrix equation are carried over $P_k \in P_j$. However, this constraint alone does not yield a unique solution. While obeying this constraint, the area of the extracted surface is maximized. The area criterion can be expressed in terms of the variable $\phi_k$ values as,

$$A(P_j) = \sum_{P_k \in P_j} \phi_k^3.$$  

(2.12)

Thus, at each stage $j$ we want to choose an optimal merged surface $P_j$, which is a subset of $P = \{P_1, P_2, \ldots, P_{N_s}\}$, such that its area $A(P_j)$ is maximized and the variance $\eta^2(P_j)$ remains under a fixed value $B$. Once such a subset is determined,
this optimal subset is extracted as $\mathcal{P}^*_j$ and its members are removed from the set $P$ to update $P$ as $P = P \setminus \mathcal{P}^*_j$. $N_s$ is also updated to $N_s = N_s - |\mathcal{P}^*_j|$. The merging process is repeated for the updated values of $P$ and $N_s$ until $P$ is empty.

After a successful merging phase, an updated number of planar surfaces $N$ is available, which is the same as the number of merging stages in the iteration. The corresponding planar surface parameters can be calculated from (2.11) where the summations are carried over $P_k \in \mathcal{P}^*_j, j = 1, 2, \ldots, N$. If the labeling results do not converge, then the split-and-merge procedure can be repeated using the updated value of $N$ and the planar surface parameters.

In the next section, a branch-and-bound algorithm is formulated to merge regions optimally and efficiently.

\section*{2.4 Multi-Stage Branch-and-Bound Merging}

Let $\mathcal{P}_j = \{z_1, z_2, \ldots, z_n\}$ denote the set of $n$ elements, which optimizes the merging criterion at the $j^{\text{th}}$ stage. For convenience, hereon the regions are indicated with their indices alone, i.e., $z_1, z_2, \ldots, z_n \in \{1, 2, \ldots, N_s\}$. The number of possible solutions for each stage of the merging is given by,

$$\sum_{i=0}^{N_s} \binom{N_s}{i} = 2^{N_s}, \quad (2.13)$$

which increases exponentially with $N_s$. This makes it difficult to evaluate all the solutions even for a small number such as 20 or 30. This optimization can be carried out efficiently with a branch-and-bound procedure [43].

The solutions for the problem can be represented as a rooted tree. Each node of the tree gives one possible solution for the problem. The regions included in the solution can be found by the walk from the root of the tree to the current node. If the
root of the tree represents an empty set, then each node encountered is added to the set of its parent node to generate the solution. Alternatively, the encountered nodes are removed if the root node includes all the possible regions. In our formulation, we choose an empty set as the root node. For the merging problem, the probability of encountering a solution is higher near the root when this formulation is used. This greatly speeds up the search for the optimal solution.

It is important that every solution is listed only once to avoid unnecessary computations. This can be ensured by creating child nodes that are different than:

- left siblings,
- ancestors,
- left siblings of ancestors.

One simple way of generating such a solution tree for $N_s = 4$ is shown in figure 2.2.

Note that, in the solution tree for $N_s = n$, $z_1 < z_2 < z_3 \ldots < z_n$ and (left sibling < right sibling). These two conditions ensure that the rule stated above to generate the child nodes is followed. The current solution $\{z_1, z_2, z_3 \ldots, z_n\}$ is a subproblem for all its descendants. Additionally, all the solutions representing the predecessors of the current solution are subproblems for $\{z_1, z_2, z_3 \ldots, z_n\}$.

Before the branch-and-bound algorithm is formulated, we estimate the bounds on the best solution that can be reached from the current node. Consider a solution at a node to be $P_j = \{z_1, z_2, \ldots, z_n\}$. The best solution in terms of area, i.e. the maximum area that the node can lead to, is given by the sum of the areas of the regions at the current node and the areas of all the regions with index greater than $z_n$.

$$A_{\text{max}}(P_j) = A(P_j) + A(z_n + 1, z_n + 2, \ldots, N_s).$$ (2.14)
Clearly, if $A_{\text{max}}$ is smaller than the present optimal value for area $A_{j}^{*}$, then the current node cannot lead to a better solution and the child nodes of this node can be safely excluded from the search.

On the other hand, the best solution in terms of the variance minimizes the average residuals. The variance does not increase or decrease monotonically with the tree depth, therefore a bound on its value cannot be derived directly. However, the sum of residuals (before normalization by the area) increases monotonically with the depth and can be used to construct a bound on the variance. The bound on the variance is given by the ratio of the lower bound on value of residuals of the child nodes and upper bound on area of the child nodes, i.e. $A_{\text{max}}$.

$$
\eta_{\text{min}}^{2}(P_{j}) = \frac{|P_{j}|\eta^{2}(P_{j}) + \min\{r_{2n+1}^{2}, r_{2n+2}^{2}, \ldots, r_{N_{s}}^{2}\}}{A_{\text{max}}}.
$$

(2.15)
If $\eta_{\text{min}}^2$ is greater than the bound $B$, then the current parent node will not lead to the optimal solution and search for the optimal solution can be terminated at this node.

An additional bound can be derived when at least one stage of merging has finished, i.e. when $j > 1$. As $P_j^*$ is extracted by maximizing the area under the same bound $B$ as the one used for $j - 1$, the area of the optimal solution in any stage $A_j^*$ must be less than or equal to the optimal area achieved in the previous stage $A_{j-1}^*$. Thus, an upper bound on $A_j^*$, i.e. $A_{\text{upper}}$, can be imposed as,

$$A_j^* \leq A_{\text{upper}} = A_{j-1}^*.$$  

A multi-stage branch-and-bound merging algorithm based on the above bounds is listed below.

1. Overall initialization: Set stage $j = 1$, the number of planar surfaces $N = 1$, and the upper bound on the area $A_{\text{upper}} = \infty$.

2. Stage initialization: Set number of spatially continuous regions $N_s = |P|$, the optimal area $A_j^* = 0$, the optimal merging $P_j^* = \emptyset$, the tree level $i = 1$ and the current node $z_0 = 0$.

3. Generate Successors: Initialize $LIST(i)$,

$$LIST(i) = \{z_{i-1} + 1, z_{i-1} + 2, \ldots, N_s\}.$$  

4. Select new node: If $LIST(i)$ is empty, go to step 6. Otherwise, set $z_i = k$ where $k \in LIST(i)$. Set the current solution $P_j = \{z_1, z_2, \ldots, z_i\}$. Delete $k$ from $LIST(i)$. 
5. Check bounds: Compute $A_{\text{max}}(P_j)$. If $A_{\text{max}}(P_j) < A_j^*$, go to step 6. Calculate $\eta_{\text{min}}^2(P_j)$. If $\eta_{\text{min}}^2(P_j) > B$, go to step 6. Compute $A(P_j)$. If $A_{\text{upper}} < A(P_j)$, go to step 6. Compute $\eta^2(P_j)$. If $A^* \leq A(P_j)$ and $\eta^2(P_j) \leq B$, set $A^* = A(P_j)$ and $P_j^* = P_j$. Set $i = i + 1$ and go to step 3.

6. Backtrack to the lower level: Set $i = i - 1$. If $i > 0$, go to step 4. If $A_j^* = 0$, set $P_j^* = \{1\}$. Set $A_{\text{upper}} = A_j^*$. Update $P = P \setminus P_j^*$. If $P = \emptyset$, terminate the algorithm. Set $j = j + 1$, $N = N + 1$ and go to step 2.

Figure 2.3 gives the flowchart for the multi-stage branch-and-bound merging process for a better understanding.

### 2.5 Experimental Results

The proposed planar surface segmentation process was tested with a variety of synthetic and real data. Before proceeding to the results, we briefly describe the initialization strategy for the algorithm. During the initialization, we utilize the fact that the planar objects are expected to have constant or piecewise continuous values of disparity. To initialize the planar surface parameters, the cumulative histogram of the disparity image was split into $N_{\text{init}}$ equal segments. First, the disparity values for the image are arranged in ascending or descending order. The disparity values are then separated in $N_{\text{init}}$ number of bins each carrying an equal number of pixels, i.e. the first $\frac{M}{N_{\text{init}}}$ pixels in the ordered pixels are assigned to plane 1, next $\frac{M}{N_{\text{init}}}$ are assigned to plane 2 and so on.

Unlike the conventional iterative methods (e.g. expectation-maximization, generalized k-means, and segmentation-estimation), which carry out the labeling and the segmentation in separate steps, our method carries out these steps simultaneously. Iterations for the method are required to capture the boundaries that are not cap-
Figure 2.3. Flowchart for multi-stage branch-and-bound merging.
tured by the initialization. Thus, a very small number of iterations (typically 4) is required to produce visually acceptable segmentation.

2.5.1 Middlebury College Stereo Images

The first set of experiments was carried out with the stereo image pairs and their ground truth disparity available at the Middlebury stereo vision research page [55]. For each image, the number of planar surfaces is known and this information can be used to verify the success of the proposed method.

Figures 2.4(a) and (b) show the left and right images of the “Barn” sequence. Each image in this sequence is of size $432 \times 381$. The image shows 6 planar surfaces of various size, shape and orientation. First, the ground truth disparity (shown in figure 2.4(c)) was segmented with bound $B = 0.1$. The number of surfaces was initialized to be $N_{\text{init}} = 10$. For each segment, the planar parameters were estimated, which were used for the spatial continuity based splitting in the first iteration of the algorithm. The planar surfaces extracted after 4 iterations of the split-and-merge are shown in figure 2.4(d).

The planar surface extraction was repeated for the estimated disparity map. To calculate the disparity map, the sum of absolute differences (SAD) was minimized over a window shifted along the epipolar lines of the image. Additionally, to remove the outliers, including the occluded areas, we employ the left-right check [56]. For the “Barn” images, a window of size $7 \times 7$ was used for the matching. Finally, a subpixel value of the disparity was estimated by fitting a parabola to the SAD values around the integer disparity [57].

Figure 2.4(e) shows the estimated disparity for the sequence. The small dark areas around the edges of the planes are the occluded areas, for which a reliable estimate of the disparity is unavailable. The detected planar surfaces are shown in
Figure 2.4. (a) Left image of pair “Barn,” (b) Right image of pair “Barn,” (c) Ground truth disparity, (d) Detected planar surfaces ($B = 0.1$, iterations=4), (e) Calculated subpixel disparity, (f) Detected planar surfaces ($B = 0.05$, iterations=4, Vinet’s measure=0.0396), (g) Detected planar surfaces with split-and-merge ($B = 0.05$, Vinet’s measure= 0.0533).
figure 2.4(f) after some postprocessing. The postprocessing involved size filtering on the detected regions. Any regions of size less than 50 pixels were filtered out. These regions along with the occluded regions were then labeled by nearest neighbor interpolation. The foreground planes are bigger compared with the ones in the segmented ground truth. This is due to the use of the square window to calculate the disparities. Additionally, note that the disparities at extremities of the image, especially the left and right edges, cannot be estimated. For this reason, the calculated disparity images are smaller than the ground truth disparity images.

For comparison, a quad-tree based split-and-merge algorithm was implemented [58]. The steps involved in the algorithm are listed below:

- Split the region into four quadrants if the variance is greater than $B$.
- If no further splitting is possible then combine the neighboring regions such that the average residuals of the combined regions are less than $B$.
- Stop if no regions can be merged.

Note that apart from the splitting and merging strategy used, this algorithm follows the same computational framework as our algorithm. Figure 2.4(g) shows the result of the planar surface segmentation with quad-tree split-and-merge segmentation. Vinet’s measure [59,60] is used for the objective comparison between both the methods. For the “Barn” images, the proposed method slightly outperforms (by ~1%) the quad-tree split-and-merge method according to Vinet’s measure. Additionally, the planar surface boundaries have a jagged appearance in the quad-tree based method due to the splitting method used.
Table 2.1. Solutions explored in the first stage for the ground truth “Barn” disparity

<table>
<thead>
<tr>
<th>Iteration</th>
<th>N</th>
<th>N_s</th>
<th>Solutions explored</th>
<th>Fraction explored</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>7</td>
<td>37</td>
<td>1987</td>
<td>1.44e-8</td>
</tr>
<tr>
<td>2</td>
<td>6</td>
<td>30</td>
<td>1032</td>
<td>9.61e-7</td>
</tr>
<tr>
<td>3</td>
<td>6</td>
<td>22</td>
<td>237</td>
<td>5.65e-5</td>
</tr>
<tr>
<td>4</td>
<td>6</td>
<td>23</td>
<td>269</td>
<td>3.21e-5</td>
</tr>
</tbody>
</table>

Table 2.2. Solutions explored in the first stage for the calculated subpixel “Barn” disparity

<table>
<thead>
<tr>
<th>Iteration</th>
<th>N</th>
<th>N_s</th>
<th>Solutions explored</th>
<th>Fraction explored</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>7</td>
<td>40</td>
<td>1462</td>
<td>1.33e-9</td>
</tr>
<tr>
<td>2</td>
<td>6</td>
<td>40</td>
<td>4092</td>
<td>3.72e-9</td>
</tr>
<tr>
<td>3</td>
<td>6</td>
<td>23</td>
<td>224</td>
<td>2.67e-5</td>
</tr>
<tr>
<td>4</td>
<td>6</td>
<td>21</td>
<td>146</td>
<td>6.96e-5</td>
</tr>
</tbody>
</table>

Tables 2.1 and 2.2 show the number of solutions explored to extract the largest planar surface from the ground truth and the calculated disparity. The fraction explored is calculated as,

\[
\text{Fraction explored} = \frac{\text{Solutions explored}}{2^{N_s}}
\]

(2.18)

The tables demonstrate the effectiveness of the proposed branch-and-bound algorithm that explores a very small fraction of the solution space to reach the optimal solution. Before the multi-stage merging was carried out, all the spatially continuous regions were sorted according to decreasing area. To speed up the solution, regions smaller than 50 pixels were removed from the search. If the number of regions left in the search after this was greater than 40, then the 40 largest areas were considered for the merging operation to speed up the process further. Note that even with 40
areas, the number of possible solutions is $2^{40} \approx 1.099 \times 10^{12}$. The tables also show that the number of planar surfaces is correctly identified as 6 in both the cases.

Figures 2.5 and 2.6 show additional results with the “Poster” and “Venus” images, both with the ground truth and the calculated disparities. The number of planar surfaces detected in the “Poster” image was six for the ground truth as well as the computed disparity. Five planar surfaces are detected in the “Venus” ground truth disparity. However, for the smallest planar surface, which lies in the right bottom corner of the image, the disparity cannot be calculated. Thus, only four surfaces are detected in the calculated disparity. For the “Poster” and “Venus” images, the proposed method significantly outperforms the quad-tree split-and-merge method. This can be seen visually as well as through the Vinet’s measure. The quad-tree split-and-merge oversegments the image even though it uses the same value of maximum allowable variance $B$ as the proposed method. This is mainly due to the suboptimal merging the method uses.

2.5.2 JISCT Stereo Images

Images chosen in the first experiment contained only planar objects and the scenes were not natural. The second set of experiments was carried out with some of the JISCT stereo images [61], which contain a few real life sequences with non-planar objects. The first sequence is called “Shrub” and its left image is shown in figure 2.7(a). The dimensions of the image sequence are $512 \times 480$. The images contain a hedge in front of a building wall along with a parking sign and a part of a road at the bottom.

Similar to the first experiment, $N_{init}$ was chosen to be 10. The initial segmentation is shown in figure 2.7(c). After four iterations of the split-and-merge with bound $B = 0.5$, three planar surfaces are detected. One corresponds to the wall,
Figure 2.5. (a) Left image of pair “Poster,” (b) Ground truth disparity, (c) Detected planar surfaces ($B = 0.1$, iterations=4), (d) Calculated subpixel disparity, (e) Detected planar surfaces ($B = 0.05$, iterations=4, Vinet’s measure=0.0419), (f) Detected planar surfaces with split-and-merge ($B = 0.05$, Vinet’s measure = 0.2448).
Figure 2.6. (a) Left image of pair “Venus,” (b) Ground truth disparity, (c) Detected planar surfaces ($B = 0.1$, iterations=4), (d) Calculated subpixel disparity, (e) Detected planar surfaces ($B = 0.05$, iterations=4, Vinet’s measure=0.0319), (f) Detected planar surfaces with split-and-merge ($B = 0.05$, Vinet’s measure= 0.1890).
the second corresponds to the hedge, and the last represents the part of the road. Table 2.3 shows the number of solutions explored in the first stage of the algorithm for the images. Due to the increased complexity of the scene compared to the first experiment, the maximum number of solutions is explored in the first stage of the first iteration, i.e. 212644 for \( N_s = 40 \) (fraction 1.93e-7). This large number is due to the presence of numerous small regions and very few large regions. As more regions are needed to form the optimal solution, the optimal solution will be present farther from the root, which leads to a higher number of solutions being explored.

The other image sequence used for the experiment was “Parking meter.” The dimensions of this image sequence are 512 × 480 as well. The left side of the image shows a hedge in front of a wall. Additionally, a few parking meters are visible with a part of a car. The plane detection results for \( B = 0.3 \) after four iterations are shown in figure 2.8 (d). Three separate planes are detected for the hedge, one parallel to the camera image plane, the second parallel to the wall, and the last very close to the camera. The partially visible car is also labeled to be in a plane parallel to the image plane. Two different planes for the two parallel wall surfaces can also be seen. This scene is more challenging than the others due to its complex structure. This complexity is also reflected in the number of solutions explored in Table 2.4. As seen in figure 2.8(e), the quad-tree based split-and-merge performs very badly for the scene.

2.5.3 University of Bologna Stereo Sequences

Finally, the proposed method was tested with “Indoor” and “Outdoor” video sequences from the University of Bologna [62]. These sequences have resolution of 640 × 480. The stereo disparity was calculated by matching windows of size 15 × 15. The bound on variance \( B \) was chosen to be 0.3 for these images.
Figure 2.7. (a) Left image of pair “Shrub,” (b) Calculated subpixel disparity, (c) Initial segmentation ($N_{\text{init}} = 10$), (d) Detected planar surfaces ($B = 0.5$, iterations=4), (e) Detected planar surfaces by split-and-merge ($B = 0.5$).
Figure 2.8. (a) Left image of pair “Parking meter,” (b) Calculated subpixel disparity, (c) Initial segmentation ($N_{\text{init}} = 10$), (d) Detected planar surfaces ($B = 0.3$, iterations=4), (e) Detected planar surfaces by split-and-merge ($B = 0.3$).
Table 2.3. Solutions explored in the first stage for “Shrub”

<table>
<thead>
<tr>
<th>Iteration</th>
<th>$N$</th>
<th>$N_s$</th>
<th>Solutions explored</th>
<th>Fraction explored</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>3</td>
<td>40</td>
<td>212644</td>
<td>1.93e-7</td>
</tr>
<tr>
<td>2</td>
<td>3</td>
<td>40</td>
<td>81755</td>
<td>7.44e-8</td>
</tr>
<tr>
<td>3</td>
<td>3</td>
<td>34</td>
<td>2981</td>
<td>1.74e-7</td>
</tr>
<tr>
<td>4</td>
<td>3</td>
<td>34</td>
<td>10177</td>
<td>5.92e-7</td>
</tr>
</tbody>
</table>

Table 2.4. Solutions explored in the first stage for “Parking meter”

<table>
<thead>
<tr>
<th>Iteration</th>
<th>$N$</th>
<th>$N_s$</th>
<th>Solutions explored</th>
<th>Fraction explored</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>5</td>
<td>40</td>
<td>21356</td>
<td>1.94e-8</td>
</tr>
<tr>
<td>2</td>
<td>5</td>
<td>40</td>
<td>24159</td>
<td>2.20e-8</td>
</tr>
<tr>
<td>3</td>
<td>5</td>
<td>40</td>
<td>30027</td>
<td>2.73e-8</td>
</tr>
<tr>
<td>4</td>
<td>5</td>
<td>40</td>
<td>38323</td>
<td>3.49e-8</td>
</tr>
</tbody>
</table>

Figure 2.9(a) shows frame 2 of the “Outdoor” sequence. The frame contains a staircase, a wall, and a small rectangular panel against the wall. The detected planar surfaces are shown in figure 2.9(c). Five iterations of the proposed split-and-merge procedure were applied to achieve this result.

Figure 2.9(d) shows frame 126 of the “Outdoor” sequence. In addition to the original planar surfaces, a human can also be seen in the frame. The detected planar surfaces are shown in figure 2.9(f). Six iterations of the proposed split-and-merge procedure were carried out. As a human is not a planar object, he is split into three piecewise planar patches.

The background for the “Indoor” sequence is shown in figure 2.9(g). As most of the image is textureless, the calculated disparity is sparse. However, the planes appearing in the image are correctly identified.
Figure 2.9. (a) Left image of pair “outdoor” frame 2, (b) Calculated subpixel disparity, (c) Detected planar surfaces ($B = 0.3$, iterations=5), (d) Left image of pair “outdoor” frame 126, (e) Calculated subpixel disparity, (f) Detected planar surfaces ($B = 0.3$, iterations=6), (g) Left image of pair “indoor” frame 10, (h) Calculated subpixel disparity, (i) Detected planar surfaces ($B = 0.3$, iterations=6).

2.5.4 Computational Complexity

For the branch-and-bound algorithms, the worst case complexity is the same as the brute force search. However, the average case complexity, which is an indicator of performance of the algorithm, is much lesser. Table 2.5 compares the execution time for various experiments for the MATLAB implementations of the quad-tree split-and-merge and the proposed algorithm using a Dell Vostro 400 desktop with Intel Core 2 Duo 2.33 GHz (E6550) processor as a single thread. Being a global
optimization technique, execution of the proposed branch-and-bound algorithm was expected to be slower than the quad-tree split-and-merge. However, on an average the branch-and-bound algorithm outperformed the quad-tree split-and-merge.
CHAPTER 3
MULTIPLE STRUCTURE-AND-MOTION SEGMENTATION

3.1 Introduction

The disparity segmentation problem and the multiple structure-and-motion (MSaM) segmentation problem are very similar. While disparity segmentation groups pixels in a scene based on a model for their structure, MSaM segmentation groups correspondences with similar motion. A multi-stage merging formulation similar to chapter 2 is possible for structure-and-motion segmentation as well. For various reasons listed below, a new formulation is needed to carry out MSaM segmentation.

- **Nonlinear problem**: The bounds estimated in branch-and-bound merging are due to the linear nature of the structure model applied. While estimation of the bounds for the nonlinear model involved in MSaM segmentation should be possible, it is not straightforward. Possibly, these bounds would not be “tight”, slowing the branch-and-bound search.

- **Density of correspondences**: The epipolar geometry between left and right views from stereo camera is fixed, while the epipolar geometry between two views captured from a moving camera changes continuously. The known epipolar geometry reduces the search area for correspondences. For calibrated and rectified stereo camera images, search along horizontal scan line is needed to establish the correspondences. For images captured from a moving camera, the correspondences have to be searched for over the entire image. Additionally, the variation of perspective between two views is larger in a moving camera compared to a stereo camera. For these reasons, matching image features is
easier for a stereo camera compared to a moving camera. Thus, a very few reliable matches are possible for a moving camera. Due to the sparsity of the correspondences, the spatial continuity based split phase of the split and merge algorithm proposed in chapter 2 is ineffective.

- **Outliers**: In addition to sparsity of matches, unknown epipolar geometry and drastic changes in perspective cause more mismatches with moving camera. Thus, an explicit treatment of these outliers becomes necessary to avoid their negative impact on MSaM segmentation.

- **Greedy formulation**: The segmentation formulation in chapter 2 is greedy and, was preferable due to the large volume of data. As the data is sparse for MSaM segmentation, an optimal formulation for the problem is now feasible.

The MSaM segmentation problem, where the number of objects is unknown, is typically formulated as a recursive and sequential clustering problem. The clustering is carried out by varying the number of objects, i.e. clusters, and selecting an optimal number of cluster with a model selection criterion such as Bayesian information criterion (BIC) or the Akaike information criterion (AIC) [63]. At each stage, the problem is recursive as segmentation labels are required for estimation of cluster parameters and vice-versa.

This chapter formulates the MSaM problem as a one-step combinatorial optimization problem under a sampling based framework. Initially, hypotheses for structure-and-motion model are generated by local sampling of correspondences between two views. A null hypothesis is also introduced suggesting that any match can be an outlier with uniform likelihood. Next, a model selection criterion, which penalizes the likelihood of the clustering by number of clusters, is added to the framework. The model selection criterion is optimized through a branch-and-bound process to
obtain the final MSaM segmentation. Our preliminary work based on this idea was presented in [64].

The chapter is organized as follows: Section 3.2 formulates the MSaM segmentation as a combinatorial optimization problem. A branch-and-bound solution to the problem is then formulated in section 3.3. The experimental results are presented in section 3.4.

3.2 Multiple Structure-and-Motion Segmentation Problem

Consider a set of $N$ image correspondences

$$X = \{(x_1, x'_1), (x_2, x'_2), \ldots, (x_N, x'_N)\}, \quad \text{where } x_i \text{ and } x'_i \text{ are image coordinates of the } i\text{th correspondence.}$$

The relationship of various object structures and motions in the scene can be expressed as,

$$x'_i^T \left( \sum_{j=1}^{K} L_j(i) F_j \right) x_i = 0. \quad (3.1)$$

Here, $F_j$ is the fundamental matrix [15] for $j$th rigid body in the scene. The indicator function $L_j(i)$ is 1 when $i$th correspondence belongs to the $j$th rigid body and 0 otherwise. A label field $L = [l_1, l_2, \ldots, l_N]$ is associated with the indicator function $L_j(i)$ such that, $l_i = j$ if $L_j(i) = 1$. The goal of the MSaM segmentation is to estimate the label field $L$. Once the label field is known, the fundamental matrix $F_j$ can be computed as the least square estimate as,

$$F_j = \arg \min_{F} \sum_{\forall i, l_i = j} d(x_i, x'_i, F)^2. \quad (3.2)$$
Here, $d$ is a distance measure such as symmetric transfer error, reprojection error or Sampson approximation [15].

On the other hand, if $F_j$s are known, the maximum likelihood estimate for the label of $i$th match is given by,

$$\hat{l}_i = \arg \min_l d(x_i, x'_i, F_l)^2.$$  

Equations (3.2) and (3.3) represent the parameter estimation and the label estimation or segmentation steps respectively. Since these steps are interdependent, the MSaM problem can be solved iteratively to maximize the likelihood of the correspondences. Assuming that the uncertainties in the matches are normally distributed with zero mean and standard deviation $\sigma$, the log likelihood of the matches is given by,

$$\log\{\text{Lik}(X)\} = -\frac{1}{2} \left( \frac{\text{SSD}}{\sigma^2} \right) + \text{Constant},$$

where,

$$\text{SSD} = \sum_{i=1}^N \min_{j=1}^K d(x_i, x'_i, F_j),$$

This optimization procedure also assumes that the number of clusters $K$ is known a priori. This assumption is unrealistic in most of the scenes. The likelihood of the correspondences is inversely proportional to the SSD given by (3.5) and it can only decrease if a new cluster is added. Since the likelihood of the correspondences increases as $K$ is increased, the likelihood alone cannot be applied to select an optimal value of $K$. A model selection criterion such as the Bayesian information criterion (BIC) or the Akaike information criterion (AIC) can be utilized to select the optimal $K$ [63]. These criteria penalize the log likelihood of the model in proportion to the
size of the model $K$. A generalized cost function to incorporate this idea can be written as,

$$C = -2 \log \{ \text{Lik}(X) \} + \alpha \cdot K. \quad (3.6)$$

Where $\alpha$ is a positive constant. For BIC, $\alpha = \log(N)$ and for AIC, $\alpha = 2N$. The first term of (3.6) gives the negative log likelihood of the model, which decreases with increase in $K$. The second term of (3.6) is the penalty term, which increases with increase $K$. Thus, the minimum cost $C$ compromises between likelihood and number of cluster to select optimal $K$.

The cost function in (3.6) can be optimized by iterative optimization of the likelihood in (3.4) for varying values of $K$. Finally, the optimal $K$ can be selected to minimize the cost $C$.

Alternative to this approach is a simultaneous model selection and segmentation approach. In this approach, multiple hypotheses for fundamental matrix $F_j$ where $j = 1, 2, \ldots, N_h$ are generated by sampling the correspondences. Figure 3.1 shows three different motions marked with $+$, $\ast$ and $X$ and the outliers marked by $O$. RANSAC is applied to correspondences in the circular spatial neighborhood of a correspondence to estimate $F_j$. Use of the spatial neighborhood ensures that RANSAC can correctly and quickly estimate hypotheses for fundamental matrices. Once these hypotheses are known, the MSaM segmentation problem is reduced to a combinatorial optimization problem to select $K$ hypotheses out of total $N_h$ hypotheses. Note that there are $2^{N_h}$ possible solutions for this problem. Thus, even for a moderate value of $N_h$, an exhaustive search becomes intractable. However, the nature of the problem allows us to use a branch-and-bound approach to obtain an optimal solution in a reasonable time for practical problems.
3.3 Branch-and-Bound Algorithm for Segmentation

This section constructs the branch-and-bound algorithm for the optimization of cost function in (3.6). A branch-and-bound algorithm requires formulation of various components such as branching, bounding, pruning and retracting [43]. Apart from bounding, all the other components can be represented as a rooted tree. In the following subsection, the tree representation of the MSaM problem is formulated.

3.3.1 Solution Tree

There are $N_h$ hypotheses $H = \{F_1, F_2, \ldots, F_{N_h}\}$ for the fundamental matrices $F_j$ and we have to choose $K$ of them to minimize the criterion in (3.6). All possible solutions of this optimization problem can be represented as a rooted tree. Each node encountered on the tree represents a solution. The node is also the partial solution for its descendent nodes. It is important that every solution is listed only once to avoid unnecessary computations. This can be ensured by creating child nodes that are different than:
left siblings,
ancestors,
left siblings of ancestors.

One simple way of generating such a solution tree for \( N_h = 5 \) is shown in figure 3.2 with an additional null hypothesis \( F_0 \) shown as \( z_0 = 0 \) in the figure. The null hypothesis is that for a given match, none of the \( N_h \) hypotheses is valid. This means that the match is an outlier. We will introduce the null hypothesis in detail later in the section. Note that, in the solution tree (\( z_0 < z_1 < z_2 < z_3 \ldots < z_n \)) and (left sibling < right sibling). These two conditions ensure that the rule stated above to generate the child nodes is followed. Note that this gives rise to a binomial tree of degree \( N_h \) [65]. This tree has the following properties.

- It has \( 2^{N_h} \) nodes and each node corresponds to a solution.
- The height of the tree is \( N_h \), which is equal to the largest possible value of \( K \).
- At any given depth \( z_n \), it has \( \frac{z_n!}{N_h!(N_h-k)!} \) nodes.

The solution tree can be explored by search algorithms such as breadth first search and depth first search. We choose the depth first search to take advantage of the recursive relationships of various computations, which will be clear in our discussion later. In general, depth first search avoids the exponential space complexity as well.

Any tree search algorithm is applied as a series of branch forward, branch right and retraction operations [43].

To understand the various tree operations and their physical interpretation, we assume that the circled node in figure 3.2 indicates the current search location. The current location can be represented by the nodes traversed to reach it, i.e. \( (0, 1, 3) \). This means that the null hypothesis, hypotheses \( F_1 \) and \( F_3 \) are included in the current solution. We can define a binary representation for the node. In an \( N_h \) bit wide binary representation, the nodes traversed to reach the current node can be represented by
‘1’ and the hypotheses that are not traversed can be indicated by ‘0’. With a slight abuse of notation, we extend this binary notation to include representation for the partial solutions. We represent the hypotheses that can be traversed in the future by X (don’t care). By replacing Xs by ‘0’ s, the extended partial solution representation of a node can be turned into a binary solution representation of the same. Thus, the circled node in figure 3.2 is represented by XX101. The extended representation not only indicates that the current solution is 00101 but through Xs it also indicates that it is the partial solution for solutions 01101 i.e. \(\langle 0,1,3,4,5 \rangle\) and 11101 i.e. \(\langle 0,1,3,4,5 \rangle\).

A branch forward operation moves deeper in the tree by one level. After a branch forward operation, the partial solution \(\langle 0,1,3 \rangle\) would lead to \(\langle 0,1,3,4 \rangle\). In terms of the extended representation, the trailing X is replaced by ‘1’. A branch forward operation adds one more hypothesis to the solution. A branch right operation moves to the sibling branch towards right. In the extended representation, leading ‘1’
is replaced by ‘0’ and trailing X is replaced by ‘1’. The solution \( \langle 0, 1, 3 \rangle \) would branch right to give the solution \( \langle 0, 1, 4 \rangle \). A branch right operation replaces a hypothesis with the next hypothesis. Thus, the number of hypotheses after the branch right operation remains the same. A retraction moves the solution one level up the tree. A retraction is carried out when no forward or right branching is possible. Solution \( \langle 0, 1 \rangle \) is the result of the retraction at the circled node. For the extended representation, the operation first replaces leading 1 with X and then all the leading ‘0’s with X. Note that a retraction is generally followed by a branch right step. The branch-and-bound algorithm is terminated when a retraction leads to the root node.

3.3.2 Monotonicity of Partial Costs

The solution representing a node at depth \( n \) be given by

\[
Z(n) = \{ \langle z_0, z_1, z_2, \ldots, z_{n-1}, z_n \rangle, \mathcal{D}(n) \}. 
\]

The hypotheses \( z_0, z_1, z_2, \ldots, z_{n-1}, z_n \) correspond to fundamental matrices

\[
F_{z_0}, F_{z_1}, F_{z_2}, \ldots, F_{z_{n-1}}, F_{z_n}
\]

respectively. Minimum distances at depth \( n \) are given by

\[
\mathcal{D}(n) = [D(1, n), D(2, n), \ldots, D(N, n)]
\]

and \( D(i, n) \) corresponds to the minimum distance for the \( i \)th match among the current set of hypotheses.

\[
D(i, n) = \min_{k=0}^{n} d(x_i, X'_i, F_{z_k}). \tag{3.7}
\]
The cost function for the solution $Z(n)$ can be written as,

$$
\mathcal{C}(Z(n)) = \frac{1}{\sigma^2} \sum_{i=1}^{N} D(i, n) + \alpha \cdot n, 
$$

Equation (3.8)

The cost function is made up of two terms, one corresponding to the negative log likelihood $\tilde{L}$ and another corresponding to penalty.

Eqn. (3.7) can be rewritten as,

$$
D(i, n) = \min \left\{ \min_{k=0}^{n-1} d(x_i, x'_i, F_{z_k}), d(x_i, x'_i, F_{z_n}) \right\}
= \min \left\{ D(i, n - 1), d(x_i, x'_i, F_{z_n}) \right\}.
$$

Equation (3.9)

Thus, in terms of the partial solution $D(i, n - 1)$, the newly formed $D(i, n)$ can be calculated incrementally with (3.9). When a new hypothesis $z_n$ is added to the existing partial solution, it means that a new cluster center $F_{z_k}$ is being added. The matches, which are close to the new cluster center, are reassigned to the new cluster, while others remain unchanged. Additionally, it is clear from (3.9) that,

$$
\forall i, D(i, n) \leq D(i, n - 1).
$$

This suggests that,

$$
\sum_{i=1}^{N} D(i, n) \leq \sum_{i=1}^{N} D(i, n - 1),
$$

Equation (3.10)

$$
\tilde{L}\{Z(n)\} \leq \tilde{L}\{Z(n - 1)\}.
$$

Equation (3.11)

When a new cluster center is added, the penalty term of cost function increases by $\alpha$ while the negative log likelihood term decreases or remains the same. We will
use these monotonicity properties in the following subsection to establish the lower bound on the cost function.

Leading from the monotonic decrease of the negative log likelihood and the linear increase of penalty term, a monotonicity requirement can be imposed on the optimal solution. We define likelihood value for a hypothesis \( z_m, G_n(z_m) \) as increase in the negative log likelihood of the solution \( Z(n) \), if \( z_m \) is removed from the solution to form a new solution \( Z'(n - 1) \) [Note that \( Z'(n - 1) \) and \( Z(n - 1) \) are different if \( m \neq n \)]. Similar to the likelihood value \( G_n(z_m) \), one can also define \( v_n(i, z_m) \), the per pixel value of hypothesis \( z_m \) at depth \( n \) for pixel \( i \) as,

\[
v_n(i, z_m) = D'(i, n - 1) - D(i, n)
\]

Where \( D'(i, n - 1) \) is the minimum distance for the \( i \)th match with an updated set of hypotheses \( (z_0, z_1, z_2, \ldots, z_{n-1}, z_n) \setminus z_m \). From the definition, the likelihood value can be written in terms of the per pixel value of a hypothesis as,

\[
G_n(z_m) = \frac{1}{\sigma^2} \sum_{i=1}^{N} v_n(i, z_m).
\]

Using these definitions, we construct the proof of the monotonicity of the cost function.

**Theorem 3.3.1** The per pixel value of a hypothesis \( z_m \) for pixel \( i \) is largest when it is first added, i.e. for any \( n > m \), \( v_n(i, z_m) \leq v_m(i, z_m) \).
Proof A hypothesis $z_m$ is first added at depth $m$. For depth $n < m$, $z_m$ is not part of the solution and has zero per pixel value. From (3.7) and (3.12), the per pixel value of hypothesis $z_m$ for pixel $i$ when $n \geq m$,

$$v_n(i, z_m) = \min \left\{ \min_{k'=0}^{m-1} d(x_i, x'_i, F_{z_{k'}}), \min_{k''=m+1}^{n} d(x_i, x'_i, F_{z_{k''}}) \right\}$$

$$- \min_{k=0}^{n} d(x_i, x'_i, F_{z_k})$$

$$= \left( \min \left\{ \min_{k'=0}^{m-1} d(x_i, x'_i, F_{z_{k'}}), \min_{k''=m+1}^{n} d(x_i, x'_i, F_{z_{k''}}) \right\} \right) +$$

$$\left( \min d(x_i, x'_i, F_{z_m}) - d(x_i, x'_i, F_{z_{m}}) \right) +$$

where,

$$(f(\cdot))_+ = \begin{cases} f(\cdot), & \text{if } f(\cdot) > 0; \\ 0, & \text{otherwise}. \end{cases}$$

is a function, which maps negative values to zero, while keeping positive values unchanged. When $n = m$

$$v_m(i, z_m) = \left( \min_{k'=0}^{m-1} d(x_i, x'_i, F_{z_{k'}}) - d(x_i, x'_i, F_{z_{m}}) \right) +$$

Comparing (3.15) and (3.16), for any $n > m$

$$v_n(i, z_m) \leq v_m(i, z_m).$$

Theorem 3.3.2 For optimality of a solution $Z(n)$, it is necessary that $\alpha \leq G_n(z_m)$ for all $m \leq n$. 
Proof If the solution $Z(n)$ is optimal then for any $m \leq n$,

\[
\begin{align*}
\mathcal{C}\{Z(n)\} &\leq \mathcal{C}\{Z'(n-1)\} \\
\tilde{L}\{Z(n)\} + \alpha \cdot n &\leq \tilde{L}\{Z'(n-1)\} + \alpha \cdot (n-1) \\
\alpha &\leq \tilde{L}\{Z'(n-1)\} - \tilde{L}\{Z(n)\} \\
\alpha &\leq G_n(z_m)
\end{align*}
\] (3.18)

**Theorem 3.3.3** If the initial likelihood value of a hypothesis $z_m$, $G_m(z_m) < \alpha$, all the solutions leading from the current partial solution cannot be optimal.

**Proof** From (3.13) and (3.17),

\[
G_n(z_m) \leq G_m(z_m).
\] (3.19)

If $G_m(z_m) < \alpha$ then,

\[
G_n(z_m) < \alpha.
\] (3.20)

Then according to Theorem 3.3.2, any solution, which includes $z_m$, cannot be optimal.

If $\mathcal{C}\{Z(n)\} > \mathcal{C}\{Z(n-1)\}$ then $G_m(z_m) < \alpha$. Thus, for Theorem 3.3.3 to hold, the cost function must be monotonically decreasing.

### 3.3.3 Lower Bound on Cost

To establish a lower bound on the cost, we define a complementary variable $D^*(i, z_n)$ as,

\[
D^*(i, z_n) = \min_{k=z_n+1}^{N_h} d(x_i, x'_i, F_k).
\]
The variable $D^*(i, z_n)$ gives the minimum of the distance measures from all hypotheses, which can be included in the solution in the future. In case of the variable $D^*(i, z_n)$, its value solely depends on the last node $z_n$. As there are only $N_h$ possibilities for the value of $z_n$, $D^*(i, z_n)$ can be pre-computed to speed up the branch-and-bound process. Similar to $D(i, n)$, $D^*(i, n)$ can also be calculated incrementally as,

$$D^*(i, z_n) = \min[D^*(i, z_n + 1), d(x_i, x'_i, F_{z_n+1})].$$

Consider a possible partial solution $Z(4) = \langle 0, 1, 3, 4, 7 \rangle$ for $N_h = 10$. The variable $D$ at level $n = 4$ can be computed as,

$$D(i, 4) = \min\{d(x_i, x'_i, F_0), d(x_i, x'_i, F_1), d(x_i, x'_i, F_3), d(x_i, x'_i, F_4), d(x_i, x'_i, F_7)\}.$$

Now for the same example, we consider the complementary variable $D^*$. 

$$D^*(i, F_7) = \min\{d(x_i, x'_i, F_8), d(x_i, x'_i, F_9), d(x_i, x'_i, F_{10})\}.$$

With the help of the complementary variable, the lower bound on the solutions leading from $Z(n)$ is,

$$\mathcal{C}_{\text{Lower}}(Z(n)) = \frac{1}{\sigma^2} \sum_{i=1}^{N} \min\{D(i, n), D^*(i, z_n)\} + \alpha \cdot (n + 1). \quad (3.21)$$

If $\mathcal{C}_{\text{Lower}}(Z(n)) > \mathcal{C}^*$, then the current partial solution can be safely abandoned as it would not lead to a better solution than the current optimal solution $\mathcal{C}^*$. Figure 3.3 pictorially represents the computation of the bound. Each stack of parallelograms
indicates various quantities involved in bound computation and arrow-heads leading to a parallelogram indicate minimum taken over parallelograms attached to the arrow-tails.

3.3.4 Null Hypothesis Likelihood

Matching errors are common in the MSaM problems. These errors can severely deteriorate the quality of the solutions achieved for the MSaM segmentation. The outliers can be assumed to be uniformly distributed throughout the image with likelihood $d_0$. For ease of notation, we assume that,

$$d_0 = d(x_i, x'_i, F_0).$$

With the introduction of this outlier likelihood as null hypothesis, the proposed MSaM segmentation scheme would act as a simple redescending M-estimator [66].
3.3.5 Branch-and-Bound Algorithm

Based on the monotonicity requirement and the lower bound, the branch-and-bound segmentation algorithm is listed below.

1. Initialization: Set the tree level \( n = 1 \), current node \( z_0 = 0 \) and current optimal cost \( C^* = C(Z(0)) \).

2. Generate child nodes: Initialize \( \text{LIST}(n) \),

\[
\text{List}(n) = \{z_{n-1} + 1, z_{n-1} + 2, \ldots, N_h\}
\]

3. Select new node: If \( \text{List}(i) \) is empty, go to step (5). Otherwise, set \( z_n = k \) where \( k \in \text{List}(i) \). Set current solution \( Z(n) = \{z_0, z_1, \ldots, z_n\} \). Delete \( k \) from \( \text{List}(i) \).

4. Check bounds:
   - Compute \( C(Z(n)) \) and \( C_{\text{Lower}}(Z(n)) \).
   - If \( C(Z(n)) < C^* \), set \( C^* = C(Z(n)) \) and \( Z^* = Z(n) \).
   - If \( C(Z(n-1)) < C(Z(n)) \) or \( C_{\text{Lower}}(Z(n)) > C^* \), go to step (3).
   - If \( C(Z(n-1)) > C(Z(n)) \) and \( C_{\text{Lower}}(Z(n)) < C^* \), set \( i = i + 1 \) and go to step (2).

5. Backtrack to lower level: Set \( n = n - 1 \). If \( n > 0 \) go to step (3), otherwise terminate the algorithm.

The flowchart of the algorithm is shown in figure 3.4. In the following section, the branch-and-bound hypothesis selection was implemented and the achieved results are presented.

3.4 Experimental Results

The proposed MSaM segmentation approach was implemented and tested with synthetic as well as publicly available data sets. The MSaM segmentation was im-
Figure 3.4. Flowchart of the proposed algorithm, hashed portion of the chart checks for various bounds.
implemented in Matlab and executed on a Core 2 Duo processor operating at 2.33GHz as a single thread.

To generate the motion hypotheses, for each matched image feature the fundamental matrix was computed from its circular neighborhood. Matches in the neighborhood were used to compute the fundamental matrix using “Structure-and-Motion Toolkit” from [67]. Similar to RANSAC, outliers and inliers were selected for each fundamental matrix with $d_0$ as the threshold. To avoid repeated hypothesis, which are similar, hypothesis with smaller support which had substantial (> 80%) overlapping inliers with larger hypothesis were suppressed. Finally, the surviving hypotheses were arranged in a decreasing order of the number of inliers. The BIC was optimized for these hypotheses to select the optimal hypotheses combination.

3.4.1 Synthetic Data

The proposed MSaM segmentation approach was first tested with synthetic data. For the experiments, 100 random 3D motions were generated with [67]1. These motions were combined together to form various experimental data sets. The goal of these experiments was to test effectiveness of the approach for clusters with varying cluster size and varying number of clusters. The results for the experiments are shown in figure 3.5 and are discuss in the rest of this subsection.

Four different sets of experiments were carried out. The experimental results are presented as cluster detection accuracy and classification accuracy for each of the set.

1We use the function ‘torr_gen_2view_matches’ with the default parameters.
3.4.1.1 50 Outliers, 1 Cluster of Varying Size 10 to 50

For the first experiment in this set, one of the 100 motions was randomly selected and 10 samples of the motion were selected. One sample each from 50 other motions was selected to form the outlier cluster. The MSaM segmentation was carried out to calculate the number of clusters and the cluster memberships. This process was repeated 100 times. The experiment was repeated by changing the size of the inlier cluster to 20 (experiment 2), 30 (experiment 3), 40 (experiment 4) and 50 (experiment 5). For these set of experiments, the expected number of clusters was 2, one for the outliers and one for the motion with varying number of samples. Since the framework detects at least one inlier cluster, as seen in figure 3.5(a) 2 clusters are always detected irrespective of the varying inlier cluster size, which leads to a 100% cluster detection accuracy for all the experiments. Thus, the cluster detection accuracy is invalid for this experiment. However, it should be noted that the number of clusters is almost never overestimated.

The outliers were also included in estimating the classification accuracy, i.e. to reach 100% accuracy all the inliers must be labeled as one cluster while all the outliers should be labeled as the other cluster. It can be seen that for the inlier cluster size of 10 the classification accuracy is 79.1%, which indicates that majority of 83.33% outliers are correctly identified as outliers. As the varying cluster size goes to 20 and beyond, the classification accuracy is greater than 94%.

3.4.1.2 50 Outliers, 1 Cluster of Size 50, 1 Cluster of Varying Size 10 to 50

The second set of experiments was carried out by adding a randomly selected motion with sample size 50 to the data in the first experiment. Thus, the expected number of clusters was 3 in this experiment; one for the outliers, one for the inlier
Figure 3.5. Synthetic data cluster detection and classification accuracy (a) Set 1 - 50 Outliers + 1 cluster of varying size 10 to 50, (b) Set 2 - 50 Outliers + 1 cluster of size 50 + 1 cluster of varying size 10 to 50, (c) Set 3 - 50 Outliers + 2 clusters of size 50 each + 1 cluster of varying size 10 to 50, (d) Set 4 - 50 Outliers + 3 clusters of size 50 each + 1 cluster of varying size 10 to 50.

motion of sample size 50 and one for the inlier motion with varying cluster size. When varying cluster size is 10 (experiment 1), our method fails to detect that cluster 95% of times (figure 3.5(b)). This happens as it is hard to obtain a clean sample to detect the inlier hypothesis due to the large number of outliers compared to the inliers. Additionally, at times for less number of samples it might be cheaper to explain them as outliers rather than assigning them a new cluster. In this scenario, the expected classification accuracy is $90.9\% \left( \frac{50 + 50}{50 + 50 + 10} \right)$ if all the outliers
and the inlier cluster of size 50 is correctly identified. The experimental classification accuracy is 88.67%, which is close to the expected accuracy. When the varying cluster size becomes 20 (experiment 2), the cluster detection accuracy is 98%. As the size of the cluster goes beyond 30 (experiments 3, 4 and 5) the cluster detection accuracy reaches almost 100% and the classification accuracy percentage reaches about 95.

3.4.1.3 50 Outliers, 2 Clusters of Size 50 each, 1 Cluster of Varying Size 10 to 50

The third set of experiments was carried out by adding a randomly selected motion with sample size 50 to the data in the second experiment. The expected number of clusters is 4 in these experiments. Failure to detect the motions, which have 10 samples, continues in this set of experiments. However, the cluster detection accuracy drops to 95% for the cluster size of 20. This happens because as the number of data points becomes larger, adding a cluster becomes more expensive.

3.4.1.4 50 Outliers, 3 Clusters of Size 50 each, 1 Cluster of Varying Size 10 to 50

The third set of experiments was carried out by adding a randomly selected motion with sample size 50 to the data in the third experiment. The cluster detection accuracy as well as classification accuracy in this case is slightly lower compared to previous experiments. However, this is expected due to increase in clustering penalty.

In another synthetic data experiment, we use “Spinning wheels” synthetic test data from [68]. This sequence contains four rotating objects with 50 tracked points each with 50 outliers. Frame 1 and 3 of the sequence were used in our experiment. After sampling and non maximal suppression, 22 hypotheses were selected. The proposed approach detects 4 clusters along with outliers. The total number of solutions explored by the branch-and-bound process was 2043.
Figure 3.6. Spinning wheels: (a) Disparities between two frames, each cluster is denoted by different color, matches marked by red are outliers; (b) Segmentation result for the first frame; (c) Segmentation result for the second frame.
3.4.2 Real Data

For all the real data used in these experiments, we use sparsely matched features provided by the provider of the data. For the first experiment with real data, “Box-book-mag” and “Desk” image pairs from [69] are used. “Box-book-mag” pair has three independently moving objects while camera is stationary. Figure 3.7 (a) shows disparities between the image pair indicated in different colors. While red colored matches are the detected outliers, each of rest of the colors represents disparities for a segmented object.

![Box-book-mag](image1)

Figure 3.7. Box-book-mag: (a) Disparities between two views, each cluster is denoted by different color, matches marked by red are outliers; (b) Segmentation result for the first view; (c) Segmentation result for the second view.
For the “Desk” image pair shown in figure 3.8, there are three moving objects namely the pile of books, the computer screen and the journal. Although the camera has also moved, there are no matches for the background. Thus, the background motion is not detected. The result of segmentation can be seen in figure 3.8 (b) and (c).

In the next experiment, our method is applied to the “car-truck-box” sequence used by Vidal et al. [20,70]. The motion between frame 1 and frame 8 of the sequence
was analyzed. In this sequence, there are three different motions. The box lies on a rotating desk, while the car and the truck are moved away from each other with hand. As seen in 3.9, three moving objects are correctly identified; however some of the motion vectors are incorrectly assigned. This is due to the sampling scheme that we use, rather than the cost function being optimized. If optimal motions are subset of the hypotheses being constructed then the segmentation results are guaranteed to be optimal with respect to the cost function.

Figure 3.9. Car-truck-box: (a) Disparities between two views, each cluster is denoted by different color, outliers are marked by red; (b) Segmentation result for frame 1; (c) Segmentation result for frame 8.
In the next sequence, taken from Sugaya and Kanatani [71] has a single moving object, i.e. the car. However, camera is also moving for this sequence. Frame 10 and frame 15 are used for segmentation in our experiment. The egomotion of camera and the motion of the car are correctly segmented and are shown in figure 3.10(c).

Finally, the proposed approach was tested with JHU155 database sequences [72], which includes various checkerboard and traffic sequences with two or three motion groups. The “cars3” sequence shown in Fig. 3.11 (a) has two moving cars
captured by a moving camera. Fig. 3.11 (b) gives segmentation results for the “people1” sequence, which depicts a pedestrian captured by a moving camera. The “truck2” sequence is segmented in the moving vehicle and the background in Fig. 3.11 (c). The checkerboard sequence in Fig. 3.11 (d), with one rotating object and one translating object captured by a rotating camera, was also successfully segmented by the proposed approach.

Table 3.1 shows summary of the execution of our method for all the experiments. Fraction of solutions explored shown in the table is calculated as,

\[
\text{Fraction explored} = \frac{\text{Solutions explored}}{2^{N_h}}.
\]

As seen for the table, the fraction of all the solutions explored is very small. This is also reflected in the execution speed. Note that the execution times for search alone are listed and they do not include sampling and pre-computing involved. Speedups achieved increase with increase in \(N_h\) since more solutions are generally rejected implicitly by rejecting a partial solution.

<table>
<thead>
<tr>
<th>Sequence</th>
<th>(N_h)</th>
<th>Solutions explored</th>
<th>Fraction explored</th>
<th>Time (Seconds)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Spinning wheels</td>
<td>22</td>
<td>2043</td>
<td>4.87e-4</td>
<td>0.17</td>
</tr>
<tr>
<td>Three car-Vidal</td>
<td>35</td>
<td>30542</td>
<td>8.89e-7</td>
<td>2.54</td>
</tr>
<tr>
<td>Book-box-mag</td>
<td>16</td>
<td>511</td>
<td>7.80e-3</td>
<td>0.06</td>
</tr>
<tr>
<td>Desk</td>
<td>25</td>
<td>1898</td>
<td>5.66e-5</td>
<td>0.16</td>
</tr>
<tr>
<td>Kanatani</td>
<td>14</td>
<td>354</td>
<td>2.16e-2</td>
<td>0.06</td>
</tr>
<tr>
<td>cars3-JHU</td>
<td>53</td>
<td>20166</td>
<td>2.24e-12</td>
<td>2.44</td>
</tr>
<tr>
<td>people1-JHU</td>
<td>95</td>
<td>7149</td>
<td>1.80e-25</td>
<td>0.94</td>
</tr>
<tr>
<td>truck2-JHU</td>
<td>34</td>
<td>622</td>
<td>3.62e-8</td>
<td>0.07</td>
</tr>
<tr>
<td>1R2TCR-JHU</td>
<td>58</td>
<td>21550</td>
<td>7.48e-14</td>
<td>2.40</td>
</tr>
</tbody>
</table>
Figure 3.11. Sequences from JHU155 database: Left: Segmentation result with disparities for the first view, Right: Segmentation result for the second view (a)(b) “cars3” sequence; (c)(d) “people1” sequence; (e)(f) “truck2” sequence; (g)(h) “1R2TCR” sequence.
In the following chapter, we generalize the segmentation framework presented here and establish its average computational complexity.
CHAPTER 4

COMPUTATIONAL COMPLEXITY OF BRANCH-AND-BOUND

4.1 Introduction

Clustering is a popular unsupervised learning technique applied in areas such as data mining [73], image processing [74], pattern recognition [75] and bioinformatics [76]. It meaningfully organizes the data by grouping similar data points in to a cluster and splits dissimilar data points in to different clusters. Normally, the similarity between data points is assessed with the help of a dissimilarity or distance measure such as Euclidian distance. The classical clustering method of k-means divides the data in to $k$ partitions so that the sum of squared error between cluster means and the data in the corresponding cluster is minimized. The k-means procedure falls under the category of partitioning methods for clustering. Hierarchical methods of clustering create a hierarchy of clusters.

In an agglomerative hierarchy, smaller clusters are merged to construct larger clusters, starting from individual data points leading to a single cluster. Under a divisive hierarchy, larger clusters are divided to form smaller clusters. The divisive strategy starts with a single cluster and finally each data point corresponds to a cluster. The desired complexity of clustering can be generated by cutting the hierarchy at a predetermined depth. Density based clustering approaches grow clusters based of the density of data points in the clustering space. Unlike partitioning approaches, the density based approaches can detect clusters of arbitrary shapes. In the model-based clustering approach, each cluster is represented by a parametric model [77]. A data point is assigned to the cluster whose model explains the data point the best.
A model such as Gaussian mixture model (GMM) or hidden Markov model (HMM) is defined \textit{a priori} based on the domain knowledge. Han and Kamber \cite{73} give detailed descriptions of the contemporary techniques, which follow the aforementioned clustering paradigms.

Image, motion, stereo disparity, and structure-and-motion segmentations can be expressed as model-based clustering problems. For model-based clustering problems, the cluster parameters should be known in order to assign a data point to an appropriate cluster. On the other hand, the cluster parameters can be computed only if the cluster assignments of data points are known. This “chicken-and-egg” dilemma leads to an iterative formulation for model-based clustering methods similar to an expectation maximization (EM) algorithm \cite{78}.

Clustering aims to optimize an assignment cost such as dissimilarity measure to achieve a (locally) optimal solution. If the number of clusters is increased, generally the cost for the same data reduces. The degenerate case for this occurs when one cluster corresponds to one data point and the corresponding clustering cost is zero. Clearly, such a scenario is undesirable. Thus, the clustering cost must be appropriately adjusted, which results in penalty for additional clusters. Several model selection methods exist, which incorporate this idea \cite{79}. Note that the term “model” in model selection refers to the number of clusters and the parametric models for these clusters. To apply model selection to clustering, candidate models are sequentially generated by varying the number of clusters and, the best model is selected according to a model selection criterion. The iterative and sequential problem of model selection for the image data can be simplified to a one step optimization by using the knowledge that the clusters formed in an image are spatially coherent. The candidates for cluster parameters can be generated by sampling spatially coherent image data points. Once the candidates are known, a subset of these candidates can
be selected by optimizing a model selection cost. This transforms the segmentation
problem into a one step model selection problem.

This idea is utilized in structure-and-motion segmentation approaches pro-
posed recently [19,69]. Schindler and Suter [69] carry out multi-body structure-and-
motion segmentation from two camera views. After correspondences are established
between the two views, they are grouped together based on the spatial coherence.
From each group of correspondences, a candidate hypothesis for underlying structure-
and-motion model is generated using random sample consensus (RANSAC) [15]. A
geometrically robust information criterion (GRIC) [80] is optimized to select the
best subset of candidates hypotheses. The optimization of the criterion is carried
out with Tabu search [81]. Li [19] solves the two-view motion segmentation problem
starting from a set of candidate motions generated by applying spatial coherence,
prior distribution etc. The segmentation problem is then formed as a facility location
problem and solved with linear programming relaxation [82,83]. We have a similar
approach. In chapter 3, we generate candidates for structure-and-motion by apply-
ing local sampling followed by nonmaximal suppression. We optimize the Bayesian
information criterion (BIC) [84] with a branch-and-bound strategy.

In this chapter, a general framework based on chapter 3 for multi-hypotheses
branch-and-bound model selection is outlined and, its average computational com-
plexity is analyzed. The average computational complexity of the branch-and-bound
algorithms, which search over random trees has been explored by a number of re-
searchers [85–90]. The term “random” applies to the structure of the tree and weights
of the tree edges in general. However, for the multi-hypotheses branch-and-bound
model selection problem, the structure of the tree is deterministic and only the
weights of the tree edges are random. Thus, a separate treatment for the complexity
of the problem becomes necessary. Our preliminary work on this topic appeared in [91].

This chapter is organized as follows: Section 4.2 formulates a generalized multi-hypotheses branch-and-bound model selection problem. Section 4.3 develops the framework to estimate the expected complexity of the branch-and-bound search for the problem. The computation of various quantities involved in the estimation of complexity of the algorithm is discussed in section 4.4. Section 4.5 presents the results achieved by the model selection process and its expected complexity.

4.2 Generalized Multi-Hypotheses Branch-and-Bound Model Selection

This section first formulates the model-based clustering and model selection problem. Later, a branch-and-bound algorithm for the problem is devised and application of the model selection to an image segmentation problem is discussed.

4.2.1 Segmentation as a Model Selection Problem

Consider a set $Y$ consisting $M$ observations such as image intensity/color, video motion or stereo disparity.

$$Y = \{y_1, y_2, \ldots, y_M\}$$

The corresponding cluster memberships for the observations can be denoted by $L = \{l_1, l_2, \ldots, l_M\}$. If an observation $y_j$ belongs to a cluster $k$ then $l_j = k$ and vice-versa. Under the model-based clustering paradigm, the data can be explained with one of the $K$ clusters with parameters \{$\Theta_1, \Theta_2, \ldots, \Theta_K$\} respectively. A generic model for
estimating observations from the cluster parameters and the memberships can be given as [92],
\[ y_j = g(x_j; \Theta_l) + v_j, \quad j = 1, 2, \ldots, M. \] (4.1)

In this model, \( X = \{x_1, x_2, \ldots, x_M\} \) are the independent variables, on which observations \( Y \) depend (these can be quantities such as the spatial locations of the images or time instances for time-series data). If the data has no spatial or temporal relationship, which is the case for many clustering problems, the independent variables would not appear in the model [73]. \( g(x; \Theta_f) \) can be a linear or nonlinear function or any process that can compute observation \( y \) from \( x \) given parameters \( \Theta_f \). \( V = \{v_1, v_2, \ldots, v_M\} \) is the noise corrupting the observation, which is generally assumed to follow a zero mean independent Gaussian distribution. The model above appears in missing data problems as well [74]. According to the missing data formulation, the observations \( Y \) are available and the cluster memberships \( L \) are missing.

The model-based clustering problems have two unknown quantities, the cluster parameters \( \Theta = \{\Theta_1, \Theta_2, \ldots, \Theta_K\} \) and the memberships \( L \). Given the memberships \( L \), the maximum likelihood estimate for the parameters \( \Theta \) is given by
\[ \hat{\Theta} = \arg \max_{\Theta} \Pr(L|\Theta, Y). \] (4.2)

Given the parameters \( \Theta \), the maximum likelihood estimate for the memberships \( L \) is given by
\[ \hat{L} = \arg \max_{F} \Pr(\Theta|L, Y). \] (4.3)
After simplification,

\[
\hat{\Theta}_i = \arg \min_{\Theta} \sum_{j : \hat{l}_j = i} ||y_j - g(x_j; \Theta)||^2
\] (4.4)

\[
\hat{l}_j = \arg \min_{i} ||y_j - g(x_j; \Theta_i)||^2
\] (4.5)

Here, \( i = 1, 2, \ldots, K \) and \( j = 1, 2, \ldots, M \). Conventional methods iterate between the estimation of \( \Theta \) and \( L \) till one or the other converges. They additionally require that the number of clusters \( K \) is known \textit{a priori}. This requirement is unrealistic in most clustering problems. Thus, the number of clusters has to be varied to select the optimal number of clusters. This process is called model selection. The model selection constitutes the choice of \( K \) and the corresponding \( \Theta \). Since the likelihood of the model increases as more clusters are added, a criterion which penalizes the likelihood with increasing clusters such as Akaike Information Criterion (AIC) or Bayesian Information Criterion (BIC) is used to select the optimal number of clusters [63]. If the number of free parameters per cluster is \( N \),

\[
AIC(\Theta) = -2 \log(L_\Theta) + 2KN.
\] (4.6)

\[
BIC(\Theta) = -2 \log(L_\Theta) + KN \log(M).
\] (4.7)

Or, a generalized model selection criterion can be given by

\[
C(\Theta) = -\log(L_\Theta) + \alpha \cdot K,
\] (4.8)
where $\alpha$ is a positive constant and $L_\Theta$ gives the likelihood of the data for a model $\Theta$. The model selection thus leads to a sequential process, which follows the iterative clustering.

On the other hand, if a linearly ordered set of $N_c$ candidates

$$C = \{C_1, C_2, \ldots, C_{N_c}\}$$

for cluster parameters $\Theta_i$ is given, we can choose a subset $\Theta$, which optimizes the model selection criterion given in (4.8). The likelihood of the data is proportional to the sum of the residuals for the current model and, is given by,

$$\log(L_\Theta) = -\frac{1}{2} M \log \left( \frac{\text{SSD}(\Theta)}{M} \right) + \text{Constant} \quad (4.9)$$

where,

$$\text{SSD}(\Theta) = \sum_{j=1}^{M} \min_{C_i \in \Theta} r_j(C_i)$$

and

$$r_j(C_i) = ||y_j - g(x_j; C_i)||^2 \quad (4.10)$$

are the residuals for $j$th observation for candidate $C_i$.

After subsuming the constants, the model selection criterion becomes,

$$C(\Theta) = M \log \left( \frac{\text{SSD}(\Theta)}{M} \right) + \alpha \cdot K, \quad (4.11)$$

which is to be minimized by selecting $\Theta \subset C$, where $K$ is the number of candidates in the subset $\Theta$.

There are $2^{N_c}$ possible solutions for this subset selection problem. Even for moderate $N_c$, an exhaustive search is computationally expensive. However, the na-
ture of the problem allows us to use a branch-and-bound approach to obtain an optimal solution for the problem in a reasonable time for practical problems.

4.2.2 Branch-and-Bound Algorithm for Model Selection

All the possible solutions of the model selection problem can be represented by a rooted tree. It is important that every solution is listed only once in the tree to avoid unnecessary computations. This can be ensured by creating child nodes that are different than:

- left siblings,
- ancestors,
- left siblings of ancestors.

One simple way of generating such a solution tree for five candidates is shown in figure 4.1 with an additional candidate claiming that the data point is an outlier. For ease of representation, each tree node is labeled by the index of the most recently added candidate, instead of listing indices of all the candidates in the subset. The subset of candidates corresponding to a node is given by a walk from the root node to the node under consideration. The circled node includes candidates \( \{C_0, C_1, C_3\} \).

The candidate \( C_0 \) indicates that the data point is an outlier, i.e., the point does not belong to any of the cluster parameter candidates. Note that, in the solution tree, the node label \( z_i \) increases monotonically with the tree depth and the node label is lesser than its right sibling’s label. These two conditions ensure that the rule stated above to generate the child nodes is followed.

Each node of the tree represents a subset of candidates and two hypotheses, one that the subset gives the optimal solution of the model selection problem and the other that the subset is a partial solution to the problem. A partial solution is a subset of optimal solution, i.e., adding more candidates to a partial solution would
lead to an optimal solution. Note that, if a partial solution hypothesis for a node is rejected, then none of the child nodes of the node can be a partial solution. A branch-and-bound algorithm aims to validate the hypotheses presented by all the tree nodes explicitly or implicitly. As the algorithm is a search strategy, at any point of search it maintains the best search result till that point. The best search result, which is nothing but the lowest cost encountered in the search $C^*$, can be used to validate the optimal solution hypothesis. If the modeling cost $C(\Theta)$ for current node is higher than $C^*$, the current node cannot be an optimal solution. The partial solution hypothesis can be validated with a lower bound on the modeling cost of all the solutions leading from the current subset of candidates. All the solutions leading from current subset are represented by child nodes of the current node. If the lower bound on child nodes is higher than $C^*$, then the partial solution hypotheses for the node as well as its child nodes can be safely rejected.

The lower bound on the first term of (4.11) corresponds to the lower bound on $SSD(\Theta)$. The lower bound on $SSD(\Theta)$ is reached when a lower bounds on residuals
of individual data points is achieved. With candidate subset $\Theta$, the residue for $j$th observation is given by,

$$\min_{C_i \in \Theta} r_j(C_i).$$

If the subset $\Theta$ is hypothesized as a partial solution, one can add a subset of candidates $\Theta^+$ to the existing subset $\Theta$ to form a solution $\Theta'$. To find the lower bound on the residual, one must include all the possible candidates to build $\Theta^+$. By observing the structure of the solution tree, it is clear that the candidates $C_k \in \Theta^+$ must have $C_k > \max(\Theta)$. Note that, here the hypotheses are compared by their indices. Thus, the lower bound on the residual for $j$th observation is given by,

$$\min_{C_i \in \Theta'} r_j(C_i) = \min \left( \min_{C_i \in \Theta} r_j(C_i), \min_{C_k \in \Theta^+} r_j(C_k) \right)$$

$$= \min \left( \min_{C_i \in \Theta} r_j(C_i), \min_{\forall C_k > \max(\Theta)} r_j(C_k) \right).$$

Thus, the lower bound on $\text{SSD}(\Theta)$ is given by,

$$\text{SSD}_{\text{Lower}}(\Theta) = \sum_{j=1}^{M} \min \left( \min_{C_i \in \Theta} r_j(C_i), \min_{\forall C_k > \max(\Theta)} r_j(C_k) \right). \quad (4.12)$$

As at least one more candidate has to added to the partial solution of size $K$ to reach an optimal solution, the lower bound on second term of (4.11) is given by $(K + 1)$. The lower bound on the hypotheses leading from $\Theta$ is thus given by,

$$C_{\text{Lower}}(\Theta) = M \log \left( \frac{\text{SSD}_{\text{Lower}}(\Theta)}{M} \right) + \alpha \cdot (K + 1) \quad (4.13)$$

From the cost function (4.11) and the bound (4.13), the branch-and-bound algorithm can be implemented.
We adapt a generic queue based implementation of the branch-and-bound procedure from [86]. With the queue based implementation, the solution tree can be explored using various search strategies. We list a few of these methods here [86],

- Best bound first (BBF)
- Ordered depth first
- Generation order depth first
- Ordered breadth first
- Generation order breadth first

These methods prioritize the search of nodes in different ways as suggested by their names. As the BBF search algorithm has the least time complexity, we choose the BBF search for our implementation and the complexity analysis. The following gives an implementation of BBF search for the model selection problem,

**Best bound first branch-and-bound procedure:**

1. Insert hypotheses for the root node in the priority queue $Q$.
2. Set the optimal cost $C^* = \infty$.
3. Pop the first hypothesis from $Q$, which is nothing but the least cost hypothesis.
4. If the popped hypothesis is an optimal cost hypothesis then terminate the algorithm.
5. For the child nodes of the popped hypothesis, validate and insert hypotheses in $Q$. For all the child nodes,
   (a) Validate the optimal solution hypothesis.
      - Compute cost $C(\Theta)$ for the node.
      - If $C(\Theta) < C^*$,
        - Insert an optimal solution hypothesis in $Q$ with priority $1/C(\Theta)$.
        - Delete hypotheses after the location where above hypothesis was inserted.
- Set $C^* = C(\Theta)$.

(b) Validate the partial solution hypothesis, if the node is an internal node.

- Calculate bound $C_{\text{Lower}}(\Theta)$.
- If $C_{\text{Lower}}(\Theta) < C^*$, insert a partial solution hypothesis in $Q$ with priority $1/C_{\text{Lower}}(\Theta)$.

6. Go to step 3.

4.2.3 Application to Multiple Structure-and-Motion Segmentation

The multiple structure-and-motion (MSaM) segmentation problem groups image correspondences according to coherent structure and motion. The set of $M$ image correspondences in this case be given by, $Y = \{y_1, y_2, \ldots, y_M\}$ and $X = \{x_1, x_2, \ldots, x_M\}$, where $y_j$ and $x_j$ are image coordinates of the $j$th correspondence. If the image sequence contains $K$ moving rigid objects, the $j$th image correspondence is related as,

$$y_j^T F_{ij} x_j = 0. \quad (4.14)$$

Here $F = \{F_1, F_2, \ldots, F_K\}$ correspond to fundamental matrices [15] of $K$ rigid bodies. We can rewrite (4.14) as a generic model shown in section 4.2 as,

$$y_j = f(x_j; F_{ij}) + v_j. \quad (4.15)$$

The function $f$ here corresponds to the triangulation method [15], which can estimate $y_j$ given $x_j$ and the corresponding fundamental matrix. Due to the geometric nature of the problem, maximum likelihood estimation uses a geometric distance measure such as reprojection error

$$\delta(y_j, x_j, C_i)^2 = ||y_j - \hat{y}_j||^2 + ||x_j - \hat{x}_j||^2 \quad (4.16)$$
where \( \hat{y}_j \) and \( \hat{x}_j \) are estimated correspondences by candidate \( C_i \) given by,

\[
\hat{y}_j = f(x_j; C_i),
\]
\[
\hat{x}_j = f(y_j; C_i^T).
\]

The candidates for the fundamental matrix can be generated by local sampling of the correspondences and estimating the fundamental matrix from the sample. If these candidates are \( C = \{C_1, C_2, \ldots, C_{N_c}\} \), the residual for the \( j \)th correspondence for candidate \( C_i \) is given by,

\[
r_j(C_i) = \delta(y_j, x_j, C_i)^2. \tag{4.17}
\]

With these residuals, one can proceed to a generic implementation of the branch-and-bound strategy for model selection outlined at the beginning of the section.

### 4.3 Branch-and-Bound as an Edge-Weighted Tree Search Problem

The worst case computational complexity of any branch-and-bound search algorithm is the same as the complexity of the brute force search. However, a branch-and-bound approach is generally applied to an \textbf{NP}-hard global optimization problem, for which the worst case complexity gives little or no insight into the performance of the approach. In such a situation, the average or expected computational complexity would give a more reasonable estimate of the performance of the approach. In this section, we formulate a framework to estimate the expected computational complexity for the branch-and-bound model selection approach presented in the previous section.

Under the current formulation, each node of the solution tree represents two hypotheses, the optimal solution hypothesis and the partial solution hypothesis. This
Figure 4.2. (a) Original branch-and-bound tree for $N_c = 3$, (b) its edge-weighted equivalent, (c) Coding for the tree nodes.

gives rise to a binomial tree [65] of order $N_c$ as the representation of the model selection problem (see figure 4.2(a)). However, in a typical tree search problem only the leaf nodes can represent an optimal solution. To incorporate this, we modify the original tree structure and add a “twin” node to each internal node of the binomial tree. This updated tree structure is shown in figure 4.2(b) and will be used for computational complexity analysis. The circled nodes are the newly added twin nodes. In the updated tree, the leaf nodes (i.e., leaf nodes from the original tree and newly added twin nodes) represent the optimal solution hypotheses and the internal nodes represent the partial solution hypotheses.
To represent each hypothesis uniquely, we devise a representation for each hypothesis with symbols \( \{0, 1, X\} \) ("zero", "one" and "undetermined"). In this \( N_c \) elements wide representation, if a hypothesis includes a candidate \( C_i \) then \((N_c - i)\)th element of the representation is ‘1’ and if the hypothesis does not include the candidate \( C_i \) then \((N_c - i)\)th element is ‘0’. For the partial solution hypothesis represented by internal nodes, an additional symbol ‘X’ is used. The symbol X indicates a candidate that can be included in a solution later in the search. The \((N_c - i)\)th element of the representation is set to X, if any child nodes can include the candidate \( C_i \). One can quickly get the “twin” node of an internal node by replacing ‘X’s with ‘0’s.

The cost associated with a leaf node is the cost of the optimal solution hypothesis \( C(\Theta) \). On the other hand, the cost associated with an internal node is the cost of the partial solution hypothesis \( C_{\text{Lower}}(\Theta) \). From \((4.11)\) and \((4.13)\), one can conclude that the cost of a node is lower than its child nodes. This also means that each edge of the updated tree has a nonzero positive weight associated with it. The cost of reaching a node can be computed by adding weights of all the edges along the path from the node to the root of the tree. Note that, our formulation does not require explicit computation of the edge weights as the cost of reaching a node can be directly computed from \((4.11)\) or \((4.13)\). The least cost leaf node in the edge-weighted tree corresponds to the optimal solution for the branch-and-bound process. Thus, our branch-and-bound approach can be seen as a least cost leaf search problem for the updated edge-weighted tree.

### 4.3.1 Average Complexity

To estimate the average complexity, we concentrate on the BBF approach, which explores the least number of nodes before it reaches the optimal solution [86].
In a BBF implementation, every time the least cost node is popped out of the priority queue $Q$. Child nodes of the currently popped node are inserted in the queue $Q$. The priority of a node is set inversely proportional to its cost. For the edge weighted tree, the first leaf node popped from $Q$ during BBF search is optimal [86]. This also means that the complexity, i.e. the number of nodes popped out before the optimal node, is same as the number of internal nodes with costs less than the optimal cost. Additionally, the optimal node has the cost less than all the other leaf nodes by definition.

Let $T$ denote the set of all the leaf nodes of the tree and $I$ denote the set of all internal nodes of the tree. The optimality probability of the node $i$, $\Pr_o(i)$, denotes the probability that the node $i$ is optimal, i.e. it has the least cost among the leaf nodes.

$$\Pr_o(i) = \prod_{\forall j \in T \setminus i} \Pr(C(i) < C(j))$$ (4.18)

The cost probabilities $\Pr(C(i) < C(j))$ are probabilities of comparison of the sum of edge weights leading to nodes $i$ and $j$. These can be seen as probabilities of comparison between two sums of edge weights and thus can be given by $\Pr_T(S_m < S_n)$. Here $S_m$ and $S_n$ are the sums of $m$ and $n$ edge weights respectively ($1 \leq n \leq N_c, 1 \leq m \leq N_c$). Note that it is not necessarily true that $m = \text{depth}(i)$ and $n = \text{depth}(j)$. One has to remove the common edges along the path to the root node from the node depth to get values of $m$ and $n$. If the number of common edges is $l$ then $m = \text{depth}(i) - l$ and $n = \text{depth}(j) - l$. We define nodes $i$ and $j$ to have a relationship of order $(m, n)$. In graph theory terms, the relationship between the two nodes can be seen as the simple path between them and $(m + n)$ gives the length of the simple path.
Due to the recursive structure of the tree, the weight relationships repeat themselves. Thus, $Pr_o(i)$ can be written as,

$$Pr_o(i) = \prod_{m=1}^{N_c} \prod_{n=1}^{N_c} Pr_T(S_m < S_n)^{O_{(m,n)}}$$  \hspace{1cm} (4.19)

Here $O_i$ is the optimality matrix for the node $i$ and its $(m, n)$th element indicates the number of times the relationship $(m, n)$ (and hence the term $Pr_T(S_m < S_n)$) appears in the computation of $Pr_o(i)$.

The complexity for node $i$, $N(i)$ denotes the number of internal nodes explored by BBF search if the node $i$ is optimal. When the node $i$ is optimal, the internal node $j$ is explored only if its cost is less than the cost of the optimal node $i$. Thus, the complexity when the node $i$ is optimal is,

$$N(i) = \sum_{\forall j \in I} Pr(C_{\text{Lower}}(j) < C(i))$$  \hspace{1cm} (4.20)

Similar to the optimality probability $Pr_o(i)$, the complexity $N(i)$ of the node can be expressed as,

$$N(i) = \sum_{m=1}^{N_c} \sum_{n=1}^{N_c} Pr_I(S_n < S_m) \cdot R_i(m, n)$$  \hspace{1cm} (4.21)

Here $R_i$ is the complexity matrix for the node $i$ and its $(m, n)$th element indicates the number of times the relationship $(m, n)$ (and hence the term $Pr_I(S_m < S_n)$) repeats in computation of $N(i)$. Note that different subscripts are used for probabilities $Pr_T$ and $Pr_I$, as the sums compared by these probabilities differ slightly. For $Pr_T$, one of the weights in both sums is for an edge from an internal node to a leaf node while all the other weights are for edges between internal nodes. For $Pr_I$, all the weights
correspond to edges between internal nodes. If we assume that this difference is negligible then,

\[ \Pr(S_m < S_n) = \Pr_T(S_m < S_n) = 1 - \Pr_I(S_n < S_m). \quad (4.22) \]

With the optimality probability \( \Pr_o(i) \) and the complexity \( N(i) \), the expected complexity \( \overline{N} \) can be estimated as,

\[ \overline{N} = \frac{\sum_{\forall i \in T} \Pr_o(i) N(i)}{\sum_{\forall i \in T} \Pr_o(i)}. \quad (4.23) \]

The following section describes the computation of quantities involved in the estimation of the expected complexity.

### 4.4 Cost Probabilities, Optimality and Complexity Matrices

The optimality matrix \( O_i \) and the complexity matrix \( R_i \) are different for nodes that do not have \((1, 1)\) relationship and, the matrices change with the order of the tree as well. However, the cost probabilities \( \Pr_T(S_m < S_n) \) and \( \Pr_I(S_n < S_m) \) are only determined by the distribution of edge weights. This section first describes how to estimate these probabilities.

#### 4.4.1 Cost Probabilities for Uniformly Distributed Edge Weights

This section estimates cost probabilities for an edge weighted tree with edge weights uniformly distributed between \([0, 1]\). We start with the sum of \( m \) independently and uniformly distributed edge weights between \([0, 1]\) given by [93],

\[ f_m(S_m) = \frac{1}{(m - 1)!} \sum_{j=0}^{m} (-1)^j \binom{m}{j} [(S_m - j)^+]^{m-1} \quad (4.24) \]
Here, \((\cdot)_+\) means positive part of \((\cdot)\). This can be written as,

\[
(\cdot)_+ = \frac{(\cdot) + |(\cdot)|}{2}
\]

\[\Pr(S_m < S_n)\] when \(m > n\) can be derived from \(f_m(S_m)\) to be,

\[
\Pr(S_m < S_n) = \sum_{q=1}^{n} \sum_{k=0}^{q-1} \sum_{j=0}^{q-1} (-1)^{k+j} \binom{n}{k} \binom{m}{j} \\
\left[ \sum_{p=1}^{n} (-1)^{p-1} \frac{(x-k)^{(n-p)}}{(n-p)!} \frac{(x-j)^{(m+p)}}{(m+p)!} \right]^{q-1} \tag{4.25}
\]

Here,

\[
[f(x)]^{q}_{(q-1)} = f(q) - f(q-1)
\]

Refer to the appendix for the detailed derivation. \(\Pr(S_m < S_n)\) when \(m < n\) can simply computed as,

\[
\Pr(S_m < S_n) = 1 - \Pr(S_n < S_m).
\]

Figure 4.3 shows the plot of these probabilities.

\subsection*{4.4.2 Cost Probabilities by Sampling}

For a typical model selection problem, the distribution for the sums does not have a closed form solution or it is unknown. In such a case, a close approximation of \(\Pr_T(S_n < S_m)\) and \(\Pr_I(S_n < S_m)\) or \(\Pr(S_n < S_m)\) can be generated with sampling. The sampling can be implemented as a simple process listed below.

- For all the possible combinations of \(m\) and \(n\) repeat following \(N_s\) times.
  - Generate a hypothesis \(\Theta_1\) of size \(m\) and compute its cost \(C(\Theta_1)\).
Generate a hypothesis $\Theta_2$ of size $n$ such that $\Theta_1 \cap \Theta_2 = \emptyset$ and compute its cost $C(\Theta_2)$.

- Compare the costs of the hypotheses, if $C(\Theta_1) < C(\Theta_1)$, $Pr(S_m < S_n) = Pr(S_m < S_n) + 1$.

- For all the possible combinations of $m$ and $n$, normalize the probabilities,

$$Pr(S_m < S_n) = \frac{Pr(S_m < S_n)}{N_s}.$$ 

Figure 4.4 shows $Pr(S_m < S_n)$ generated with sampling when the edge weights are independent and identically distributed (iid) as squared zero mean Gaussian with unit standard deviation respectively.

4.4.3 Computing Optimality Matrix

The optimality matrix $O_i$ is computed by comparing each leaf node $i$ with all the other leaf nodes. The edge weighted tree can be seen as a binomial tree with an
Figure 4.4. \( \Pr(S_m < S_n) \) for squared Gaussian iid random variables generated by sampling.

added “twin” node for all the internal nodes. Thus, the recursive properties of the binomial tree can be used in the computation of \( O_i \). To compute \( O_i \), we transform the edge weighted tree back to the binomial tree by merging the twin nodes with the internal nodes and retaining the representation of the twin nodes after merging. Thus, the node representation is now binary.

Computation of \( O_i \) relies on the property that a simple path between two nodes of a binomial tree includes the root node of only the smallest subtree including both the nodes. Note the following important properties before proceeding to compute \( O_i \).

- Depth of a node, \( d(i) \) is equal to the number of ones in the binary representation.
- Each node \( i \) belongs to a unique combination of binomial subtrees

\[ T_0, T_1, \ldots, T_{d(i)} \]
and the location of ones in the representation indicates the order of binomial subtrees, e.g. the most significant bit indicates a binary subtree of order $N_c - 1$ and the least significant bit indicates a binomial subtree of order 0. Note that all the nodes belong to a subtree $T_0$ of order $N_c$.

- The number of nodes belonging to a subtree $T_t$ at depth $k$ is given by,

$$N_t(k) = \begin{cases} \binom{T_t}{k-t}, & \text{if } 0 \leq k - t \leq T_t; \\ 0, & \text{otherwise}. \end{cases} \quad (4.26)$$

where $k = 0, 1, 2, \ldots, N_c$ and $t = 0, 1, 2, \ldots, d(i)$.

Since a node $i$ only belongs to subtrees $T_0, T_1, \ldots, T_{d(i)}$, to compute $O_i$, we have to analyze these subtrees alone. The binomial tree can be split into these subtrees and can be analyzed subtree by subtree, starting with the largest subtree $T_0$. For each subtree, we select the nodes that exclusively belong to the subtree under consideration. This can be accomplished by removing the nodes belonging to the next largest subtree from the subtree under consideration. Finally, one has to offset the result of merging of the “twin” nodes. The merging leads to the relationships of the order $(m, 0)$ and $(0, n)$, which would have been of the order $(m + 1, 1)$ and $(1, n + 1)$ otherwise. Also, we have to remove the relationship $(0, 0)$, which corresponds to a comparison of the node $i$ with itself. The algorithm to compute the optimality matrix $O_i$ follows.

1. Initialize $T = \{T_0, T_1, \ldots, T_d\} =$ the subtree membership of the node $i$, $d(i) =$ depth of the node $i$, set $O_i(1, 1) = -1$ and all the other elements of $O_i$ equal to zero.

2. Set $t = 0$ such that the current subtree $T_t = T_0$. 

3. For the subtree $T_t$, at each depth $k = 0, 1, \ldots, N_c$ compute $M_t(k)$ the number of nodes, which belong exclusively to the subtree tree $T_t$.

$$M_t(k) = \begin{cases} N_t(k) - N_{t+1}(k), & \text{if } t < d(i); \\ N_t(k), & \text{Otherwise.} \end{cases}$$

4. If $k > 0$ and $d(i) - t > 0$, set $O_i(d(i) - t, k) = O_i(d(i) - t, k) + M_t(k)$ else set $O_i(d(i) - t + 1, k + 1) = O_i(d(i) - t + 1, k + 1) + M_t(k)$.

5. Set $t = t + 1$. If $t \leq d(i)$, then go to step (3), else terminate the algorithm.

4.4.4 Computing Complexity Matrix

To compute the complexity matrix $R_i$, each leaf node $i$ has to be compared with internal nodes of the cost weighted tree. After the “twin” node merging, one has to compare each node $i$ of the merged tree with all the internal nodes of the tree. Note that the internal nodes of a binomial tree of order $N_c$ form a binomial tree of order $(N_c - 1)$. Thus, similar to (4.26) the number of internal nodes belonging to subtree $T_t$ at depth $k$ is given by,

$$L_t(k) = \begin{cases} \binom{T_t - 1}{k - t}, & \text{if } 0 \leq k - t \leq T_t - 1; \\ 0, & \text{otherwise.} \end{cases}$$

(4.27)

The algorithm to compute the complexity matrix $R_i$ is a slight variation of the one that calculates $O_i$.

1. Initialize $T = \{T_0, T_1, \ldots, T_d\} =$ the subtree membership of the node $i$, $d(i) =$ depth of the node $i$, set all the other elements of $R_i$ equal to zero.

2. Set $t = 0$ such that the current subtree $T_t = T_0$. 
3. For the subtree $T_t$, at each depth $k = 0, 1, \ldots, N_c$ compute $M_t(k)$ the number of nodes, which belong exclusively to the subtree tree $T_t$.

$$M_t(k) = \begin{cases} 
L_t(k) - L_{t+1}(k), & \text{if } t < d(i); \\
L_t(k), & \text{Otherwise.}
\end{cases}$$

4. If $m > 0$ and $d(i) - t > 0$, set $R_i(d(i) - t, k) = R_i(d(i) - t, m) + M_t(k)$ else set $R_i(d(i) - t + 1, k + 1) = R_i(d(i) - t + 1, k + 1) + M_t(k)$.

5. Set $t = t + 1$. If $t \leq d(i)$, then go to step (3), else terminate the algorithm.

Note that when the internal node $j$ is an ancestor of the leaf node $i$, the probability $\Pr(S_n < S_m)$ is 1. We have to correct the complexity matrix for these cases by setting $R_i(k, 1) = R_i(k, 1) - 1$ where $0 \leq k < d(i)$. With the corrected complexity matrix $R_i$, the complexity $N(i)$ becomes,

$$N(i) = d(i) + \sum_{m=1}^{N_c} \sum_{n=1}^{N_c} \Pr(S_n < S_m) \cdot R_i(m, n) \quad (4.28)$$

Since the complexity for computing the optimality matrix and the complexity matrix increases exponentially with $N_c$, the computational complexity analysis for the model selection can only be accomplished for a moderate number of candidates. In the following section, computational complexity of branch-and-bound model selection is analyzed for the multiple structure-and-motion segmentation.

4.5 Experimental Results

We studied the performance of the proposed model selection framework for multiple structure-and-motion (MSaM) segmentation problem. The MSaM segmentation is carried out on a pair of images. We chose publicly available image data
sets for our experiments. To generate candidates for the model selection, for each image correspondence, a fundamental matrix candidate was computed from a circular spatial neighborhood of the correspondences using the “Structure-and-Motion Toolkit” from [67]. Outlier and inlier correspondences were selected for each fundamental matrix candidate by applying a threshold $\delta_T$ to the reprojection error of the correspondences for the candidate. The number of inlier correspondences for each candidate indicates the support for the candidate. To avoid repeated candidates, which are similar, candidates with smaller support sharing substantial (> 80%) inlier correspondences with a candidate with larger support, were suppressed. Finally, the surviving candidates were arranged in decreasing order of their support. The Bayesian information criterion (BIC) was optimized for these candidates to select the optimal hypothesis. Some correspondence are tagged as outliers as none of the selected candidates can explain them with residuals less than $\delta_T$.

The complexity of proposed branch-and-bound model selection approach was estimated with synthetic data. For the experiments, 100 different fundamental matrices were randomly generated. For each fundamental matrix, 50 correspondences were generated with the model given by (4.15) adding iid Gaussian noise with $\sigma = 1$. At a time, correspondences for four different fundamental matrices were combined together to form an experimental data set. Additionally, 50 randomly selected correspondences from the remaining motions were added to the data as outliers. The number of hypotheses $N_c$ cannot be explicitly controlled and it varies with the number of motions and their spatial configuration. For our synthetic data, $N_c$ was close to 20 to 30. To estimate the probabilities $Pr_T(S_m < S_n)$ for the MSaM segmentation problem, we randomly generated pairs of hypotheses and compared their BIC values. To calculate the probabilities $Pr_I(S_m < S_n)$, BIC value of a randomly generated hypothesis was compared to the lower bound on BIC value of another randomly gen-
erated hypothesis. Figures 4.5 and 4.6 show the probability matrices Pr\(_T(S_m < S_n)\)
and Pr\(_I(S_n < S_m)\) respectively.

![Figure 4.5. Pr\(_T(S_m < S_n)\) for the MSaM segmentation problem.](image)

Once the probability matrices Pr\(_T(S_m < S_n)\) and Pr\(_I(S_n < S_m)\) are known
from sampling, the complexity for the branch-and-bound search can be estimated by
evaluating (4.23). Figure 4.7 shows the estimated expected complexity for the MSaM
segmentation problem along with other tree search problems when edge weights
are uniform iids and squared Gaussian iids. The worst case complexity, which is
equivalent to a brute force search, is also shown for comparison. Clearly, the expected
complexity of the branch-and-bound search depends on the distribution of the edge
weights. This distribution is captured by probabilities Pr\(_T(S_m < S_n)\) and Pr\(_I(S_n < S_m)\).

As seen from the plots, although the expected complexity is much lesser than
the worst case complexity for the branch-and-bound, it remains exponential for the
Figure 4.6. $\Pr_I(S_n < S_m)$ for the MSaM segmentation problem.

Figure 4.7. Expected complexity.
most part. The rate of exponential depends on how quickly the off diagonal values of probability matrices $\text{Pr}(S_m < S_n)$ and $\text{Pr}(S_n < S_m)$ drop to near zero/ rise close to one. On the other hand, for the MSaM segmentation problem, the increase in the complexity as $N_c > 15$ is not as drastic as $N_c < 15$. This again is a result of the off diagonal values of probability matrices $\text{Pr}(S_m < S_n)$ and $\text{Pr}(S_n < S_m)$, almost all of which drop to near zero/ rise close to one for $N_c > 15$.

Figure 4.8 compares the estimated expected complexity of the problem with the experimentally observed complexity of the problem. We ran 400 experiments with different data sets to find the number of nodes explored before optimal solution was found. These experiments were then separated based on value $N_c$ and sorted according to increasing complexity. The lengths of plots were normalized horizontally to 100 for easy comparison of complexity for various values of $N_c$. As seen in figure 4.8, although the expected complexity is slightly overestimated, it still provides a satisfactory estimate for the observed complexity.
After proposing branch-and-bound based segmentation methods in last two chapters and, establishing computational complexity of the branch-and-bound, the following chapter concentrates on the problem of visual object recognition.
CHAPTER 5
VISUAL OBJECT RECOGNITION

5.1 Introduction

The visual bag-of-words approach is the predominantly applied approach to solve the visual object recognition problem \([94,95]\). In the visual bag-of-words approach, each image is characterized by a histogram of the quantized image features. Each image feature describes an invariant local interest point \([96]\) extracted with detectors such as Harris-affine interest point detector \([97]\), difference-of-gaussian detector \([98]\), maximally stable extremal regions \([99]\) etc. Each image feature describes an image patch around the detected interest point. The descriptions of the interest points are high dimensional vectors. Mikolajczyk and Schmid \([100]\) compare various descriptors available in the literature and conclude that scale invariant feature transform (SIFT) \([98]\) is the most effective description for the image patches. To reduce dimensionality of the image descriptors, vector quantization has to be is applied to the features before a histogram can be constructed. A clustering algorithm such as K-means or hierarchical K-means is applied to the image features and, cluster centers are established. The image features are quantized by assigning them to the closest cluster center. Normally, one histogram per image is formed for the quantized image features. In the final step of the visual bag-of-words classifier, histograms for training images are used to train a classifier with a machine learning algorithm such as support vector machine (SVM), boosting or neural networks.

For an image classification problem, the image patches which appear frequently in positive examples can be seen to have a positive relevance to the recognition and,
the ones which appear frequently in negative examples can be seen to have a negative relevance. Note that the image patches referred here can be larger than the patch described by an image feature. In the histogram, an image feature carries equal weight regardless of whether it appears as a part of a positively or negatively relevant image patch, as in both cases the quantization results in the same representation. Intuitively, the accuracy of the classification should be improved if positive and negative relevance of an image location is estimated and the image features are weighted accordingly to form two separate histograms. We propose a two-step framework, which first estimates positive and negative relevance of an image location. The second step of the framework uses the relevance of the image location estimated in the first step to weight the image features and classifies the object with the conventional visual bag-of-words approach applied to the weighted histograms.

This chapter is organized as follows: Section 5.2 motivates how a sliding window SVM classifier can be used in the proposed relevance framework. Approach to estimate the relevance is described in section 5.3. Relevance weighting applied in the bag-of-features classifier is explained in section 5.4. Experimental results are presented in section 5.5.

5.2 Motivation

Figures 5.1(a) and (b) show an image and its quantized equivalent respectively. As seen from 5.1(c), the same quantized feature appears on the car as well as the background. While forming a histogram to represent the image, all the marked features will be added to a single histogram bin. Our goal is to establish a framework, which treats an image feature based on its location, while maintaining simplicity of the bag-of-features approach.
Consider an image with \( M \) dense features

\[
\{f_1, f_2, f_3, \ldots, f_M\}
\]

located at

\[
\{l_1, l_2, l_3 \ldots, l_M\}.
\]
After quantization the features to $K$ levels, they belong to histogram bins

\[ \{b_1, b_2, b_3, \ldots, b_M\} \]

respectively, where $b_m \in \{1, 2, \ldots, K\}$.

Support vector machines (SVMs) are frequently used as classifiers in the visual bag-of-words classification approach. It can be easily shown that the linear kernel assigns a weight to each feature based on its histogram bin. The decision function for an SVM is given by,

\[ y(x) = \beta + \sum_{i=1}^{N} \alpha_i k(x, x_i) \tag{5.1} \]

where $k(\cdot, \cdot)$ represents the kernel function, $x_i$ is one of the $N$ support vectors and $\alpha_i$ is the corresponding weight learned. In case of a visual bag-of-words classification approach, the observations to be classified $x$ are histograms, which can be normalized or non-normalized. A non-normalized histogram can be denoted by $H$ and a normalized histogram by $\hat{H}$. Rewriting (5.1) for visual bag-of-words representation with a linear kernel

\[ y(\hat{H}) = \beta + \sum_{i=1}^{N} \alpha_i \langle \hat{H}, \hat{H}_i \rangle \tag{5.2} \]

where $\langle \cdot, \cdot \rangle$ represents the inner product. If the histogram has $K$ bins and $k$th bin has $h^k$ features, the $k$th normalized bin entry can be given by

\[ \hat{h}^k = \frac{h^k}{\sum_{k'=1}^{K} h^{k'}} = \frac{h^k}{M}. \]

A partial histogram for an $m$th feature can be represented by $\tilde{H}^m$, which has only $b^m$th histogram entry equal to one and, all the other entries equal to zero. A nor-
malized histogram can be built from the partial histograms of the individual features as,

\[ \hat{H} = \frac{1}{M} \sum_{m=1}^{M} \tilde{H}^m \]  \hspace{1cm} (5.3)

Inserting (5.3) in (5.2),

\[ y(\hat{H}) = \beta + \sum_{i=1}^{N} \alpha_i \langle \frac{1}{M} \sum_{m=1}^{M} \tilde{H}^m, \hat{H}_i \rangle \]

\[ = \beta + \frac{1}{M} \sum_{m=1}^{M} \sum_{i=1}^{N} \alpha_i \langle \tilde{H}^m, \hat{H}_i \rangle. \]

After expanding the inner product \( \langle \tilde{H}^m, \hat{H}_i \rangle \) to a summation of product, only one of the product terms is nonzero. This leads to,

\[ y(\hat{H}) = \beta + \frac{1}{M} \sum_{m=1}^{M} \sum_{i=1}^{N} \alpha_i \hat{h}_i^{b_m} \]

\[ = \beta + \frac{1}{M} \sum_{m=1}^{M} w^{b_m}. \]

Here, the weight of feature belonging to \( k \)th histogram bin is given by

\[ w^k = \sum_{i=1}^{N} \alpha_i h_i^k. \]

A feature, which appears frequently in the positive support vectors, would have a positive weight and, a feature appearing in the negative support vectors would have a negative weight.

The weights established for the feature \( f_m \) can be possibly used as relevance for its location \( l_m \). Intuitively, positive or negative relevance of an image location in the classification would mean that its neighborhood is also relevant in a similar way. As the SVM training does not involve spatial information, the weights given
above are not smoothly distributed over the neighborhood. To force smoothness on the relevance over the neighborhood, one can average the above weights over a local window.

After averaging weights over a local window, the process reduces to evaluating the SVM decision function over the local window. Thus, the relevance at an image location $l_m$ can be established by evaluating the SVM classifier over a local window $N_{l_m}$. Although, the discussion here was limited to the linear kernel, from its conclusion, a similar sliding window implementation for relevance of location should be possible for non-linear kernels.

5.3 Estimating Relevance

The localization approach by Fulkerson et al. [101], who apply brute force sliding window to localize an object in an image, is adapted to estimate the positive and negative relevance of the image patches. As the relevance has to be established for the entire image, dense SIFT features are extracted from the image. To generate a quantized representation of the features, hierarchical K-means clustering is applied to the extracted dense features. To speed up the SVM classifier, which has to be applied repeatedly, the quantized representations of the features is compressed with agglomerative information bottleneck (AIB). The compression allows representation of the image with a few hundred histogram bins instead of thousands of bins. The compressed histograms are used to train an SVM classifier. To establish the positive and negative relevance of an image location $l_m$, the SVM classifier is applied to a local window $N_{l_m}$ around the location to generate a raw decision value with (5.1). As the raw SVM outputs cannot be used directly to weight the features, probabilistic SVM outputs are generated by fitting a parametric sigmoid to the raw SVM outputs during training as suggested by [102]. The estimated posterior probabilities are used
as the relevance weights to form soft histograms in the second step of the classifier. The positive relevance weight at location $l_m$ is given by,

$$W^+(l_m) = \Pr(+\text{ve Class}|y(N_{l_m})).$$ \hspace{1cm} (5.4)$$

Similarly, the negative relevance weight is,

$$W^-(l_m) = \Pr(-\text{ve Class}|y(N_{l_m})) = 1 - W^+(l_m)$$ \hspace{1cm} (5.5)

5.4 Relevance Weighted Bag-of-Features Classifier

In the second step of the classifier, two separate soft histograms are created: one corresponding to features belonging to positively relevant image areas and the other corresponding to features belonging to negatively relevant area. The soft histograms corresponding to positively and negatively relevant image patches are given by,

$$\left( h^{k'} \right)^+ = \sum_{\forall n, b_n = k'} W^+(l_n) \hspace{1cm} (5.6)$$

$$\left( h^{k'} \right)^- = \sum_{\forall n, b_n = k'} W^-(l_n) \hspace{1cm} (5.7)$$

Note that, the different index $n$ indicates that the features in the second step can be different and sparse in the second step. Use of $k'$ suggests that the features can be quantized differently compared to the first step. Thus, for the second step of the classifier, any variant of the bag-of-features classifier that uses histogram representation of the image can be applied. The only modification required is substitution of the original histogram representation with appended soft histograms.
Figure 5.2 summarizes the two step relevance weighted visual bag-of-features approach.

Figure 5.2. Relevance weighted visual bag-of-features approach.

5.5 Experimental Results

The proposed relevance based two-step classifier was validated with the challenging Graz02 data set [103]. Graz02 data set is split into four classes: bike, car, person and background. For each class, the data set provides more than 300 example color images. For each of the object classes, a binary classifier is designed to classify the object against the background class. For the training, the first 150 odd numbered images from each class are used, while for the testing, the first 150 even numbered images are used. To implement the proposed framework, we used “VLFeat” library [104] and “Blocks” modular framework [105].

For each image, color dense SIFT features were extracted for every 4th pixel of the image. This leads to about 19,000 features per image. Each feature characterizes a $16 \times 16$ spatial window of the image. Hierarchical K-means with $K = 10$ with 10,000
leaf nodes was carried out to construct an initial dictionary, which was compressed
to 40 visual words with AIB. Based on the visual words, the dense features were
quantized and histograms were constructed from the training images. An SVM
classifier with chi-square kernel was trained with LIBSVM [106]. The parameters of
SVM and the kernel were tuned with cross validation. LIBSVM was configured to
generate the posterior probability estimates, which were used as relevance weights in
the second step of classifier. To estimate the relevance of an image location, the SVM
classifier was applied to a square window of size $80 \times 80$ centered at the location. For
the points where the relevance estimate was unavailable, the estimate was generated
by interpolation.

For the bag-of-words classifier in the second step, conventional sparse SIFT
features were used. Similar to the first stage, clustering was carried out and a
compressed dictionary with 1000 visual words was constructed. However, instead of
creating a single histogram after quantization, two soft histograms were generated
and appended together for training. An SVM classifier with chi-square kernel was
designed with the appended histograms. A single histogram based SVM was also
trained for comparison with the conventional approach.

The performance of the proposed classification scheme is compared with the
conventional bag-of-words classifier with two measures: the equal error rate and
area under the receiver operating characteristic (ROC) curve. Equal error rate is
achieved when the classification accuracies of the positive class and the negative
class are equal. In the ROC curves shown in figure 5.3, this point is indicated by the
intersection of ROC with the diagonal equal error line. Additionally, it is desirable
that the area under ROC is close to 1.
Figure 5.3. Graz02: ROC curves Left: Without relevance separation Right: With relevance separation for (a)(b) Class “Bike,” (c)(d) Class “Cars,” (e)(f) Class “Person”.
As seen from the tables 5.1 and 5.2, the proposed two step method outperforms the conventional bag-of-features method for all the classes. The complete ROCs for all the classes can be seen in figure 5.3.

Table 5.1. Graz02: Chi square kernel with 40 visual words used for relevance estimation: Equal error rate in % averaged over 10 runs

<table>
<thead>
<tr>
<th>Class</th>
<th>Without relevance</th>
<th>With relevance</th>
</tr>
</thead>
<tbody>
<tr>
<td>Bike</td>
<td>76.73</td>
<td>81.26</td>
</tr>
<tr>
<td>Car</td>
<td>61.2</td>
<td>73.86</td>
</tr>
<tr>
<td>Person</td>
<td>79.86</td>
<td>87.20</td>
</tr>
</tbody>
</table>

Table 5.2. Graz02: Chi square kernel with 40 visual words used for relevance estimation: Area under ROC curve averaged over 10 runs

<table>
<thead>
<tr>
<th>Class</th>
<th>Without relevance</th>
<th>With relevance</th>
</tr>
</thead>
<tbody>
<tr>
<td>Bike</td>
<td>0.85</td>
<td>0.89</td>
</tr>
<tr>
<td>Car</td>
<td>0.66</td>
<td>0.81</td>
</tr>
<tr>
<td>Person</td>
<td>0.86</td>
<td>0.92</td>
</tr>
</tbody>
</table>

In figure 5.4, some of the test images are shown, for which the proposed classifier labels them correctly at least eight out of ten times while the conventional classifier fails to classify them correctly nine or ten out of ten times. Looking at the corresponding positive relevance weights, it can be concluded that the relevance weights are assigned according to location of the object. Although, a significant portion of the background is still marked with positive relevance, the proposed classifier succeeds in classifying the image.

On the other hand, figure 5.5 shows images, for which the proposed classifier fails at least nine out of ten times while the conventional classifier fails at most 2
Figure 5.4. Some of the test images and the corresponding positive relevance weights, for which the relevance weighted classification significantly outperforms the conventional classifier.

Failure of the proposed classifier can be clearly attributed to the incorrect relevance weights estimated for the objects.

Figure 5.5. Some of the test images and the corresponding positive relevance weights, for which the relevance weighted classification was significantly outperformed by the conventional classifier.

Finally, for the images in figure 5.6, both classifiers fail at least eight out of ten times. For first two image, it appears that the relevance weights match the objects. Failure in these cases might be due to the limitation of the features used. With
addition features and descriptors, the classification accuracy might increase for these images. For the last two images the object size is small compared the image size, which leads to failure of the classifiers.

Figure 5.6. Some of the test images and the corresponding positive relevance weights, for which both the classifiers perform badly.
CHAPTER 6

CONCLUSION AND FUTURE WORK

This chapter reviews various contributions of the dissertation and suggests direction for continuation of the work in the dissertation.

6.1 Stereo Disparity Segmentation

In chapter 2, we proposed a novel iterative split-and-merge approach for the segmentation of the planar surfaces in the disparity space. The spatial continuity based splitting and the maximum allowable variance based merging were carried out iteratively to detect the number of planar surfaces and their corresponding parameters automatically. A new and efficient multi-stage merging algorithm based on the branch-and-bound search strategy was also proposed. The effectiveness of the proposed scheme and the branch-and-bound algorithm were demonstrated using experimental results for different data sets.

The quality of the results of the segmentation scheme depends on the quality of the stereo disparity. We use a basic disparity computation scheme to demonstrate the robustness of our method. Any of the disparity computation schemes available in the literature can be used to substitute the current computation scheme to the multi-stage branch-and-bound method. Additionally, the multi-stage branch-and-bound method can be modified to fit other clustering problems such as motion or image segmentation.

Regularization plays an important role in an inverse problem such as segmentation as well as disparity estimation. The smoothness and the spatial continuity are
commonly used in the disparity estimation for the regularization. Our method uses a bound on maximum allowable variance for the regularization. A better alternative to the sequential approach, in which the disparity computation is followed by the segmentation, is a simultaneous disparity estimation and segmentation approach. Such an approach would allow additional regularization criterions for both steps and would improve the segmentation result.

Compared to the quad-tree based spilt-and-merge, speedups are achieved by the proposed branch-and-bound algorithm in most of the cases. However, the algorithm can be improved with additional heuristics. Additionally, a combination of spatial segmentation with the proposed multi-stage merging algorithm might eliminate the need for the iterative process.

6.2 Two-View Multiple Structure and Motion Segmentation

We proposed a versatile new multiple structure-and-motion (MSaM) segmentation scheme and demonstrated its effectiveness through experiments in chapter 3. The branch-and-bound scheme can easily be scaled for parallel processing by solving each branch of the problem on a separate processor. Scheduling of these branches can be also an interesting direction of research. Although the method is proposed for a MSaM segmentation, it can be also applied to various other computer vision problems involving clustering such as segment based stereo [107], [108] and dense motion segmentation [13]. Since the outcome of the method heavily depends on the initial hypotheses chosen, various available guided sampling approaches have to be evaluated as to how well they explore and represent the solution space. The current approach can also be extended to an iterative approach. After each iteration of segmentation, fundamental matrices can be recalculated based on membership of the matches and these can be added as additional hypothesis to repeat the segmentation.
6.3 Computational Complexity of Branch-and-Bound

In chapter 4, we generalized the a branch-and-bound algorithm for model selection and analyzed its expected complexity. From the experimental results, the average complexity of the algorithm is much lower than the worst case complexity. Thus, branch-and-bound based model selection algorithms are practical for a hypothesis selection process, which has a moderate number of hypotheses and, when the size of optimal subset is small. With problem specific bounds and/or added heuristics, the computational complexity of the branch-and-bound algorithm can be improved further.

6.4 Visual Object Recognition

A positive and negative relevance based two-step classifier was proposed in chapter 5. The first step of the classifier establishes the relevance weights for image locations through a sliding window SVM classifier. The relevance weights are used to weight features during creation of histograms in the second step of the classifier. A significant improvement in the classification accuracies was observed with the proposed approach.

The accuracy of the classifier can be further improved by adding multiple region detectors and descriptors is the second step of the classifier. Also, other spatial techniques such as spatial pyramid matching [109] can also incorporated in the second step. As the first step of our classifier applies a sliding window based SVM classifier, it significantly slows down the overall classifier. To speed up the classification, a linear kernel combined with integral images/histograms technique can be used in the first step at the cost of some accuracy.
APPENDIX A

COST PROBABILITIES FOR UNIFORM IID
A sum of $m$ uniform iids is distributed as,

$$f_m(S_m) = \frac{1}{(m-1)!} \sum_{j=0}^{m} (-1)^j \binom{m}{j} [(S_m - j)_+]^{m-1} \quad (A.1)$$

Similarly for a sum of $n$ uniform iids,

$$f_n(S_n) = \frac{1}{(n-1)!} \sum_{k=0}^{n} (-1)^k \binom{n}{k} [(S_n - k)_+]^{n-1} \quad (A.2)$$

The corresponding cumulative distributions are,

$$F_m(S_m) = \frac{1}{m!} \sum_{j=0}^{m} (-1)^j \binom{m}{j} [(S_m - j)_+]^{m} \quad (A.3)$$

$$F_n(S_n) = \frac{1}{n!} \sum_{k=0}^{n} (-1)^k \binom{n}{k} [(S_n - k)_+]^{n} \quad (A.4)$$

For the above series involving $S_m$, in interval $j - 1$ and $j$ only $j$ terms are non zero and for the series involving $S_n$, in interval $k - 1$ and $k$ only $k$ terms are non zero.

Assuming $S_m$ and $S_n$ are independent, the joint distribution of $S_m$ and $S_n$ is product of the two. From the joint distribution of $S_m$ and $S_n$,

$$\Pr(S_m < S_n) = \int_{S_n=0}^{n} \int_{S_m=0}^{S_n} f_m(S_m)f_n(S_n) dS_m dS_n \quad (A.5)$$
For \( n < m \),

\[
\Pr(S_m < S_n) = \frac{1}{(n-1)!} \int_{S_n=0}^{n} \sum_{k=0}^{n} (-1)^k \binom{n}{k} [(S_n - k)^{n-1}]
\]

\[
\left( \frac{1}{(m-1)!} \int_{S_m=0}^{S_n} \sum_{j=0}^{m} (-1)^j \binom{m}{j} [(S_m - j)^{m-1} dS_m] \right) dS_n
\]

The bracketed expression is nothing but cumulative distribution of \( S_m \).

\[
= \frac{1}{(n-1)!} \int_{S_n=0}^{n} \sum_{k=0}^{n} (-1)^k \binom{n}{k} [(S_n - k)^{n-1}]
\]

\[
\left( \frac{1}{m!} \sum_{j=0}^{m} (-1)^j \binom{m}{j} [(S_n - j)^{m}] \right) dS_n
\]

Since \( S_n \leq n \), for \( j > n \) the bracketed expression is 0,

we change the upper limit of the summation over \( j \) to \( n \).

\[
= \frac{1}{(n-1)! \ m!} \int_{S_n=0}^{n} \left( \sum_{k=0}^{n} (-1)^k \binom{n}{k} [(S_n - k)^{n-1}] \right) \left( \sum_{j=0}^{n} (-1)^j \binom{m}{j} [(S_n - j)^{m}] \right) dS_n
\]

\[
(A.6)
\]

We split integration \( I \) in to \( n \) segments of length 1. For \( q = \{1, 2, \ldots, n\} \).

\[
I_q = \int_{S_n=q-1}^{q} \left( \sum_{k=0}^{q-1} (-1)^k \binom{n}{k} (S_n - k)^{n-1} \right) \left( \sum_{j=0}^{q-1} (-1)^j \binom{m}{j} (S_n - j)^{m} \right) dS_n
\]

\[
= \sum_{k=0}^{q-1} \sum_{j=0}^{q-1} (-1)^{(k+j)} \binom{n}{k} \binom{m}{j} \int_{S_n=q-1}^{q} (S_n - k)^{n-1}(S_n - j)^{m} dS_n
\]

\[
(A.7)
\]
Table A.1. Repeated differential table for \((t + j - k)^{n-1}\)

<table>
<thead>
<tr>
<th>(p)</th>
<th>Repeated differential</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>((t + j - k)^{n-1})</td>
</tr>
<tr>
<td>2 ((n - 1)(t + j - k)^{n-2})</td>
<td></td>
</tr>
<tr>
<td>3 ((n - 1) \cdot (n - 2)(t + j - k)^{n-3})</td>
<td></td>
</tr>
<tr>
<td>(p) ((n - 1) \cdot (n - 2) \ldots (n - (p - 1))(t + j - k)^{(n-p)})</td>
<td></td>
</tr>
<tr>
<td>(p + 1) ((n - 1) \cdot (n - 2) \ldots (n - (p - 1))(n - p)(t + j - k)^{(n-(p+1))})</td>
<td></td>
</tr>
<tr>
<td>(n) ((n - 1) \cdot (n - 2) \ldots 3 \cdot 2(t + j - k))</td>
<td></td>
</tr>
<tr>
<td>(n + 1) ((n - 1) \cdot (n - 2) \ldots 3 \cdot 2 \cdot 1)</td>
<td>0</td>
</tr>
</tbody>
</table>

Table A.2. Repeated integration table for \(t^m\)

<table>
<thead>
<tr>
<th>(p)</th>
<th>Repeated integration</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>(t^m)</td>
</tr>
<tr>
<td>2 (\frac{t^{(m+1)}}{(m+1)})</td>
<td></td>
</tr>
<tr>
<td>3 (\frac{t^{(m+2)}}{(m+1)(m+2)})</td>
<td></td>
</tr>
<tr>
<td>(p) (\frac{t^{(m+p)}}{(m+1)(m+2)\ldots(m+p-1)})</td>
<td></td>
</tr>
<tr>
<td>(p + 1) (\frac{t^{(m+p)}}{(m+1)(m+2)\ldots(m+p-1)(m+p)})</td>
<td></td>
</tr>
<tr>
<td>(n) (\frac{t^{(m+n)}}{(m+1)(m+2)\ldots(m+n-2)(m+n)})</td>
<td></td>
</tr>
<tr>
<td>(n + 1) (\frac{t^{(m+n)}}{(m+1)(m+2)\ldots(m+n-1)(m+n+1)})</td>
<td></td>
</tr>
</tbody>
</table>

Now we solve for integration \(I_q(j,k)\).

\[
I_q(j,k) = \int_{S_n=q-1}^q (S_n - k)^{n-1}(S_n - j)^m dS_n
\]

Let \(t = (S_n - j)\), then \(dt = dS_n\) and \((S_n - k) = (t + j - k)\).

When \(S_n = q - 1, t = q - 1 + j\) and when \(S_n = q, t = q + j\).

\[
= \int_{t=q-1+j}^{q+j} (t + j - k)^{n-1}t^m dt \quad (A.8)
\]
We apply repeated integration by parts to (A.8) with help of the tables A.1 and A.2. After resubstituting $S_n - j$ for $t$ we get,

\[
I_q(j, k) = \left[ \sum_{p=1}^{n}(-1)^{p-1} \frac{(n-1)\ldots(n-(p-1))(S_n-k)^{(n-p)}(S_n-j)^{(m+p)}}{(m+1)\ldots(m+p-1)(m+p)} \right]^q
\]

(A.9)

Combining (A.6), (A.7), (A.8) and (A.9),

\[
\Pr(S_m < S_n) = \frac{1}{(n-1)!m!} \sum_{q=1}^{n} \sum_{k=0}^{q-1} \sum_{j=0}^{q-1} (-1)^{(k+j)} \binom{n}{k} \binom{m}{j} \left[ \sum_{p=1}^{n}(-1)^{p-1} \frac{(n-1)!}{(n-p)!} (S_n-k)^{(n-p)} \frac{m!}{(m+p)!} (S_n-j)^{(m+p)} \right]^q
\]

(A.10)
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