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ABSTRACT

INTERACTION OF THE GEOMAGNETIC FIELD WITH NORTHWARD INTERPLANETARY MAGNETIC FIELD

SHREE KRISHNA BHATTARAI, Ph.D.
The University of Texas at Arlington, 2013

Supervising Professor: Ramon E. Lopez

The interaction of the solar wind with Earth’s magnetic field causes the transfer of momentum and energy from the solar wind to geospace. The study of this interaction is gaining significance as our society is becoming more and more space based, due to which, predicting space weather has become more important. The solar wind interacts with the geomagnetic field primarily via two processes: viscous interaction and the magnetic reconnection. Both of these interactions result in the generation of an electric field in Earth’s ionosphere. The overall topology and dynamics of the magnetosphere, as well as the electric field imposed on the ionosphere, vary with speed, density, and magnetic field orientation of the solar wind as well as the conductivity of the ionosphere. In this dissertation, I will examine the role of northward interplanetary magnetic field (IMF) and discuss the global topology of the magnetosphere and the interaction with the ionosphere using results obtained from the Lyon-Fedder-Mobarry (LFM) simulation. The electric potentials imposed on the ionosphere due to viscous interaction and magnetic reconnection are called the viscous and the reconnection potentials, respectively. A proxy to measure the overall effect
of these potentials is to measure the cross polar potential (CPP). The CPP is defined as the difference between the maximum and the minimum of the potential in a given polar ionosphere. I will show results from the LFM simulation showing saturation of the CPP during periods with purely northward IMF of sufficiently large magnitude. I will further show that the viscous potential, which was assumed to be independent of IMF orientation until this work, is reduced during periods of northward IMF. Furthermore, I will also discuss the implications of these results for a simulation of an entire solar rotation.
TABLE OF CONTENTS

ACKNOWLEDGEMENTS ....................................................... iv
ABSTRACT ...................................................................... vi
LIST OF ILLUSTRATIONS ................................................ xi
LIST OF TABLES ................................................................. xiii

Chapter Page

1. INTRODUCTION ......................................................... 1
   1.1 The Sun Earth System .............................................. 1
   1.2 Coordinate Systems ............................................... 1
   1.3 The Sun ................................................................. 1
   1.4 The Solar Wind .................................................... 3
   1.5 Bow shock, Magnetosheath, Magnetopause and Magnetosphere ... 5
      1.5.1 Bow shock .................................................. 5
      1.5.2 Magnetosheath .............................................. 5
      1.5.3 Magnetopause ............................................... 6
      1.5.4 The Magnetosphere ....................................... 7
      1.5.5 The Ionosphere .......................................... 7
   1.6 How does the magnetosphere get its shape ? ......................... 9
   1.7 Methods of Interaction between IMF and geomagnetic field .......... 11
      1.7.1 Viscous Interaction ....................................... 12
      1.7.2 Magnetic Reconnection .................................. 13
2. INTRODUCTION TO THE LFM SIMULATION MODEL .............. 15
   2.1 Ideal MHD equations for a collisionless plasma .................... 15
2.2 Introduction to Lyon Fedder Mobarry magnetohydrodynamics simulation

2.3 Important features of LFM simulation model
   2.3.1 LFM grid
   2.3.2 $\nabla \cdot \mathbf{B} = 0$
   2.3.3 Boris Correction
   2.3.4 The plasma energy equation
   2.3.5 Ionosphere in LFM

2.4 Methods of Visualizing LFM data

3. SATURATION OF THE CROSS POLAR POTENTIAL DURING PURELY NORTHWARD IMF
   3.1 The Cross Polar Potential (CPP)
   3.2 The four cell convection pattern
   3.3 The saturation of the CPP during northward IMF
      3.3.1 The geoeffective length during northward IMF
      3.3.2 The magnetosheath force balance during northward IMF
   3.4 Conclusion

4. VISCOUS INTERACTION DURING NORTHWARD IMF
   4.1 Viscous Interaction
   4.2 Reduction of the viscous potential in the LFM simulation
      4.2.1 Ionospheric Aspect of Reduction in Viscous Potential
      4.2.2 Magnetospheric Aspect of Reduction in Viscous Potential
   4.3 A Closed Magnetosphere during Northward IMF
   4.4 Conclusion

5. THE LFM SIMULATION DURING THE WHOLE HELIOSPHERE INTERVAL
   5.1 Introduction
LIST OF ILLUSTRATIONS

<table>
<thead>
<tr>
<th>Figure</th>
<th>Description</th>
<th>Page</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.1</td>
<td>Schematic diagram of different coordinate system used</td>
<td>2</td>
</tr>
<tr>
<td>1.2</td>
<td>Schematic diagram of different regions formed due to IMF-geomagnetic field interaction</td>
<td>6</td>
</tr>
<tr>
<td>1.3</td>
<td>Different current systems found the polar cap</td>
<td>8</td>
</tr>
<tr>
<td>1.4</td>
<td>Different current systems generated in the magnetosphere</td>
<td>10</td>
</tr>
<tr>
<td>1.5</td>
<td>Schematic showing the convection pattern created in the magnetosphere due to viscous interaction</td>
<td>13</td>
</tr>
<tr>
<td>1.6</td>
<td>Figure showing magnetic reconnection in two-dimensional space</td>
<td>14</td>
</tr>
<tr>
<td>2.1</td>
<td>The 3-D structure of the LFM simulation grid</td>
<td>18</td>
</tr>
<tr>
<td>2.2</td>
<td>LFM grid structure around the Earth</td>
<td>20</td>
</tr>
<tr>
<td>3.1</td>
<td>Cartoon of a two cell and four cell convection pattern</td>
<td>26</td>
</tr>
<tr>
<td>3.2</td>
<td>A four cell pattern for northward IMF as seen in LFM simulation</td>
<td>26</td>
</tr>
<tr>
<td>3.3</td>
<td>Result obtained from LFM simulation showing the variation of the CPP as a function of northward $B_z$</td>
<td>29</td>
</tr>
<tr>
<td>3.4</td>
<td>Result obtained from LFM simulation showing the variation of the CPP as a function of northward $B_z$ during constant solar wind speed</td>
<td>31</td>
</tr>
<tr>
<td>3.5</td>
<td>Result obtained from DMSP satellite showing variation of the CPP with IMF $B_z$</td>
<td>33</td>
</tr>
<tr>
<td>3.6</td>
<td>Result obtained from the LFM simulation showing the variation of plasma beta during northward $B_z$.</td>
<td>38</td>
</tr>
<tr>
<td>3.7</td>
<td>Result obtained from the LFM simulation showing the variation of plasma density and pressure during northward $B_z$.</td>
<td>39</td>
</tr>
<tr>
<td>3.8</td>
<td>Result obtained from the LFM simulation showing the variation of plasma pressure for different ionospheric conductivity</td>
<td>40</td>
</tr>
<tr>
<td>4.1</td>
<td>Schematics of the solar wind flow pattern in the magnetosphere</td>
<td></td>
</tr>
<tr>
<td>Section</td>
<td>Description</td>
<td>Page</td>
</tr>
<tr>
<td>---------</td>
<td>-----------------------------------------------------------------------------</td>
<td>------</td>
</tr>
<tr>
<td>4.2</td>
<td>Result obtained from LFM simulation showing the distribution of potential in the northern hemisphere as viewed from the Sun</td>
<td>47</td>
</tr>
<tr>
<td>4.3</td>
<td>Result obtained from LFM simulation showing reduction of viscous potential with increasing $B_z$</td>
<td>49</td>
</tr>
<tr>
<td>4.4</td>
<td>Result obtained from LFM simulation showing the formation of viscous circulation pattern in the magnetosheath during 0 IMF</td>
<td>50</td>
</tr>
<tr>
<td>4.5</td>
<td>Result obtained from LFM simulation comparing the plasma flow in the magnetosheath for different IMF values</td>
<td>52</td>
</tr>
<tr>
<td>4.6</td>
<td>Result from the LFM simulation comparing flow intensity for different IMF values</td>
<td>53</td>
</tr>
<tr>
<td>4.7</td>
<td>Image obtained from the LFM simulation showing plasma pressure distribution in the equatorial plane</td>
<td>56</td>
</tr>
<tr>
<td>4.8</td>
<td>Result from the LFM simulation showing closed magnetic topology during purely northward IMF</td>
<td>57</td>
</tr>
<tr>
<td>5.1</td>
<td>Solar wind data from the WHI obtained from OMNI dataset</td>
<td>60</td>
</tr>
<tr>
<td>5.2</td>
<td>Plot comparing the CPP during WHI</td>
<td>61</td>
</tr>
<tr>
<td>5.3</td>
<td>Plot comparing showing reconnection potential from day 85-87 of WHI</td>
<td>64</td>
</tr>
<tr>
<td>5.4</td>
<td>Plot showing the average reconnection potential during WHI</td>
<td>68</td>
</tr>
<tr>
<td>5.5</td>
<td>Plot comparing CMIT CPP with the Weimer CPP</td>
<td>69</td>
</tr>
</tbody>
</table>
LIST OF TABLES

Table                                                   Page

1.1  Comparison of coordinate systems used in Space Physics   2
3.1  Variation of geoeffective lengths during northward IMF   34
3.2  The $B_z$ ranges for saturation to start for different solar wind speed  37
CHAPTER 1

INTRODUCTION

1.1 The Sun Earth System

Space physics is the study of interaction of the solar wind with planetary bodies. Those planetary bodies may be magnetized (e.g. Mercury, Earth, Jupiter, Saturn, Uranus and Neptune) or un-magnetized (e.g. Venus and Mars).

This work is focused on the interaction between the Earth’s magnetosphere and the solar wind during periods of northward oriented Interplanetary Magnetic Field (IMF). We will examine about changes in the cross polar potential (CPP) (also known as the transpolar potential (TPP)), the four cell convection pattern and the Geoeffective Length due to changing northward IMF parameters.

1.2 Coordinate Systems

Three different coordinate systems are commonly used for the study of interaction of IMF with the Sun-Earth system; the Geocentric Solar Ecliptic (GSE), Geocentric Solar Magnetic (GSM) and Solar Magnetic (SM) coordinates. These coordinate systems have been illustrated in Figure (1.1). Table (1.1) compares and contrasts these coordinate systems.

1.3 The Sun

The Sun is an average sized spherical star containing hot magnetized plasma. The surface temperature of the Sun is about 6000 K, this heat being generated by nuclear fusion of Hydrogen nuclei into Helium at solar core. The radius of the Sun is
Figure 1.1. Schematic diagram of different coordinate system used. The blue line represents Earth’s rotation axis and the black line represents orientation of geomagnetic dipole. Green, Pink and Brown lines represent GSE, SM and GSM coordinate systems respectively.

Table 1.1. Comparison of coordinate systems used in Space Physics

<table>
<thead>
<tr>
<th>Coordinates /Orientation</th>
<th>GSE</th>
<th>GSM</th>
<th>SM</th>
</tr>
</thead>
<tbody>
<tr>
<td>X-axis</td>
<td>Sun Earth line</td>
<td>Sun Earth line</td>
<td>Completes right hand rule</td>
</tr>
<tr>
<td>Y-axis</td>
<td>Lies in ecliptic plane pointing towards dusk</td>
<td>Perpendicular to plane containing Earth’s magnetic dipole pointing towards dusk</td>
<td>Perpendicular to plane containing the dipole axis and the Earth-Sun line and pointing towards dusk</td>
</tr>
<tr>
<td>Z-axis</td>
<td>Completes right hand rule (i.e. Parallel to ecliptic pole)</td>
<td>Completes right hand rule (i.e. along magnetic north pole)</td>
<td>Parallel to north magnetic pole</td>
</tr>
</tbody>
</table>

about 218 times the radius of Earth (Re), and its mass about 330,000 times that of Earth. The Sun is located at a distance of approximately 149.6 million kilometers (1
AU) from the Earth. The Sun exhibits a differential rotation pattern completing one rotation about its axis on an average of 28 days, the solar equator and pole completing their rotation at 25 and 35 days respectively [Philips, 1995].

The Sun is a magnetically active star with strong and variable magnetic field. The solar magnetic field reverses its polarity every eleven years. Different phenomena in the Sun like the sunspots, solar flares and solar wind occur due to the presence of solar magnetic field. Sunspots are areas on the Sun that appear darker than their surrounding due to its lower temperature but stronger magnetic field, thus reducing the plasma pressure in the spot. This magnetic field causes strong heating of solar corona making corona the source of intense solar flares and coronal mass ejections. A solar flare is a sudden release of charged particle and electromagnetic radiation from the solar surface. Coronal mass ejection (CME) on the other hand are large bubbles of magnetized gases ejected out from the Sun’s corona. The Sun, at the same time, also constantly ejects stream of charged particles from its surface, which we call the solar wind.

1.4 The Solar Wind

The solar wind is a stream of quasineutral, ionized, highly conductive and collisionless plasma ejected out from the Sun in all directions. It consist mainly of hydrogen ions (H+), doubly ionized helium ions(He$^{2+}$) and electrons accelerating outward from solar corona. Solar wind has a nominal speed of 450km/sec with speeds ranging from 300km/sec to 800km/sec [Hundhausen, 1995] and nominal density of 6.6 particle/cm$^{-3}$ respectively as it reaches 1 AU, containing approximately 90 percent hydrogen and 9 percent helium ions to make a quasineutral plasma [Bochsler, 2000]. The solar wind also carries with it the solar magnetic field, which is called the interplanetary magnetic field (IMF). The interaction of the solar wind and the geo-
magnetic field causes change in the magnetosphere-ionosphere dynamics whose effect can be felt on the surface of the Earth. One of the most common and popular solar wind - geomagnetic field interactions is the formation of aurora at higher latitudes.

Solar wind flow is supersonic and superalfvénic before it reaches the Earth. Solar wind flow is said to be supersonic if it has velocity greater than any pressure wave flow that could exist in the solar wind so as to divert the flow around the magnetosphere. Three common magnetohydrodynamics (MHD) wave mode speeds are the Alfvén speed, sonic (sound) speed and fast magnetosonic speed [Burgess, 1995] which are calculated as follows:

\[ v_A = \frac{B_{sw}}{\sqrt{\mu_0 \rho_{sw}}} \]  
(Alfvén Speed)  
(1.1)

\[ C_s = \sqrt{\frac{\gamma P_{sw}}{\rho_{sw}}} \]  
(Sound Speed)  
(1.2)

\[ v_{MS} = \sqrt{v_A^2 + C_s^2} \]  
(Fast Magnetosonic Speed)  
(1.3)

where \( B_{sw} \) is the IMF magnitude, \( \rho_{sw} \) is the mass density of the solar wind, \( \mu_0 \) is the permeability of free space, \( \gamma \) is the ratio of specific heats and \( P_{sw} \) is the plasma pressure of the solar wind. The ratio of the solar wind speed to Alfvén speed is called the Alfvén mach number and so on. The typical value of Alfvén speed comes for nominal solar wind condition comes out to be 40km/s and the sound speed is also around 40km/sec, but the solar nominal speed is around 400km/sec which gives Alfvén mach number of about 10. So, we can determine Alfvén mach number, Sonic mach number and the fast magnetosonic mach number for a given solar wind condition which have their own significance depending on the region of the magnetosphere.

On the basis of the location of footpoints, three different types of magnetic field lines are possible: A ‘closed’ field line which has both foot points on the Earth, a ‘solar wind/IMF’ field line which has both foot points extending to infinity, and, an
‘open/reconnected’ field line which has one foot point on the Earth and the other extending to infinity.

The solar wind magnetic field may have all possible orientations but in case of Earths’ magnetic field, field lines come out from the geographic south pole and end at the geographic north pole. Hence, along the equator, the geomagnetic field always points "up" in all three coordinate systems (i.e., towards the north pole). Thus, any IMF whose magnetic field is similar to Earths’ equatorial magnetic field (pointing ‘up’) is called the northward IMF, the polarity of IMF opposite to northward IMF (i.e. pointing down) would be the southward IMF.

1.5 Bow shock, Magnetosheath, Magnetopause and Magnetosphere

1.5.1 Bow shock

When the supersonic solar wind encounters the geomagnetic field, a shock wave is formed and the solar wind speed decreases to subsonic so that it can turn around the obstacle. The shock wave formed in the dayside in front of the geomagnetic field is called a Bow shock (Figure 1.2). Since the total energy, momentum and mass flow of the solar wind across the shock remains constant, the solar wind plasma turns subsonic and gets heated, compressed and the magnetic field strength increases as it passes through the bow shock. The location of the bow shock depends on the magnetosonic mach number of the solar wind.

1.5.2 Magnetosheath

The region where the solar wind turns subsonic after crossing the bow shock is called the magnetosheath. The shape and size of the magnetosheath depends on magnetosonic mach number and the ram pressure of the solar wind as well as the ionospheric conductivity.
1.5.3 Magnetopause

The magnetopause is the boundary layer that separates the magnetosphere from the magnetosheath i.e., it is the boundary separating geomagnetic field from the solar wind. As magnetopause separates two regions of different magnetic fields, Amperes’ law states that current has to flow along this boundary. This current flowing along the magenopause boundary is known as the Chapman-Ferraro current. The magnetopause current may vary with solar wind dynamic pressure. With higher dynamic pressure, the magnetopause moves closer to the Earth and magnetopause current intensifies causing an increasing in geomagnetic field intensity by tens or even hundreds of nanotesla, which can be measured by ground magnetometers.

Figure 1.2. Schematic diagram of different regions formed due to IMF-geomagnetic field interaction. The Sun is on the left side of the diagram and the view is along the X-Z plane [Kivelson and Russel, 1995].
1.5.4 The Magnetosphere

The magnetosphere is the region around the Earth where the Earth’s magnetic field dominates. From here on, everything we talk about will be related to the Earth’s magnetosphere only and hence ‘of Earth’ will be dropped here after. The overall shape of the magnetosphere depends on the geomagnetic field, the solar wind plasma parameters and the IMF. The magnetosphere is not at all a sphere. The magnetosphere attains a hemispherical shape in the side facing the Sun (also called dayside), but has a cylindrical shape starting from dawn-dusk side towards the night/tail side. The solar wind coming from the Sun compresses the dayside geomagnetic field forming a hemispherical shape along with a cylindrical tail shape on the night side due to draping of the geomagnetic field by the solar wind momentum. Figure (1.2) shows a schematic of different regions formed due to interaction of geomagnetic field with the solar wind IMF.

1.5.5 The Ionosphere

The Ionosphere roughly ranges from 60 to 1000 km from Earth’s surface. This region consists of high concentration of electrons due to ionization of gas molecules by solar radiation and hence is electrically conducting. Ionosphere has been further subdivided into D,E and F regions according to different physical process involved in those layers due to varying atmospheric density.

The auroral oval or the auroral zone is one of the regions of ionosphere where the effect of magnetosphere-ionosphere coupling is strikingly visible. The auroral zones lies about 65° latitude around both the polar cap and is the region which experiences high degree of ionization due to solar activity. The precipitation of particles in the auroral region produces multi-colored aurora due to optical emission from different gas molecules.
Current systems are generated in the magnetosphere due to the forces that create magnetic shear. These currents are called Region I and Region II. They flow along the magnetic field and are collectively called Birkeland currents (Figure 1.3). These magnetospheric currents map down to the ionosphere creating ionospheric current systems, the two important types in the polar cap being the Pedersen and the Hall current. A Pedersen current is parallel to the electric field whereas a Hall current is perpendicular to both the electric field and the magnetic field. The total strength of the interaction is measured in most cases by calculating the potential drop across the polar cap and is known as the cross polar potential (CPP). The CPP is calculated by taking the difference between the highest and the lowest potential generated in a polar cap, although our recent work has shown that it might not be a good proxy to
represent IMF-geomagnetic interaction for certain IMF orientations [Bhattarai et al., 2012; Lopez et al., 2012; Bhattarai and Lopez, 2013].

1.6 How does the magnetosphere get its shape?

In the solar wind, the dynamic pressure ($\rho u^2$) is the major contributor to the total solar wind pressure, with magnetic and thermal pressure contributing around 1% to the total [Walker and Russell, 1995]. This solar wind flowing supersonically towards the Earth has to slow down to subsonic speed in order to get around the Earth forming an irreversible (entropy increasing) bow shock. During this transition, the solar wind gets slowed down to subsonic speed, gets compressed and heated and finally reaches the magnetosheath. Thus the contribution to the total solar wind pressure in the magnetosheath due to dynamic, magnetic and thermal components gets altered. As the solar wind passes through the magnetosheath and moving towards the magnetopause, the solar wind gets diverted from the nose towards the flanks creating plasma flow tangential to the magnetopause surface. In the magnetosheath, the plasma thermal pressure gradient is still the dominant force. [Lopez et al., 2010] have studied in detail about the nature of force balance that occurs in the magnetosheath during different solar wind conditions, which will be discussed in detail in upcoming section. At the nose of the magnetopause, the solar wind dynamic pressure balances with the magnetic pressure due to geomagnetic field, i.e.,

$$K \rho_{SW} u_{SW}^2 = \frac{B_{MS}^2}{2\mu_0}$$

where $\rho$ and $u$ represents the solar wind density and velocity respectively, and the subscript SW and MS denotes solar wind and magnetosphere. $K$ is a factor that tell us us how much pressure has been reduced by the divergence of the flow.
Along the flanks, the solar wind flow is parallel to the geomagnetic field direction and hence the dynamic pressure does not contribute.

It is noteworthy that the magnetic field lines in the two hemispheres are oppositely directed. Hence, according to Amperes’ law, a current is created along the boundary separating these two tail lobe regions. This sheet of current formed along the equatorial plane along the tail side is called the current sheet. During steady state there must be a pressure balance between the tail lobe and both the solar wind and the current sheet. The thermal pressure of the ions and electrons in the center of the plasma sheet equates the magnetic pressure of the tail lobes, i.e.,

$$\frac{B_i^2}{2\mu_0} = nk(T_i + T_e)$$

where $T_i$ and $T_e$ are the ion and electron temperatures in the current sheets respectively. Every boundary separating plasma of different regimes is characterized by
flow of currents in the surface. Thus different type of current systems exists in the magnetosphere-ionosphere system which has been illustrated in figure (1.4). We will discuss these current systems in upcoming chapters according to necessity.

1.7 Methods of Interaction between IMF and geomagnetic field

The circulation of plasma and magnetic field lines within the magnetosphere due to the influence of electromagnetic and/or mechanical force is called plasma convection. There are two basic ways in which interaction between the solar wind and geomagnetic field can take place, the viscous interaction and the magnetic reconnection. These interactions produce convection cells in the magnetosphere that impose electric field in the Earth’s polar cap with respect to an observer fixed to the Earth.

When a charged particles enters a region where the magnetic field and the electric field are not aligned with each other, the charged particles experience an unequal force at different parts of its gyration orbit resulting in a net velocity in the direction perpendicular to both the electric and magnetic field, which is called the drift velocity. This drift velocity sets the plasma into a motion whose velocity is given by:

\[ v = \frac{E \times B}{B^2} \]  

As we can see from the equation, the direction of the drift velocity is independent of the charge of the particle. This drift velocity is an important factor while studying the ionospheric flow pattern, and can be used to estimate the magnitude of viscous interaction and magnetic reconnection, which will be discussed in the sections below. It is to be noted that when the observer’s frame of reference is moving with the plasma velocity, the observer do not experience the electric field. Hence, when plasma is
moving in the ionosphere, an observer in the Earth would experience an electric field due to this drift motion.

1.7.1 Viscous Interaction

As the solar wind passes through the bow shock, most of the solar wind turns around the Earth and start to attain supersonic speed while moving tailward along the flanks. The velocity shear between the solar wind flowing close to magnetopause and magnetospheric plasma along the flanks at higher latitudes produces Kelvin-Helmholtz waves that cause the magnetospheric plasma to move anti sunward (e.g., [Otto and Fairfield, 2000; Claudepierre et al., 2008]). This anti-sunward drag at higher latitude is followed by sunward flow at lower latitude producing a two cell convection pattern [Axford and Hines, 1961] as shown in Figure (1.5). The viscous circulation pattern creates a magnetic shear due to the viscous flow. A shear in a magnetic field produces a current in the system, which gets mapped in to the ionosphere where it exerts a force on the plasma producing a circulation pattern in the frame fixed to the (non-rotating) Earth. This electric field can be integrated over a given direction to determine the electric potential imposed in the ionosphere, which we refer to as the viscous potential (VP). Since the viscous interaction is a purely mechanical pheonomena, the orientation of the viscous cells, and hence the electric field, produced in the ionosphere due to viscous interaction is independent of the orientation of IMF. A typical viscous cell is characterized by its presence in the closed field lines regions, and would have a sunward flow at high latitude followed by anti sunward flow in the lower latitudes as shown in figure 1.5.
1.7.2 Magnetic Reconnection

Magnetic reconnection is a process in which plasma from different magnetic domains interact physically thus rearranging the magnetic topology and changing other physical plasma parameters like thermal energy, kinetic energy and particle acceleration. Most of the times in a collisionless plasma, the plasma is considered to be “frozen-in”. The frozen-in-flux criterion states that for plasma with very high electrical conductivity, the total magnetic flux through a given surface remains constant even if the surface changes its location or its shape with time. Magnetic reconnection violates the frozen-in-flux condition such that particle exchange can now occur between different flux tubes.
Figure 1.6 shows schematics of magnetic reconnection in two-dimensional space. Plasma from two different domains having oppositely oriented magnetic field come together and reconnect. During reconnection, the plasma magnetic energy gets converted into thermal and kinetic energy so that the reconnected plasma now has different plasma parameters, kinetic energy and flow direction. Magnetic reconnection is a fundamental process by which magnetic energy is converted into plasma energy.
CHAPTER 2
INTRODUCTION TO THE LFM SIMULATION MODEL

In this chapter, we will discuss about the characteristics of solar wind plasma followed by the discussion of Maxwells’ equation describing solar wind plasma. Finally, we will discuss in detail about the fluid based global Lyon Fedder Mobarry (LFM) code that we used for simulating the global Magnetosphere-Ionosphere system.

2.1 Ideal MHD equations for a collisionless plasma

Plasma is a quasineutral gas of charged particles that exhibit collective behaviour. Plasma is a state attained by ionized gases but all ionized gases cannot be called plasma. Quasineutrality of plasma implies that the electron density and the ion density are nearly equal but not so neutral that all the interesting electromagnetic forces vanish. Collective behavior of plasma implies that the motion of the ions depend not only on the local conditions but also on the state of plasma far away from the point of interest [Chen, 1974]. An ionized gas can be called plasma if it satisfies the following criterion:

- The gas is electrically neutral on the global scale.
- The Debye shielding (shielding of the external field if present) length is very small compared to the spatial scales under consideration.
- The number of particles on the Debye sphere is substantially large.
- If $\omega$ be the frequency of plasma oscillation and $\tau$ is the mean time between the collision with neutral atoms, then $\omega\tau > 1$.

A plasma is said to be collisionless if the long-range electromagnetic forces are strong enough to neglect the local electromagnetic forces produced due to ordinary local col-
collision. The solar wind is a collisionless, rarefied (less dense) and highly conductive plasma. For a collisionless plasma, the ideal magnetohydrodynamics (MHD) equations are as follows:

\[
\begin{align*}
\frac{\partial \rho}{\partial t} + \nabla \cdot (\rho \mathbf{u}) &= 0 \quad \text{(Continuity Equation)} \quad (2.1) \\
\rho \left( \frac{\partial \mathbf{u}}{\partial t} + \mathbf{u} \cdot \nabla \mathbf{u} \right) &= -\nabla p + \mathbf{j} \times \mathbf{B} \quad \text{(Momentum Equation)} \quad (2.2) \\
\nabla \times \mathbf{B} &= \mu_0 \mathbf{j} \quad \text{(Ampère’s Law)} \quad (2.3) \\
\frac{\partial \mathbf{B}}{\partial t} &= -\nabla \times \mathbf{E} \quad \text{(Faraday's Law)} \quad (2.4) \\
\mathbf{E} + \mathbf{u} \times \mathbf{B} &= 0 \quad \text{(Frozen in flux condition)} \quad (2.5)
\end{align*}
\]

where \( \rho \) is the mass density, \( \mathbf{u} \) is the velocity of the center of mass, \( p \) is the plasma pressure tensor, \( \mathbf{j} \) is the current density, \( \mu_0 \) is the permeability of free space and \( \mathbf{B} \) is the magnetic field. Equation (2.1) states that if there is no source or sink on a system, then the rate at which fluids enter the system is equal to the negative of the divergence of the fluid flow. Equation (2.2) deals with the force balance occurring in the system, about which we will be discuss in detail in the upcoming section. Equation (2.3) states that the curl of the magnetic field produces an electric current. The Faraday’s equation (Eq.2.4) states that a magnetic field changing with time produces an electric field. The frozen-in flux condition (Eq.2.5) states that the flux through a surface will remain constant even if the surface charges its location and its shape. For a collisionless plasma with extremely high conductivity, Ohm’s law changes to the frozen-in flux condition. Now, if the pressure distribution in the system is considered to be isotropic, the pressure tensor \( p \) reduces into a simple scalar. Using equation (2.3) and (2.5), equation (2.2) and (2.4) takes the form

\[
\begin{align*}
\rho \left( \frac{\partial \mathbf{u}}{\partial t} + \mathbf{u} \cdot \nabla \mathbf{u} \right) &= -\nabla p - \frac{1}{2\mu_0} \nabla B^2 + \frac{1}{\mu_0} (\mathbf{B} \cdot \nabla) \mathbf{B} \quad (2.6) \\
\frac{\partial \mathbf{B}}{\partial t} &= \nabla \times (\mathbf{u} \times \mathbf{B}) \quad (2.7)
\end{align*}
\]
Thus, equations (2.1), (2.2), (2.3), (2.4), (2.5), (2.6) and (2.7) constitutes seven set of equations with eight unknowns \((\rho, u, p, j, B, E, \nabla B^2 and (B \cdot \nabla))\). Hence we introduce the equation of state assuming the plasma to be a adiabatic gas which relates the pressure and density as

\[
\frac{d}{dt}(p\rho^{-\gamma}) = 0 \quad \text{(equation of state)} \quad (2.8)
\]

where \(\gamma\) is the ratio of the specific heat at constant pressure to the specific heat at constant volume. Equations (2.1), (2.6), (2.7) and (2.8) are the four ideal MHD equations to be solved in order to determine the characteristics of plasma. These four equations are slightly modified in the LFM simulation for some numerical considerations and then solved to obtain a global picture of magnetosphere-ionosphere system [Lyon et al., 2004]. Detail of these modification is discussed in subsection 2.3.4.

2.2 Introduction to Lyon Fedder Mobarry magnetohydrodynamics simulation

All events occurring in the geomagnetic system is controlled by events occurring in the Sun. We are still unable to predict what the Sun is going to do and when that is going to happen. As we can not predict the solar wind parameters, the study of interaction between solar wind and geomagnetic field becomes a complex task. Also, in situ measurement of the effect of interaction between the solar wind and the geomagnetic field around the Earth simultaneously require lots of satellites at correct place and at correct time which is not economically feasible as well. Thus, a simulation model is required that would allow us to control the input solar wind parameters as well as determine the interaction in the global scale. In this paper, we have used the global Lyon Fedder Mobarry(LFM) magnetohydrodynamics(MHD) simulation model [Lyon et al., 2004]
Figure 2.1 shows the 3-D structure of LFM grid. The grid extends from \(-30R_E\) to \(+100R_E\) along the Sun-Earth line (X-axis) and \(100R_E\) radially outward from X-axis in Y- and Z- direction. The grid density has been modified such that we get better resolution and finer details at the point of interest such as the bow shock and the magnetopause. The LFM simulation can run ideal as well as real solar wind conditions as input parameters and has been found to produce results that are in agreement with the observations (e.g. [Lopez et al., 2007, 2012; Lyon et al., 1998]) showing LFM to be a reliable model to simulate the magnetosphere-ionosphere system.
2.3 Important features of LFM simulation model

Some of the important features of LFM simulation model that makes it an useful tool to simulate the global magnetosphere ionosphere system are described below.

2.3.1 LFM grid

LFM uses a non adaptive distorted spherical grid (i.e. the grid shape and size does not change while the simulation is running) with a predetermined shape and size (Figure (2.1) and (2.2)). The \((r, \theta)\) component of the grid is adapted to the nature of the problem whereas the \(\phi\) component is not adapted but stretched slightly with bigger cell size along equator but smaller cell size (denser cell spacing) along the north and south poles for better ionospheric mapping. The ”weighted smoothness integral” method is applied to find the grid coordinates along the \((r, \theta)\) direction and is adjusted such that we have higher grid resolution near the magnetopause, bow shock and the tail [Lyon et al., 2004] and references therein]. In LFM, the axis of the cylinder lies in equatorial plane and the magnetic dipole is always perpendicular to this plane. This implies that the input solar wind condition should always be in SM coordinate system.

2.3.2 \(\nabla \cdot \mathbf{B} = 0\)

The maxwell equations clearly state \(\nabla \cdot \mathbf{B} = 0\), one of the constraints in the nature of magnetic field, and has to be conserved at all times. There is always a possibility of having a finite \(\nabla \cdot \mathbf{B}\) due to numerical errors, which implies magnetic helicity. This problem has been dealt in different ways by different MHD model developers. Powell et al. [1999] dealt with this problem by allowing a finite \(\nabla \cdot \mathbf{B}\) arising due to numerical errors but adding \(-\nabla \cdot \mathbf{B}\) term on the momentum equation.
(2.2) and Faraday's law (2.4). The additional term canceled out the overall effects but still left the MHD equations with subtle problems like existence of non-physical forces along magnetic field lines [Lyon et al., 2004].

The global LFM MHD simulation code uses total variation diminishing (TVD) scheme with cell-centered quantities for propagation of the fluid in the system. It was found that the TVD algorithms yields a non-zero ($\nabla \cdot \nabla \times$) value but later on it was found that TVD would work if the "Yee grid" was used [Lyon et al., 2004].

2.3.3 Boris Correction

In a numerical simulation, the time step should be less than the time taken by a wave to travel between two adjacent cells [Courant et al., 1928]. In LFM simulation,
Alfvén wave is the limiter. Plasma near the near Earth region and in the tail lobes have high Alfvénic values (refer figure 2.2), thus requiring the simulation to have really smaller time step making it computationally intensive and impractical. In the near Earth region, the inner boundary of the LFM is set about $3.5 \, R_E$ thus resolving this issue. But in the tail region, truncating the simulation domain can not be an option so that the other solution is to find a method to increase the length of time step, which has been achieved using Boris correction [Boris, 1970]. The Alfvén speed is limited by the displacement current to the speed of light, as can be seen from Amperes law.

Thus, we include the displacement current in the momentum equation (2.2) to attain this limit [Lyon et al., 2004]. Also, by decreasing the speed of light in the simulation, the time step in the lobe cells may be lengthened. Hence, the LFM simulation is set to run so that the speed of light is $1.1 \times 10^8 \text{cm/s}$.

2.3.4 The plasma energy equation

As discussed in section (2.1), the ideal MHD equations have to be modified in the LFM simulation due to numerical consideration as some of the conservation equation may not be conservative. For example, the total energy conservation equation is replaced by plasma energy conservation equation as total energy equation has drawbacks in a some regions of the magnetosphere [Lyon et al., 2004]. The energy conservation equation is obtained by dotting velocity with equation (2.6).

$$\frac{\partial}{\partial t} \left( \frac{\rho u^2}{2} + \frac{p}{\gamma - 1} + \frac{B^2}{2\mu_0} \right) + \nabla \cdot \left( \frac{\rho u^2}{2} u + \frac{\gamma}{\gamma - 1} p u + \frac{E \times B}{\mu_0} \right) = 0 \quad \text{(Total Energy Eq.)} \quad (2.9)$$

Equation (2.9) contains a mixture of plasma energy and magnetic energy term which can be further re-written so that the plasma energy term is in the left side as follows:

$$\frac{\partial}{\partial t} \left( \frac{\rho u^2}{2} + \frac{p}{\gamma - 1} \right) = -\nabla \cdot \left( \frac{\rho u^2}{2} u + \frac{\gamma}{\gamma - 1} p u \right) + \mathbf{j} \cdot \mathbf{E} \quad \text{(Plasma Energy Eq.)} \quad (2.10)$$
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Thus Lyon et al. [2004] have come out with four basic equations that is being solved in the global LFM simulation:

\[
\frac{\partial \rho}{\partial t} + \nabla \cdot \rho \mathbf{u} = 0 \quad \text{(Continuity Equation)} \tag{2.11}
\]

\[
\frac{\partial \rho \mathbf{u}}{\partial t} = - \nabla \cdot (\rho \mathbf{u} \mathbf{u} + I \mathbf{P}) - \nabla \cdot \left( I \frac{B^2}{8\pi} - \frac{BB}{4\pi} \right) \quad \text{(momentum equation)} \tag{2.12}
\]

\[
\frac{\partial E_p}{\partial t} = - \nabla \cdot \left( \mathbf{u} \left( \frac{\rho u^2}{2} + \frac{\gamma}{\gamma - 1} P \right) \right) - \mathbf{u} \cdot \nabla \cdot \left( I \frac{B^2}{8\pi} - \frac{BB}{4\pi} \right) \quad \text{(plasma energy equation)} \tag{2.13}
\]

\[
\frac{\partial B}{\partial t} = \nabla \times (\mathbf{u} \times \mathbf{B}) \quad \text{(Faraday’s Law)} \tag{2.14}
\]

where \( E_p = (\frac{\rho u^2}{2} + \frac{P}{\gamma - 1}) \) and \( I \) is a unitary tensor.

2.3.5 Ionosphere in LFM

As stated in Section (2.3.3), the LFM inner boundary is set to about 3.5 \( R_E \) below which the magnetosphere is coupled to ionosphere. Ionospheric conductivity is introduced in the inner boundary (below 3.5 \( R_E \)) in order to measure the magnetosphere ionosphere coupling. The ionospheric potential is solved using the thin spherical shell assumption:

\[
\nabla \cdot \sum \nabla \psi = j_{||} \sin \delta \quad \text{(2.15)}
\]

where,

\[
\sum = \begin{pmatrix}
\Sigma_p / \sin^2 \delta & -\Sigma_H / \sin \delta \\
\Sigma_H / \sin \delta & \Sigma_p
\end{pmatrix}, \quad \text{(2.16)}
\]

where \( \Sigma \) is the conductivity tensor, \( \delta \) is the dip angle, \( \psi \) is the electrostatic potential and \( \Sigma_p \) and \( \Sigma_H \) are the Pedersen and Hall conductivities respectively. For our current
"stand-alone" LFM simulation, two types of conductivity model are available. The first model assumes a temporally and spatially constant conductance and hence uses a uniform height integrated conductance to solve for the ionospheric potential. The second is a semi-empirical model that uses solar extreme ultraviolet (EUV) irradiance and auroral precipitation as input with EUV flux at the 10.7 cm line varying in space with respect to solar zenith angle. The auroral component in LFM is further calculated using the electron precipitation at the inner boundary and the field-aligned current [Fedder et al., 1995, Equation 3, 4 and 5], [Mitchell et al., 2010]. Thus the total conductance in this case is the square root of the sum of the squares of conductivities due to auroral precipitation and EUV flux.

The ionospheric conductivity as described by Equation (2.16) is a tensor quantity. For uniform and isotropic distribution of conductance, Equation (2.15) reduces to a simple Poisson equation for potential. In LFM simulation, the Birkeland current is mapped directly from $3.5 \, R_E$ to the ionosphere, where Equation (2.15) is solved and the electric field is calculated. This electric field is mapped back along the magnetic field to the inner LFM boundary to determine boundary conditions for the plasma flow, as given by the EXB flow condition, in the LFM simulation.

2.4 Methods of Visualizing LFM data

The LFM simulation produces data in hierarchy data format (HDF) files. Contents of this file varies with the version of LFM simulation code used but it basically contains the LFM grid (which is fixed in time), the solar wind density, velocity, sound speed, and the magnetic field at cell centers as well as the magnetic fluxes and electric fields on the cell surfaces for each time step. Also the HDF file contains information about the field-aligned currents, ionospheric potential, Pedersen and Hall conductances, particle energy and fluxes for each hemisphere for a given time step.
There are different visualization software that can be used to read the HDF file and create plots, we use CISM-DX in our case. CISM-DX is a modified version of open-DX created by IBM and was later developed as open source [Wiltberger et al., 2005]. All the simulation plots created in this work have been created using CISM-DX.
CHAPTER 3
SATURATION OF THE CROSS POLAR POTENTIAL DURING PURELY NORTHWARD IMF

In this chapter we analyze results obtained from the LFM simulation showing a typical four cell convection pattern generated in each hemisphere during northward IMF followed by evidence showing saturation of the CPP during purely northward IMF from LFM simulation and from the satellite data obtained from defense meteorological satellite program (DMSP). We will further demonstrate that the saturation of the CPP during northward IMF can be better explained using magnetosheath force balance model proposed by Lopez et al. [2010].

3.1 The Cross Polar Potential (CPP)

As discussed in previous chapters, the interaction of the solar wind with the geomagnetic field causes transfer of mass, energy and momentum to the geomagnetic system. One of the methods to measure this interaction is by measuring the CPP imposed onto the Earths’ hemispheres. The CPP is defined as the difference between the maximum and the minimum potential present in the dawn/dusk side in a given hemisphere. The measurement of the CPP has been considered as the most basic way of measuring the magnetosphere-ionosphere interaction for all IMF orientations. But, in the upcoming sections, we will discuss and show that during periods with northward IMF the measurement of the CPP does not fully incorporate all the interactions present in the geomagnetic system.
Figure 3.1. A schematic of the two cell and four cell convection patterns for (a) southward and (b) northward interplanetary magnetic field (IMF), respectively [Bhattarai et al., 2012].

Figure 3.2. A schematic showing the variation of potential pattern if a satellite were to fly right through the maxima/minima of the four-cell convection pattern as shown in Figure (3.1)(b) [Bhattarai et al., 2012].
3.2 The four cell convection pattern

Figure (3.1) represents a typical cartoon of (a) a two cell and (b) a four cell convection pattern formed in the ionosphere during purely southward and northward IMF orientations respectively. For both the figures the Sun is at the top of the page. When the IMF is southward, the viscous and the reconnection cells formed in the magnetosphere convects in the same direction and also do overlap which when mapped into the ionosphere via magnetic field lines forms a typical two cell convection pattern in the ionosphere. But when the IMF is northward, the magnetic reconnection occur poleward of the cusp region [Dungey, 1961; Song et al., 2000] forming the reconnection cells closer to the poles and on open field lines. This produces two new reconnection cells in the open field lines alongside with the viscous cells formed in closed field lines. Also, the plasma convection pattern in the viscous and the reconnection cell are oppositely oriented due to sunward flow of plasma during magnetic reconnection. This reconnection cell has a sunward flow at higher latitude followed by a antisunward flow at lower latitude, exactly opposite to the orientation of the convection pattern due to the viscous interaction. These sunward reconnection cells formed in the case of northward IMF are also referred as reverse convection cells. The idea of the four cell convection pattern during northward IMF has been proposed by many authors [e.g., Burke et al., 1979; Crooker, 1992; Cumnock et al., 1995]. The existence of the four cell convection pattern in the ionosphere has also been shown by Huang et al. [2000] using the SuperDARN (Super Dual Auroral Network), a ground based RADAR system; and also by Sundberg et al. [2009a] using the DMSP (Defense Meteorological Satellite Program) satellite data.

Figure (3.2) shows the potential pattern we would observe if we were to perform an artificial fly-through along the dawn dusk line right through the center of the convection cells during a four cell convection pattern. The y-axis represents the
electric potential that would be measured during this fly through. The inner two cells in this figure corresponds to the reverse convection potential, and the outer cells are due to the viscous interaction. The $\phi_{PC}$ in Figure (3.2) shows two different ways in which the CPP would be measured during northward IMF. It is obvious from this figure that depending on the magnitude of $B_z$, we will either be measuring the viscous potential or the reverse convection potential depending on the IMF $B_z$ value. One important observation we can make with this potential variation pattern is that the viscous potential and the reverse convection potential are separable in the case of purely northward IMF. This dissociative property of the viscous and the reconnection cell during the northward IMF will be utilized to demonstrate reduction of the viscous potential in Chapter 4, and the measurement of geoeffective length during the reconnection-dominated regime (section 3.3.1) before the CPP gets saturated.

3.3 The saturation of the CPP during northward IMF

The CPP is said to be saturated if it stops responding to an increasing magnitude of the IMF above a certain IMF value. The saturation of the CPP during periods of strong northward IMF has been shown by different authors using different techniques. Wilder et al. [2008, 2009] used SuperDARN data, and [Sundberg et al., 2009a] used a DMSP satellite data and reported the saturation of the CPP for northward IMF. Sundberg et al. [2009a] in particular have reported saturation when the CPP reaches to about 60 kV, corresponding to the IMF $B_z$ between 10-15 nT.

Figure (3.3) shows that as $B_z$ increases, the CPP starts to decrease, attains a minimum value and then finally starts to increase. Based on this variation pattern, we can separate the variation of the CPP with $B_z$ into two different regimes, the viscous dominated and the reconnection dominated regime. The reconnection regime can be further divided into the linear and the saturation regime. The separation of the
viscous and reconnection dominated regimes depends on the value of \( B_z \) at which the reverse convection potential becomes greater than the viscous potential, as explained in the discussion of Figure (3.2). For all runs with \( B_z \) less than 4 nT, we see that the CPP is decreasing, which implies that the viscous potential is decreasing with increasing magnitude of \( B_z \) but the reconnection potential has not become strong enough to exceed the reduced viscous potential value. Once the CPP reaches the

Figure 3.3. Result obtained from LFM simulation showing the variation of the CPP as a function of IMF \( B_z \) for various solar wind velocities. (A-C) shows CPP for uniform ionospheric conductivities of 5, 10 and 20 mhos. (D) shows results obtained by using the ionospheric conductivity model with the F10.7 value of 100. The vertical lines of a given color separate the linear regime from the saturation regime for simulation results denoted by that color [Bhattarai et al., 2012].
minima, the value starts to increase with increasing $B_z$. So at this point, the reverse convection potential becomes stronger than the viscous potential and hence the graph switches from the viscous dominated to the reconnection dominated regime. For all CPP readings after the minima, the CPP we will be measuring is actually just the reverse convection potential. This reverse convection potential will increase further on increasing $B_z$, but after a certain point the reverse convection potential does not respond as much, showing the saturation of the CPP during northward IMF. Furthermore Figure (3.3) also shows that the value of $B_z$ at which the CPP attains the minimum potential increases with increasing solar wind velocity. This happens because the viscous potential increases with increasing solar wind velocity [e.g., Newell et al., 2008; Bruntz et al., 2012a] so that higher $B_z$ is required to generate reconnection potential large enough to exceed the viscous potential.

Figure (3.3) shows results obtained from LFM simulation showing saturation of the CPP for purely northward IMF during various solar wind velocity and ionospheric conductivity conditions. Figure (A), (B) and (C) shows saturation of the CPP during uniform ionospheric conductivities of 5, 10 and 20 mhos, while (D) shows saturation of the CPP with the ionospheric conductivity model turned on with F10.7 value of 100. The vertical lines of a given color separates the linear reconnection regime from the saturation regime for the identically colored simulation results. The CPP value of the LFM result for $V_x = 400$ km/s contains data only up to $B_z=22.5$ nT as runs with $B_z$ greater than 22.5 nT resulted in the bowshock forming out of the simulation grid due to low mach number, and hence those results were unreliable.

Figure (3.4) shows a different view of the same data used to create Figure (3.3). Figure (A), (B) and (C) shows the variation of the CPP with increasing $B_z$ during constant solar wind speed of 400, 600 and 800 km/sec respectively. In this figure we see that the minima occurs at the same value of $B_z$, independent of ionospheric
Figure 3.4. Result obtained from LFM simulation showing the variation of the CPP as a function of IMF $B_z$ for various solar wind velocities. The figure is a rearrangement of figure 3.3 and shows the dependence the saturation value on the ionospheric conductivity during a constant solar wind speed [Bhattarai et al., 2012].

conductivity but the value of $B_z$ at which the minima occur increases with increasing solar wind speed. This happens because higher solar wind speed implies higher viscous potential, and hence stronger $B_z$ is required to exceed the viscous value. We also see that the CPP is larger for lower ionospheric conductivity for a given solar wind speed.
because lower conductivity requires a larger potential to drive the current through the ionosphere.

Figure (3.5) shows the results obtained from the DMSP F-13 satellite showing saturation of the CPP during periods of northward \( B_z \). The white line denotes an envelop showing the trend line of the maximum potential as seen by the DMSP satellite during northward IMF. These data point were collected during periods when the IMF was northward and \( B_y \) was low for at least 90 minutes to ensure that we do not have any effect of southward \( B_z \) remaining in the magnetosphere-ionosphere system. The white trendline in the figure suggests that the CPP decreases with increasing \( B_z \), attains a minimum value and then starts increasing, exactly as seen from the LFM simulation (Figure (3.3)). The saturation potential is seen to be about 60 kV. The list of dates analyzed from the DMSP satellite and the value of the potentials obtained is listed in appendix A.1 and the detail procedure obtaining the CPP value from DMSP is discussed in appendix B.1.

3.3.1 The geoeffective length during northward IMF

As the solar wind flows towards the Earth, only a small portion of the flow interacts with the geomagnetic system, and an even smaller portion gets reconnected with the geomagnetic field. The fraction of the solar wind that gets reconnected can be expressed as a length which is perpendicular to both the solar wind flow as well as the IMF orientation, the geoeffective length. Thus for northward IMF, the geoeffective length is the \( Y \)-axis length through which if the solar wind passes, it will merge with the geomagnetic field. The reconnection dominated linear regime in Figure (3.3) shows the change in reconnection potential with changing \( B_z \) during
Figure 3.5. Result obtained from DMSP satellite showing variation of the CPP during periods of northward IMF. The white line is an envelop showing maximum value of the potential seen by the DMSP satellite.

LFM simulation. From this data we can use the following formula to determine the geoeffective length during northward IMF:

$$\phi_r = V_x B_z L_G$$  \hspace{1cm} (3.1)

where $\phi_r$, $V_x$ and $B_z$ are the reconnection potential, the solar wind flow velocity and magnetic field respectively, and $L_G$ is the geoeffective length. Once the CPP saturates, the total CPP remains fairly constant. In that case, the above equation can be rewritten as:

$$\phi_r = V_x B_z L_G \simeq V_x B_z (L_s B_s / B_z)$$  \hspace{1cm} (3.2)

where $L_s$ is the geoeffective length during saturation and $B_s$ is the value of the magnetic field when the CPP saturates. This implies that after saturation the increasing $B_z$ reduces the geoeffective length such that the CPP remains constant.
Table 3.1. Variation of geoeffective length for different values of solar wind velocity and ionospheric conductivity.

<table>
<thead>
<tr>
<th>Solar wind (km/s)</th>
<th>Slope of linear regime (kV/nT)</th>
<th>Geoeffective length (Re)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>5 mhos</td>
<td>10 mhos</td>
</tr>
<tr>
<td>400</td>
<td>2.44</td>
<td>2.04</td>
</tr>
<tr>
<td>600</td>
<td>3.19</td>
<td>2.45</td>
</tr>
<tr>
<td>800</td>
<td>3.91</td>
<td>2.54</td>
</tr>
</tbody>
</table>

Table 3.1 shows the variation of geoeffective length with solar wind speed during different ionospheric conductivity. For ionospheric conductivities of 5 and 20 mhos, the geoeffective length is seen to decrease by a factor of 1.24 when solar wind velocity increase from 400 to 800 km/s; whereas for the ionospheric conductivity of 10 mhos, the geoeffective length decreases by a factor of 1.6 for the same increase in the solar wind velocity. This shows that the decrease in geoeffective length with solar wind speed is a non-linear phenomena and depends on the ionospheric conductivity. The table also shows that the geoeffective length decrease with increasing solar wind speed for a given ionospheric conductivity.

3.3.2 The magnetosheath force balance during northward IMF

The saturation of the CPP during southward IMF has been shown by different authors using different methods. Russell et al. [2001]; Liemohn et al. [2002] used the assimilated mapping of ionospheric electrodynamics (AMIE) potential data, and Shepherd et al. [2002] used the high-latitude radar observation of the ionospheric flows to show the saturation. Hairston et al. [2003]; Ober and Burke [2003] used the DMSP data to show the saturation of the CPP during southward IMF. The saturation of the CPP has also been seen in various global MHD codes [e.g., Raeder et al., 2001], and also in the LFM simulation code [e.g., Merkin et al., 2003; Lopez et al., 2009, 2010].
A number of models have been put forward to explain the saturation of the CPP during southward IMF periods. Hill et al. [1976]; Siscoe et al. [2002a,b] proposed the weakening of the Region 1 current with increasing IMF magnitude. Region 1 current are sheets of current on the high latitude side of the auroral zone, which enters the ionosphere from the dusk side, moves across the polar cap, and comes out from the dawn side. The region 1 current is driven by the interaction between the solar wind and geomagnetic field. Ridley [2007]; Kivelson and Ridley [2008] proposed the development of the Alfvén wings during low solar wind Alfvén mach number flows. Merkin et al. [2003]; Mekin et al. [2007] suggested the change in magnetosheath thickness and magnetopause shape causing the saturation phenomena. Raeder et al. [2001] suggested that the dayside magnetosphere changes its configuration by choking off the merging region thereby causing saturation of the CPP for higher $B_z$.

The Siscoe-Hill model [Siscoe et al., 2002a] assumes that the CPP is limited by the total amount of Birkeland current required to stand off the $\vec{J} \times \vec{B}$ force. Now, during northward IMF, the merging rate, and thus the geoeffective length, is significantly low so that a larger $B_z$ is required to attain saturation. But from observation [Wilder et al., 2010] as well as from simulation [Bhattarai et al., 2012], we see that the value of the CPP is lower compared to southward IMF, implying that the Siscoe-Hill model is not correct for northward IMF. The Alfvén wing model on the other hand does not explain about the variation of the geoeffective length with $B_z$ during the linear regime and only operates during low mach number flow, hence completely missing the linear regime.

Lopez et al. [2010] proposed the magnetosheath force balance model to explain the saturation of the CPP during periods of southward IMF where they showed that the portion of reconnection potential that contribute to the CPP is controlled
by the divergence of the plasma in the magnetosheath. The force balance in the magnetosphere can be understood with the following equation:

$$\rho \frac{d\vec{V}}{dt} = - \nabla P + \vec{J} \times \vec{B}$$  \hspace{1cm} (3.3)

where $\rho$ is the plasma density, $V$ is plasma velocity, $P$ is the plasma pressure, $\vec{J}$ is the current density and $\vec{B}$ is the magnetic field. Usually, the gradient of the plasma pressure controls plasma flow in the magnetosheath (equation 3.3). But, as the magnetic field gets stronger, the $\vec{J} \times \vec{B}$ term starts to get bigger and finally dominates over the gradient of plasma pressure ($\nabla P$) term. At this point, a further increase in IMF magnitude causes more flow to divert from the merging region, thus decreasing the geoeffective length with increasing $B_z$ and maintaining the same flux entering the merging region and hence the same reconnection potential, resulting in the saturation of the CPP. According to the force balance model, the magnetosphere transitions from linear to the saturation regime once the magnetic force begin to dominate the pressure gradient force in the magnetosheath. This transition point can be found by calculating the plasma $\beta$ (equation 3.4), the ratio of the plasma pressure to the magnetic pressure. The transition from linear to saturation regime starts when plasma beta reaches one.

$$\beta = \frac{2 \mu_0 P}{B^2}$$  \hspace{1cm} (3.4)

Figure (3.6) shows result obtained from the LFM simulation showing the variation of plasma beta in X-Z plane during purely northward IMF magnitudes of (a,b) 7.5 nT, (c,d) 12.5 nT and (e,f) 17.5 nT for two different solar wind velocities of 400 and 800km/s. Both the runs have solar wind density of 5/cc and the ionospheric conductivity of 10 mhos. For solar wind speed of 400km/sec, we see that the plasma beta in the magnetosheath is greater than one for $B_z$ of 7.5 and 12.5 nT but beta
Table 3.2. Range of solar wind IMF values when the magnetosheath transitions from being pressure dominated to magnetically dominated for different values of solar wind speed and ionospheric conductivities [Bhattarai et al., 2012].

<table>
<thead>
<tr>
<th>Solar wind (km/s)</th>
<th>Values of $B_z$ (in nT) when plasma beta transitions from less than one to greater than one</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>5 mhos</td>
</tr>
<tr>
<td>400</td>
<td>12.5-15</td>
</tr>
<tr>
<td>600</td>
<td>17.5-20</td>
</tr>
<tr>
<td>800</td>
<td>20-22.5</td>
</tr>
</tbody>
</table>

drops below one for $B_z$ of 17.5 nT, showing saturation. When the solar wind speed is 800 km/s, we see that the plasma beta remains greater than one for $B_z$ of 17.5 nT showing that the saturation will occur for $B_z$ values higher than 17.5 nT. This higher $B_z$ requirement for higher solar wind velocity can be explained using the magnetosheath force balance concept. As the velocity increases, the plasma pressure will also increase, thus for higher plasma pressure higher $B_z$ is required to obtain the beta value of one, as plasma beta is the ratio of plasma pressure to magnetic pressure. Figure (3.3) shows the saturation of the CPP at a $B_z$ value of 25 nT for solar wind speed of 800 km/s and ionospheric conductivity of 10 mhos.

Table 3.2 shows the range of $B_z$ when plasma beta transitions from greater than one to less than one for different ionospheric conductivity values. These values were obtained by analyzing the X-Z cut plane as in Figure (3.6) using CISM-DX. The vertical lines of respective color in Figure (3.3) also shows us an approximate boundary where the CPP transits from the linear to the saturation regime.

Figure (3.7) compares solar wind density and plasma pressure of two LFM runs for same IMF value of 7.5 nT with solar wind speeds of 400 and 800 km/s, all other parameters remaining constant. We can clearly see from the figure that as the solar wind speed increases, it has higher plasma density distribution in the magnetosheath.
Figure 3.6. Result obtained from LFM simulation showing the variation of plasma beta in X-Z plane during purely northward IMF magnitudes of (a,b) 7.5 nT, (c,d) 12.5 nT and (e,f) 17.5 nT for two different solar wind velocities of 400 and 800 km/s. Both runs have solar wind density of 5/cc and the ionospheric conductivity of 10 mhos [Bhattarai et al., 2012].

suggesting a higher pile up of plasma in the magnetosheath region. Also, the plasma pressure in the magnetosheath is seen to be strikingly high for 800 km/s sec. This proves our previous claim that for higher solar wind velocities, a higher value of IMF
Figure 3.7. Visualization of the plasma density and pressure in the X-Z plane during cases with 7.5 nT $B_z$ for two different solar wind velocities. Both runs have a solar wind density of 5/cc and a uniform ionospheric conductance of 10 mhos\cite{Bhattarai et al., 2012}.

$B_z$ is required to attain plasma beta equal to one (equation 3.4), thus increasing the value of $B_z$ when saturation will occur.

Figure (3.8) shows result obtained from the LFM simulation showing plasma pressure for $B_z=7.5$ nT during uniform ionospheric conductivity of (a) 20 mhos and (b) 5 mhos. The solar wind speed and density were 400km/s and 5/cc respectively for both the runs. This run is well within the linear reconnection dominated regime but not close to saturation, so the effect of ionospheric conductivity on geoeffective
length can be properly understood. We know that during the northward IMF the merging occurs at higher Z-location, in the cusp region. Looking at the Figure (3.8), we see that although the pressure is higher at the nose, it is lower at higher Z for 5 mhos case compared to 20 mhos case. This implies more plasma divergence for the 20 mhos case in the post cusp region, thus decreasing the geoeffective length for higher conductivity as seen in Table (3.1).

3.4 Conclusion

During the analysis of the results obtained from the LFM simulation during periods of purely northward IMF for different solar wind velocities and ionospheric conductivities, we find a consistent behavior of variation of the CPP with the solar wind parameters as well as with the ionospheric conductivity. The CPP was seen to decrease with increasing \( B_z \), it attains a minima beyond which the reverse convection
potential dominates the CPP value and finally saturates. We found that the viscous interaction gets weakened during periods of northward IMF, about which we will discuss in detail in chapter 4. We also found that the potential due to merging and due to viscous interaction is separable for purely northward IMF and that the reconnection potential increases with increasing $B_z$ up to a certain value, and then saturates. Finally, we also found that the variation of the geoeffective length and the reconnection potential during northward IMF can be explained using the mangetosheath force balance model proposed by Lopez et al. [2010].
CHAPTER 4

VISCOUS INTERACTION DURING NORTHWARD IMF

Although a lot of work has been done to study the nature of viscous interaction (e.g. [Burke et al., 1999; Claudepierre et al., 2008; Newell et al., 2008; Boyle et al., 1997]), it is still believed that the viscous interaction is independent of the orientation and magnitude of the IMF. Whereas, in this chapter, we will show the results obtained from the LFM simulation showing that the viscous potential does depend on IMF northward $B_z$ value, and that the viscous potential in fact decreases with increasing IMF magnitude up to a certain value, after which it asymptotically flattens. Furthermore, we also show that the magnetosphere remains mostly "closed" during purely northward IMF, except for the points where reconnection occur [Bhattarai and Lopez, 2013].

4.1 Viscous Interaction

As stated in Section (1.7.1), the viscous interaction occurs due to the velocity shear between the solar wind flowing close to the magnetopause and the magnetospheric plasma, producing a Kelvin-Helmholtz wave. The instability grows bigger with the square of the difference of velocities between the two fluid layers, hence producing higher viscous potential for larger velocity difference. The tailward dragging of the magnetospheric plasma by the magnetosheath plasma along the flanks produces a circulation pattern, which we call the viscous circulation pattern. This circulation pattern gets mapped on to the ionosphere via magnetic field lines, thus imposing an electric potential in the Earth’s ionosphere, which is termed as the viscous potential. The viscous interaction and magnetic reconnection are completely different phe-
nomenon occurring simultaneously, but the effect of these phenomenon on the polar cap may get added up, or remain separated, depending on the orientation of the IMF. The potential imposed on the polar cap due to viscous interaction and/or magnetic reconnection has been used as an important proxy for measuring the solar wind - ionosphere coupling mechanism.

Figure 4.1. Schematic of the solar wind flow in the magnetosphere showing the generation of viscous circulation pattern. The solar wind flowing antisunward in the flanks outside the magnetopause produces circulation cells inside the magnetopause, which gets mapped to the ionosphere, thus imposing an electric field, which is measured in terms of electric potential - the viscous potential. The view is along the equatorial plane with the Sun along the left side of the page.

Figure (4.1) shows the formation of the viscous circulation pattern, and how it gets maps on to the ionosphere. The circulation pattern in the ionosphere is shown to reverse direction in this figure, because the magnetic field line originating from the inner magnetosphere maps to the lower latitude in the ionosphere, and vice versa.
There have been several previous studies to indirectly identify, as well as quantify, the viscous-driven circulation using different methods. Reiff et al. [1981] used AE-C and D satellite data to determine the relationship between the CPP and southward IMF condition using different coupling models, but they were unable to account for 35 ±10 kV for all coupling functions on extrapolating the CPP versus the southward IMF plot. They suggested that this ”extra” potential may be due to a viscous or ”closed model” process. Doyle and Burke [1983] also found a residual CPP of about 40 kV on analyzing S3-2 satellite data, and further found that this value drops to 20 kV after the relaxation of CPP as seen by Wygant et al. [1983]. Boyle et al. [1997] studied the relationship between steady solar wind conditions and the CPP, and found that as the IMF tends to zero, a small residual potential still remains on the system and this potential varies as $10^{-4}V^2$, where $V$ is the solar wind velocity in km/s. Burke et al. [1999] analyzed the data obtained from the DMSP (Defense Meteorological Satellite Program) satellites as well as the S3-2 satellite data and found the viscous potential to be 32.6 and 34.4 kV respectively. Shepherd et al. [2003] found an unaccounted potential of 17 kV on analyzing the SuperDARN (Super Dual Auroral Network Data) data while fitting these data on to the Hill model ([Siscoe et al., 2002a]). Newell et al. [2008] performed fits of different magnetospheric parameters and proposed a formula that best fits the data to account for viscous interaction. He proposed $n^{1/2}V^2$ as the scaling factor, where $n$ is the number density (in cm$^{-3}$) and $V$ is the magnitude of solar wind velocity (in km/s).

The in-situ measurement of the viscous interaction is very improbable at present because, first of all, it is very rare to find a solar wind period where the IMF is close to zero and for which the density and velocity are not fluctuating for an extended period of time. Secondly, even if we find a period like this, it is very unlikely that the satellites will be at the right place at the right time to determine the ionospheric
potential. Thus the simulation of the geospace system would be an ideal approach to deal with this problem, and moreover, we can also run simulations with desired solar wind condition, including the case where the total IMF is zero. A simulation result with a zero IMF case would be an ideal approach to enhance the understanding of the viscous interaction in the geospace, from which we can determine the "ground state" in order to discuss about the viscous contribution of the solar wind during finite IMF cases. Sonnerup et al. [2001] performed simulations for zero IMF using the Integrated Space Weather Model (ISM) and found a narrow and stretched region containing closed and stretched magnetic field lines and argued this artifact may be due to the viscous interaction or mass diffusion along the flanks. They found the viscous potential of 29.9 kV for solar wind speed of 600 km/s and ionospheric conductivity of 6 mhos, which was in agreement with other observations as well. Sonnerup et al. [2001] proposed a formula to calculate the viscous potential as $\phi_{PC} = 3.5(V_{SW} - 185)^{0.4}$ for the velocity range of $200 \leq V_{SW} \leq 800$ km/s for a constant ionospheric conductivity of 6 mhos. They further found that the viscous potential varies with ionospheric conductivity ($\Sigma$) as $\phi_{PC} = 109.6/(8.1 + \Sigma_p)^{1/2}$. Bruntz et al. [2012a] used the LFM simulation model to perform an extensive study on the variation of the viscous potential value for different values of solar wind speed and density at an ionospheric conductivity of 10 mhos during steady periods, and proposed a quasi-empirical formula $\phi_V = (0.00431)n^{0.439}V^{1.33}$ kV where $n$ is the solar wind density (in cm$^{-3}$) and $V$ is the magnitude of solar wind velocity in km/s. This proposed formula has also been found to be in good agreement with results obtained from the LFM simulation when the simulation was driven by a real solar wind, and hence was not steady [Bruntz et al., 2012b].
In the upcoming section, we will discuss about the results obtained from the LFM simulation during periods of purely northward IMF and argue how and why the viscous potential gets reduced during northward IMF.

4.2 Reduction of the viscous potential in the LFM simulation

The reduction of the viscous potential observed during the LFM simulation can been analyzed both from the ionospheric as well as magnetospheric aspect. The dynamics occurring in the magnetosphere due to the viscous interaction gets mapped to the ionosphere, the effect of which can also be observed in the ionosphere.

4.2.1 Ionospheric Aspect of Reduction in Viscous Potential

The viscous interaction occurring along the flanks of the magnetosphere gets mapped into the ionosphere via magnetic field lines. This interaction is measured in the ionosphere in term of electric potential which is called the viscous potential (VP). Similarly, the potential imposed in the ionosphere due to magnetic reconnection is called the reconnection potential (RP). Depending on the orientation of the IMF, the overall geometry of the mapping of these potentials onto the ionosphere varies.

When the IMF is purely southward, the potential imposed in the ionosphere due to viscous as well as reconnection cycle overlap forming a two cell convection pattern (e.g. [Dungey, 1961; Lopez et al., 2010]). If the IMF is purely east/westward, then a typical three cell convection pattern in seen in the ionosphere (e.g [Mitchell et al., 2010; Rich and Hairston, 1994]).

For purely northward IMF a typical four cell convection pattern is formed which has been observed in situ as well as in simulation by various authors (e.g. [Burke et al., 1979; Crooker, 1992; Cumnock et al., 1995; Huang et al., 2000; Bhattarai et al., 2012]). The details of the geometry of a four cell convection pattern and its significance in
determining the viscous contribution during purely northward IMF has already been discussed in Section (3.2).

Figure 4.2. Plots showing the distribution of the ionospheric potential in the northern hemisphere from dawn to dusk (the Y axis in the ionosphere) as seen in the LFM simulation for (A) 0, (B) +3, (C) +7.5, and (D) +10 nT $B_z$. The data points are the values of the ionospheric potential for all values of X (the Earth-Sun line) at a given Y value. All these plots correspond to solar wind velocity and density of 400 km/s and 5/cm$^3$ respectively, with an ionospheric conductivity of 5 mhos. The X-axis corresponds to the dawn-dusk line and the Y-axis is the value of the potential at the corresponding coordinates.

Figure (4.2) shows the distribution of the ionospheric potential as seen in the LFM simulation on the northern hemisphere as viewed from the Sun for (A) 0, (B)
+3, (C) +7.5, and (D) +10 nT $B_z$. Each data points corresponds to a unique grid point in the ionosphere for a given simulation run and fix for a given fixed time step. The data points are the ionospheric potential values for all values of X (the Earth Sun line) at a given Y value. All the plots are for solar wind speed and density of 400 km/s and $5/cm^3$ respectively, and the ionospheric conductivity was fixed at 5 mhos. Figure (4.2) (A) represents a typical two cell convection pattern (similar to Figure (3.1)(A)) in the ionosphere during zero IMF condition, and the CPP value obtained in this case (40 kV) is the viscous potential value for the solar wind condition specified above.

Now, as the northward IMF gets stronger, two important features are observed in Figure (4.2) (B), (C) and (D). Firstly, a reverse potential begin to appear closer to the pole in the lower IMF values and this reverse potential starts getting stronger with increasing IMF magnitude. This reverse potential must be due to the magnetic reconnection occurring at higher latitude during northward IMF causing a sunward flow, which generates a potential whose orientation is opposite to the viscous potential. Thus, the reverse convection potential is seen to get stronger, numerically as well as spatially, with increasing northward IMF value. Secondly, the magnitude of the viscous potential is observed to decrease with increasing IMF magnitude. When the IMF increases from 0 to 3 nT $B_z$, the viscous potential is seen to drop from 40 kV to about 5 kV, thus suggesting a reduction in viscous potential for northward IMF.

Figure (4.3) shows the decrease in the viscous potential with increasing IMF magnitude during northward IMF at different solar wind speeds of 400, 600 and 800 km/s, solar wind density of $5/cm^3$, and an ionosphere conductivities of (A) 5 and (B) 10 mhos. The viscous potential is seen to decrease sharply when $B_z$ increases from 0 to 3 nT. Sundberg et al. [2009b] did an analysis to determine the boundary layer potential during periods of strong northward IMF and determined the boundary layer
Figure 4.3. Plots showing the reduction of viscous potential for northward IMF for two different ionospheric Pedersen conductivities of (A) 5 mhos and (B) 10 mhos. The results correspond to the solar wind density and velocities of 5/cm$^3$, and 400, 600 and 800 km/s respectively.

potential of about 10 kV on analyzing 271 DMSP F-13 satellite passes. They also found that the boundary layer potential depends on the viscous parameters such as solar wind speed, density and ram pressure.

4.2.2 Magnetospheric Aspect of Reduction in Viscous Potential

As stated earlier, the generation of the viscous interaction starts at the magnetospheric flanks and gets mapped on to the ionosphere via magnetic field line. Thus,
it is important to understand the dynamics occurring in the magnetosphere that produces the viscous circulation pattern. The antisunward dragging of the plasma in the low latitude boundary layer (LLBL), followed by a sunward flow deeper inside the magnetosphere is what causes the viscous circulation. The LLBL can be defined as the region between the magnetopause boundary (or the open-closed field line boundary) and the flow reversal boundary in the magnetosphere.

Figure 4.4. Result obtained from LFM simulation showing the formation of viscous circulation pattern in the magnetosheath in X-Y plane. The simulation was run with solar wind density of 5/cc, velocity of 400km/sec, null IMF and at an ionospheric conductivity of 5 mhos. The white arrows represent in magnitude and direction, the solar wind velocity along the X-Y plane. The black countour represents the open-close field line boundary. The Sun is on the right side of the page.
Figure (4.4) shows the result obtained from the LFM simulation showing the magnetospheric X-Y plane during the solar wind density, velocity and IMF of $5/cm^3$, 400 km/s and $0 \text{ B}_{\text{tot}}$ respectively with ionospheric conductivity of 5 mhos. As the simulation has been run with $0 \text{ B}_{\text{total}}$ (i.e. no magnetic field) there is no magnetic reconnection, implying all plasma flow along the tail should be due to the viscous interaction. The Sun is on the right side of the figure and the white arrow represents in magnitude and direction, the plasma flow velocity at those points. The black contour represents the open-closed field line boundary - a good proxy for the magnetopause location during northward IMF cases. The open-closed field line boundary for all the simulation results henceforth has been determined by locating the last closed field line along GSM Y-axis on both the flanks for a given GSM X-value.

In this figure we see that in the magnetosheath, the plasma is flowing antisunward but as we enter inside the magnetopause, the plasma velocity starts to decrease, and finally turns sunward. As this image corresponds to $0 \text{ B}_{\text{total}}$ implying no magnetic reconnection, it clearly shows the existence of a convection pattern along the flanks which must have been due to viscous interaction. The existence of viscous convection cells in LFM simulation has also been shown in detail by Bruntz et al. [2012a], where they have shown that this pattern gets stronger as the solar wind speed or density increases - a typical characteristic of viscous interaction found from the real solar wind data analysis by different authors. [Newell et al., 2008] investigated satellite data and came out with an empirical formula to calculate the viscous coupling for a given solar wind condition where they show that the viscous coupling is proportional to the square of the solar wind velocity. Also, Bruntz et al. [2012a] have come out with an simulation based "empirical” formula to calculate viscous potential in the LFM simulation for a given solar wind condition and these models have been shown to match each other after introducing an appropriate scaling factor.
Figure 4.5. Plots obtained from the LFM simulation showing velocity distribution in the magnetosphere for \( \pm 3 \) and \( \pm 7.5 \) \( B_z \). The solar wind velocity and density are 400 km/s and \( 5/cm^3 \) respectively and the ionospheric Pedersen conductivity was set to 5 mhos. The white arrows depict the plasma velocity, in both magnitude and direction, at the base of the arrow. The outer black contour represents the open-closed field line boundary and the inner black line represents the flow reversal boundary. The region between these two black lines is the low latitude boundary layer. The view is of the GSM X-Y plane as seen from above the north pole with the Sun on the right side of the page.

Figure (4.5) shows result obtained from the LFM simulation, which compares the plasma flow pattern for the IMF values of \( \pm 3 \) and \( \pm 7.5 \) nT in the GSM X-Y plane color coded by density, with the Sun at the right side of the page. The outer black contour represents the open-close field line boundary, whereas the inner black line is the flow reversal boundary. All figures are obtained for the case where the solar wind speed and density was 400 km/s and \( 5/cm^3 \) respectively, and the ionospheric conductivity was set to 5 mhos. If we compare the plasma flow between the +3 and
Figure 4.6. The flow vectors in the magnetosphere in the equatorial plane during (A) $B_z$ of +3 and (B) +10 nT respectively for solar wind speed and density of 400 km/s and 5/cm$^3$ and an ionospheric conductivity of 5 mhos. The black line represents the open-closed field line boundary and the inset shows a zoom-in of the section enclosed by a brown rectangle in the main figure. The color coding shows the velocity magnitude.
-3 B_z, we clearly see a strong sunward flow in the magnetosphere for the southward IMF case, whereas the reverse flow in the +3 B_z case is very weak. Similar result is seen when we compare the figure for +7.5 and -7.5 nT B_z runs. Furthermore, a close comparison of the plasma flow pattern between +3 and +7.5 nT B_z shows a weak sunward flow for the +3 nT Bz case, whereas the sunward flow seems to be non-existent in the +7.5 nT B_z case, which implies that the viscous potential is reduced during higher northward IMF value due to the lack of a return flow. Whereas when we compare the flow pattern for -3 and -7.5 nT case, the return flow is seen to be stronger for higher southward IMF value, which is consistent with the Dungey-type circulation driven by reconnection.

Figure (4.6) shows in detail about the flow pattern in the magnetosphere that would occur for two different northward IMF values of 3 and 10 nT B_z. This figure shows the GSM X-Y plane color coded with total flow speed, with the Sun at right side of the page. Both the images correspond to the simulation result for solar wind speed and density of 400 km/s and 5/cm^3, where the ionospheric conductivity was set to 5 mhos. The white line depicts the plasma flow vector and the black contour represent the open-closed field line boundary. The "INSET" part shows the zoom-in version of the small brown rectangle drawn in the magnetosphere for each image. In this figure, the flow pattern in the "INSET"'s implies that there exist a very weak sunward flow in the magnetosphere when the IMF is +3 nT, but as the IMF magnitude increases to +10 nT, the return flow can not be detected. This lack of return flow is what causes the decrease in viscous potential.

During northward IMF, we know that the magnetic reconnection occur poleward of the cusp region between a closed-lobe field line and the IMF, thus producing an "IMF-type" field line that gets carried tailward, and a closed field line that moves sunward. This sunward motion of the closed field line causes plasma to accumulate
on the noon region on the closed field lines in the magnetosphere. This closed field line that moved sunward gets carried away towards the nightside, thus producing an antisunward flow inside the magnetopause, hence reducing the viscous interaction. Li et al. [2005] analyzed the OpenGGCM model to study the plasma sheet formation during periods of long northward IMF, where they demonstrated the magnetic field circulation pattern for northward IMF. Their model showed the magnetic reconnection occurring between the lobe field lines and the IMF in the cusp region, thus slowing down the tailward flow of plasma and producing a sunward flow. They further show (in Figure 3 of Li et al. [2005]) how a newly formed closed field line on the day side convects to the nightside within the magnetopause. This tailward motion of the plasma in a closed field line decreases the velocity shear between the boundary plasma layers, thus decreasing the viscous interaction.

Figure (4.7) shows the plasma pressure distribution in the equatorial plane color coded with pressure, as seen in the LFM simulation for IMF values of +3 and +10 nT B_z. The white arrow represents the plasma flow vector and the black contour represents the open-closed field line boundary. As we can see from the figure, the plasma flows towards the nightside parallel to the open-closed field line boundary and that the LLBL during 10 nT is larger than that of 3 nT. This larger LLBL for higher Bz value has a stronger tailward flow inside the magnetopause due to higher rate of reconnection for stronger B_z. Furthermore, the second "IMF-type" field line produced during magnetic reconnection is carried down the tail by solar wind momentum, and thus does not get involved with dynamics in the magnetosphere. Hence, the formation of thicker LLBL with stronger tailward plasma flow inside for a higher value of B_z explains why the viscous potential gets reduced with increasing northward IMF magnitude.
Figure 4.7. The velocity distribution (white arrows) in the equatorial plane as seen in the LFM simulation during IMF values of (A) +3 nT and (B) +10 nT respectively, with the solar wind speed and density being 400 km/s and 5/cm$^3$. The plane has been color coded with pressure (keV/cm$^3$). The black lines represent the open-closed field line boundary.

4.3 A Closed Magnetosphere during Northward IMF

As stated earlier, the viscous interaction gets mapped to the ionosphere via magnetic field lines. The LFM simulation also maps the magnetic field lines in to the 3 $R_E$ boundary, below which it is mapped directly in to the ionosphere. Thus we can always reverse this procedure and study how the magnetic field lines would look like corresponding to the seed points located in the ionosphere. Thus using data obtained to plot Figure (4.2), which shows the location in the ionosphere where the viscous or
Figure 4.8. The overall magnetic field line configuration as seen in the LFM simulation for +10 nT. The footpoints of these magnetic field lines originate from the ionosphere and correspond to the coordinates that generated the four cell convection pattern in Figure 4.2(D). The solar wind velocity and density were 400 km/s and 5/cm$^3$ respectively and the ionospheric Pedersen conductivity was set to 5 mhos. The view is from the Sun, toward the Earth. The white and red lines correspond to magnetic field lines originating from the dawn and the dusk side respectively.

The reverse convection cell map to, the magnetospheric field line distribution looks like Figure (4.8).

Figure (4.8) shows the magnetic field line distribution as seen in the LFM simulation for +10 nT $B_z$. The foot points of these magnetic field are at the ionosphere and are the set of coordinates that corresponds to the four cell convection pattern in Figure (4.2)(D). The solar wind velocity and density was fixed at 400 km/s and 5/cm$^3$, and the ionospheric conductivity was set to 5 mhos. The view is along the Sun Earth line, with Sun located outside the page. The white and the red field
lines represent the magnetic field lines originating from the dawn and the dusk side respectively. Although it was expected that the magnetic field lines originating from coordinates corresponding to reverse convection cell would produce a open field line, this was not observed for any of the northward IMF case. This figure here shows that except for one field line which is open, the entire magnetosphere is closed during purely northward IMF. The closed magnetosphere during purely northward IMF was also seen by Song et al. [2000] in the simulation, where they argue that for except for the point where the reconnection occur, the magnetosphere is entirely closed.

4.4 Conclusion

The LFM simulation thus shows the reduction of the viscous potential during purely northward IMF. The viscous potential is seen to decrease sharply from 0 to 3 nT B_z after which the potential is seen to settle asymptotically to a smaller value. The closed field line formed in the dayside due to magnetic reconnection in the cusp region convects towards the night side, thus creating a antisunward flow in the LLBL. The antisunward flow present in the LLBL causes the reduction of velocity shear between the magnetosheath and LLBL plasma, thus reducing the viscous interaction. The decrease in visous potential with increasing IMF value was found to be due to piling of the plasma in the magnetosheath, as well as in the closed field lines on the noon side, due to high latitude reconnection. This pile of plasma moves antisunward along with the closed magnetic field line, thus producing a stronger tailward flow in the LLBL, hence reducing the velocity shear across the magnetopause and thus reducing viscous potential for higher B_z values. It was also found that except for a small region where the magnetic reconnection occur, the rest of the magnetosphere is closed.
CHAPTER 5
THE LFM SIMULATION DURING THE WHOLE HELIOSPHERE INTERVAL

5.1 Introduction

The whole heliosphere interval (WHI) refers to a single Carrington rotation (2068), which started March 20 - April 16, 2008 corresponding to the day of year (DOY) 80-107 [Lopez et al., 2012; Bruntz et al., 2012b]. In this chapter we will talk about the results obtained from LFM and the coupled magnetosphere ionosphere thermosphere (CMIT) simulation model when they were run with a real solar wind over the WHI, and compare/contrast our results with the other models and observational data.

Figure (5.1) shows the solar wind density, speed, and $B_y$ and $B_z$ component of the IMF during the WHI obtained from the OMNI data. OMNI is a database that collects solar wind data from different satellite and predicts the solar wind parameters at the edge of the bowshock. The corotating interaction regions (CIRs) have been shaded blue and the high speed streams (HSS) interval has been shaded yellow, with some dark patches implying that the CIR accompanied the HSS. The WHI corresponding to Carrington rotation 2068 consist of two CIRs followed by the HSS.

During solar maximum, the geospace environment is driven by numerous coronal mass ejections (CMEs), whereas during solar minima there is a prevalence of coronal holes and CIRs. The CIRs are formed due to the combined effect of solar rotation and variation in the solar wind speed, which causes high speed streams to overtake slower streams. The solar wind is considered a HSS if the daily average
Figure 5.1. Plot showing the density, velocity, $B_y$ and $B_z$ component of the solar wind during the WHI. The blue and the yellow shaded region correspond to the CIRs and the HSS respectively.

The speed of the solar wind is $\geq 500$km/s [Broussard et al., 1978]. We will use the results obtained from the CMIT model, along with results from other models, to compare it with the stand-alone LFM simulation during the WHI. In our stand-alone LFM version, we used the F10.7 flux of 74 SFU (solar flux unit), which was the average F10.7 value over the WHI.
5.2 The merging potential during southward IMF

Figure (5.2) compares the CPP obtained from the CMIT model and the stand-alone LFM model (Chapter 2) with the CPP obtained from the LFM model when the IMF value was set to zero. The results from CMIT run, the LFM run and the LFM run without IMF are shown in red, black and blue color respectively.

![Figure 5.2. Plot comparing the CPP obtained from CMIT (red), the stand-alone LFM (black), and the stand-alone LFM with the IMF set to Zero (blue).](image)

In the CMIT model, the magnetosphere uses the LFM simulation model and the ionosphere-thermosphere regime is modeled using the thermosphere-ionosphere-electrodynamics general circulation model (TIE-GCM) [Richmond et al., 1992]. The TIE-GCM solves the 3D momentum, energy and continuity equations for the ion and neutral species. The F10.7 solar index is most widely used as the solar input to
TIE-GCM, and the IMF condition is used as an input to determine the high-latitude electric fields for the Weimer convection model. It outputs the height of the pressure surfaces, temperatures, composition and density of the ions and neutral species.

From Figure (5.2) we can see that the CPP obtained from the CMIT model and the stand-alone LFM model are very close to each other, although the LFM tend to estimate higher values than the CMIT particularly at peak times. The LFM has been known to produce higher potential during southward IMF as compared to observation [Merkin et al., 2003; Lopez et al., 2009] due to the insufficient ionospheric criteria on the model. The CPP obtained from the stand-alone LFM with B =0 nT run during the WHI represents the contribution of the viscous interaction over that period. We applied a Hanning filter with 90 min window to the CPP obtained from stand alone LFM as well as the LFM run with zero IMF (will be referred hereon as 0 B run) in order to smoothen it. A simulation with 0 B causes a lack of pressure balance in the magnetosphere but as the flow is super Alfvénic, any inconsistency would not be dynamically important. All the LFM runs have been time shifted in order to take into an account the initialization period required for the LFM runs.

Lopez et al. [2010] applied two different methods to calculate the reconnection potential during southward IMF. In the first method, he used the value of the viscous potential obtained during a steady state solar wind condition and subtracted it from the CPP to calculate the contribution due to magnetic reconnection. Thus, this value of the reconnection potential is obtained from the ionospheric data which is purely driven by the Birkeland current in the LFM simulation. For the second method, he utilized a magnetospheric approach where he calculated the rate magnetosheath flow that reaches the merging line. He found that the rate of flux transport was the same as the CPP minus the viscous potential value, validating that the calculation of merging rate in the magnetosphere also gives us the merging rate. Thus, as the total
CPP during southward IMF is the sum of the viscous and the reconnection potential, we can obtain the reconnection potential during the WHI by subtracting the viscous contribution obtained from 0 B runs [Bruntz et al., 2012a] whereas during northward IMF, the viscous and the reconnection region are separate [Bhattarai et al., 2012], as discussed in Figure (3.2).

Figure (5.3) shows two days of the WHI and has a mixture of northward as well as southward IMF. The top panel in each figure represents the difference of the CPP and the viscous potential obtained from 0 B runs whereas the bottom panel shows the IMF Bz component during that time. We can see from this figure that as the Bz turns northward the reconnection potential attains a negative value suggesting the viscous potential being higher than the CPP during those periods. This correlation is although not perfect for northward IMF and would not work if the reconnection potential is higher that the viscous potential, which occur during high Bz values. We also see that there are occasional, short-duration IMF Bz reversal not followed by the reversal of the reconnection potential. Although the ionosphere responds quickly to the orientation of the convection cells, it takes some time (15-20 min) for the system to produce the full potential associated with the new Bz value and dying away of the Birkeland currents [Lopez et al., 1999]. During periods of southward IMF, the reconnection potential remains positive suggesting that the CPP is indeed the sum of viscous and the reconnection potential during southward IMF. The convection cells produced during viscous interaction is independent of IMF orientation, but during northward IMF, the reconnection cells are created in the higher latitude poleward of the cusp region. Even for very small values of northward IMF, the CPP measured is seen to be less than the viscous potential during the zero IMF condition as discussed in chapter (4).
Figure 5.3. Plot showing a relationship between the reverse convection potential and the IMF Bz. We see a negative reconnection potential during periods with northward IMF.
5.3 Comparing viscous, merging and total potential during the WHI

The CMIT as well as the LFM run were done for the full WHI using the same solar wind input file. The CPP values obtained from LFM was interpolated to fit a 1 min cadence and was then smoothed by being run through a Hanning filter, using a 90-min window. A Hanning function performs a weighted-average of the data points with higher weight given to the data at the center. For example, for three successive inputs, with the center point of the three weighted twice as heavily as its two adjacent neighbor, the Hanning filter is performed as follows:

$$y[k] = \frac{1}{4}(x[k] + 2x[k - 1] + x[k - 2])$$  \hspace{1cm} (5.1)

This Hanning filter method was used to find the boxcar average for 1 min cadence by taking into account 90 min of data and obtain the final CPP values for the CMIT as well as the LFM runs.

All the CMIT and LFM runs has also been offset in time in order to incorporate the initialization period required to introduce the real solar wind data. This offset also had to considered to match the simulation output to the solar wind data. The offset was calculated the following way: (i) We used the Bruntz formula (equation 5.2) to calculate the viscous potential using the solar wind input (ii) we interpolated the B0 run to one minute cadence without running it through the Hanning filter and added appropriate time stamp (iii) calculated the average of the square of the difference between the Bruntz potential and the time shifted LFM B0 potential. This process was repeated for ± 100 minutes in a 10 day data and the time that yielded the lowest average of square difference was considered the offset value to be applied to the LFM runs.

$$\phi_v = 0.00431n^{0.439}V^{1.33}$$  \hspace{1cm} (5.2)
where $n$ is the solar wind density in /cc and $V$ is the solar wind velocity in km/s.

As stated before, all the WHI runs were performed with a F10.7 value of 74 SFU whereas the Bruntz formula (equation 5.2) was derived from the LFM simulation when the ionospheric conductivity was set to 10 mhos. Hence we require a scaling factor in order to scale the Bruntz formula to F10.7=74 SFU condition. Due to lower conductivity produced in the ionosphere by F10.7=74 runs, the CMIT and the LFM run is seen to produce unrealistic high value of about 250 kV on day 86 with moderate $B_z$ value. Hence, we chose to modify the Bruntz formula and scale it down. Hence we chose eleven periods the WHI where the solar wind was relatively steady and the average value of density, velocity and the CPP value for those periods were determined from which we determined the average scaling factor over all eleven events to be 1.54. Thus 1.54 is the value by which the B0 run is over-predicting the CPP.

5.4 The reconnection and the solar wind driver

We believe up to this point that the viscous potential is independent of the the IMF magnitude during southward IMF, so that subtracting the viscous from the total CPP yields the reconnection potential during southward IMF. Whereas during the northward IMF, the reconnection and viscous are already separated and hence can be determined already. Thus the effect of solar wind drivers on the reconnection potential during WHI can be studied in detail. Figure (5.4) shows the CPP minus the potential from the B0 runs (i.e. the viscous potential) as a function of $VB_z$ for the entire WHI interval. The blue line corresponds to the condition when the reconnection potential was equal to zero and the black line represents the average reconnection minus the B0 potential found using a moving boxcar average 0.2mV/m wide. The issue of $B_y$ dependence is not considered in a great detail here, although it plays a significant role is the formation of convection pattern due to $B_y$ reconnection. The Figure (5.4)
has a one minute cadence along X-axis. The scattering in of the data points in this figure may be due to the ionosphere not getting enough time to return to steady state due to varying $B_z$ and/or density and/or velocity of the solar wind. The northward IMF ($E_y$ less than zero) the average CPP minus the $B_0$ potential value is seen to be negative and this value for southward IMF comes to be positive. Also for southward IMF, the CPP minus the $B_0$ potential is the reconnection potential as well, whereas for northward IMF, the CPP would either be measuring the viscous or the reverse convection potential depending on the solar wind IMF, density and velocity. For the cases when the CPP during northward IMF is measuring the viscous potential, then the CPP-$B_0$ potential is the measure of the reduction in viscous potential, but when the reverse convection potential is measured as the total CPP, the CPP -$B_0$ potential is does not have any meaning as it does not represent any physical process.

The average reconnection potential when $E_y=0$ is close to zero but not exactly zero. The value is found to be 14.7 kV when $E_y=0.0025$mV/m (the running average box car $B_y$ value closest to zero). This is because the $B_y$ component of the magnetic field also contributes to the total CPP, about which we have not worried much about in this figure as the average magnitude of $B_y$ along WHI was about 2 nT. Mitchell et al. [2010] have studied the effect of pure $B_y$ on the magnetosphere-ionosphere system and they found the CPP value of about 18 kV for 2 nT $B_y$, which leaves us with a reconnection potential of about 3.3 kV during north-south oriented IMF when the $E_y$ is zero. We selected the case when the magnitude of $B_y$ was less than 0.5 and did a moving boxcar average for those period and found that the reconnection potential during $E_y = -0.0012$mV/m (closest to zero in the data) was found to be 2.4 kV. Although the reconnection potential during zero $E_y$ is expected to be zero, the observed discrepancy value of 0.9 kV is a remarkably small value considering (a) all the uncertainties in finding the lag between the solar wind and the CPP, (b) using a
Figure 5.4. Plot showing the average reconnection potential during the WHI. The reconnection potential was obtained by subtracting the CPP and B0 potential calculated in one minute interval and plot against the solar wind E field. The black line is a sliding boxcar average 0.2mV/m wide.

single value of lag for the WHI, (c) the errors produced due to response delay in the ionosphere, (d) and the possible errors that might arise from removing the IMF from the solar wind during the B0 runs. This small discrepancy value also suggests that the subtraction of the B0 runs from the CPP during southward IMF indeed gives the reconnection potential.

The slopes of the running average in Figure (5.4) have units of length. We also see that there exists two distinct slopes corresponding to whether \(E_y\) was greater than or less than zero. For the regime where \(E_y\) is greater than zero, the slope gives us the geoeffective length (section 3.3.1). Thus for southward IMF, the geoeffective length during WHI is found to be 5 \(R_E\). This number is comparable to the geoeffective
lengths determined by other authors using LFM simulation [Lopez et al., 2010; Bruntz et al., 2012a], though the geoeffective length is slightly lower to that those obtained for purely southward IMF conditions with uniform conductance.

![Figure 5.5. Plot showing the comparison between the CMIT CPP (red lines) and the Weimer CPP (black lines). The Weimer potential has be multiplied by a scaling factor of 1.54.](image)

In the negative $E_y$ regime the slope of the line is about $2 \ R_E$, but this value does not represent the geoeffective length. Bhattacharai et al. [2012] has shown the geoeffective length to be around $1 \ R_E$ during purely northward IMF (Table 3.1). During WHI with periods of northward IMF, the CPCP-B0 potential value mostly represents the reduction of viscous potential with $E_y$.

Figure (5.5) shows the comparison between the CMIT and the Weimer model. The Weimer model [Weimer, 2005] has been scaled up by a factor of 1.54 to match the conductivity issue as discussed in section (5.3). The Weimer model was driven with the the same solar wind condition used for CMIT run. We see that there is generally a good agreement between the two potentials when the potential is larger (i.e during southward IMF), whereas during the northward IMF there is a considerable
disagreement. The Weimer model has a minimum potential floor of about 24kV, which corresponds to the viscous potential. So, the scaled Weimer potential in Figure (5.5) has a floor of about 38 kV, which is what is seen in this figure. This is due to the inability of the Weimer model to describe the high latitude electrodynamics during periods of northward IMF. It is during those periods of northward IMF that the viscous potential goes below the B0 potential value which is not incorporated in Weimer empirical model. This issue extends to several coupling models [e.g., Kan and Lee, 1979; Newell et al., 2008; Borovsky, 2008] which either assumes a positive reconnection rate or no reconnection during northward IMF, however our results show that this is not correct. So, during northward IMF there is no weak positive reconnection rate and the viscous interaction gets attenuated such that the CPP value goes below the viscous potential value.

5.5 Conclusion

We performed the LFM simulation for the WHI using the real solar wind data as well as performed a run with zero IMF conditions to determine the viscous contribution during the WHI so that we can analyze the effect of magnetic merging. We determined the reconnection potential during the WHI by subtracting the B0 potential and used this reconnection potential to determine the average geoeffective length during the WHI to be 5 $R_E$ during southward IMF. We further found that the LFM model overpredicts the CPP value due to low ionospheric conductivity when using $F10.7=74$ SFU so that an appropriate scaling factor is required to determine the realistic value. We determined this scaling factor to be 1.54. The CPP obtained from the Weimer model was multiplied by this scaling factor and was seen to be in agreement with the CPP values obtained from the LFM simulation during periods of southward IMF. Whereas, during northward IMF, the Weimer model was seen to
have a floor of about 38 kV (when scaled by 1.54) whereas LFM showed much lower potential due to the reduction in the viscous potential. A good agreement between the scaled Weimer and LFM values for southward IMF shows that the simulation is modeling the basic physics and dynamics of the magnetosphere-ionosphere system and that a proper modeling of the ionospheric conductivity model in the simulation would lead to much closer agreement to the real data.

We also found that when we subtract the total LFM CPP from the B0 CPP, we get a negative value when the IMF is northward for more than 15 mins. The cycle of northward IMF is seen to reduce viscous potential in the LFM simulation thus producing a negative reconnection potential. This means that the empirical functions that model northward IMF as producing simply weak reconnection not adequately describe the global merging mechanism and require modification.
APPENDIX A

LIST OF DATES CORRESPONDING TO STRONG NORTHWARD IMF
### A.1 LIST OF DATES CORRESPONDING TO STRONG NORTHWARD IMF

Table A.1. Table listing events with dominant northward IMF period during 1995.

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>1995</td>
<td>093</td>
<td>8.01</td>
<td>3.64</td>
<td>-12.7</td>
<td>15:19:14</td>
<td>1.18</td>
<td>15:24:02</td>
<td>13.88</td>
<td>4.77</td>
</tr>
<tr>
<td>1995</td>
<td>093</td>
<td>7.5</td>
<td>2</td>
<td>-6.76</td>
<td>16:56:14</td>
<td>1.32</td>
<td>17:02:14</td>
<td>8.08</td>
<td>-1.99</td>
</tr>
<tr>
<td>1995</td>
<td>094</td>
<td>2.74</td>
<td>1.48</td>
<td>-10.54</td>
<td>20:05:22</td>
<td>5.22</td>
<td>20:07:38</td>
<td>15.76</td>
<td>2.51</td>
</tr>
<tr>
<td>1995</td>
<td>106</td>
<td>4.3</td>
<td>0.5</td>
<td>-11.84</td>
<td>14:19:13</td>
<td>0.02</td>
<td>14:33:37</td>
<td>11.86</td>
<td>3.75</td>
</tr>
<tr>
<td>1995</td>
<td>106</td>
<td>4.85</td>
<td>2.35</td>
<td>-9.77</td>
<td>16:05:45</td>
<td>0.44</td>
<td>16:10:21</td>
<td>10.21</td>
<td>3.49</td>
</tr>
<tr>
<td>1995</td>
<td>107</td>
<td>7.32</td>
<td>3.2</td>
<td>-22.52</td>
<td>20:55:53</td>
<td>0.33</td>
<td>20:46:45</td>
<td>22.85</td>
<td>2.74</td>
</tr>
<tr>
<td>1995</td>
<td>117</td>
<td>4.25</td>
<td>0.2</td>
<td>-20.78</td>
<td>17:10:21</td>
<td>2.26</td>
<td>17:18:17</td>
<td>23.04</td>
<td>13.28</td>
</tr>
<tr>
<td>1995</td>
<td>133</td>
<td>10.8</td>
<td>0.28</td>
<td>-22.79</td>
<td>14:03:04</td>
<td>8.99</td>
<td>13:59:52</td>
<td>31.78</td>
<td>-5.22</td>
</tr>
<tr>
<td>1995</td>
<td>149</td>
<td>3.2</td>
<td>-0.2</td>
<td>-20.08</td>
<td>17:29:39</td>
<td>0.57</td>
<td>17:40:43</td>
<td>20.65</td>
<td>-6.79</td>
</tr>
<tr>
<td>1995</td>
<td>156</td>
<td>1.65</td>
<td>-0.6</td>
<td>-11.61</td>
<td>17:46:49</td>
<td>1.83</td>
<td>17:54:21</td>
<td>13.44</td>
<td>-5.57</td>
</tr>
<tr>
<td>1995</td>
<td>156</td>
<td>2.8</td>
<td>-0.55</td>
<td>-20.09</td>
<td>19:31:33</td>
<td>0.04</td>
<td>19:41:29</td>
<td>20.13</td>
<td>5.73</td>
</tr>
<tr>
<td>1995</td>
<td>174</td>
<td>2.9</td>
<td>-1.5</td>
<td>-15.6</td>
<td>19:13:03</td>
<td>0.02</td>
<td>19:26:11</td>
<td>15.62</td>
<td>0.53</td>
</tr>
<tr>
<td>1995</td>
<td>321</td>
<td>2.8</td>
<td>0.6</td>
<td>-11.04</td>
<td>14:15:07</td>
<td>0.76</td>
<td>14:09:07</td>
<td>11.8</td>
<td>5.97</td>
</tr>
<tr>
<td>1995</td>
<td>321</td>
<td>3.4</td>
<td>0.4</td>
<td>-7.62</td>
<td>20:58:19</td>
<td>3.72</td>
<td>20:50:55</td>
<td>11.34</td>
<td>0.56</td>
</tr>
<tr>
<td>1995</td>
<td>326</td>
<td>5.87</td>
<td>-1.1</td>
<td>-13.00</td>
<td>13:10:41</td>
<td>2.21</td>
<td>13:07:49</td>
<td>15.21</td>
<td>1.08</td>
</tr>
<tr>
<td>1995</td>
<td>330</td>
<td>2.79</td>
<td>-1.4</td>
<td>-9.53</td>
<td>20:46:44</td>
<td>0.77</td>
<td>20:42:20</td>
<td>10.3</td>
<td>-3.34</td>
</tr>
<tr>
<td>1995</td>
<td>344</td>
<td>4.05</td>
<td>0.9</td>
<td>-9.69</td>
<td>14:36:07</td>
<td>0</td>
<td>14:50:15</td>
<td>9.69</td>
<td>-0.78</td>
</tr>
</tbody>
</table>
Table A.2. Table listing events with dominant northward IMF period from 1996-2003

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>1996</td>
<td>076</td>
<td>1.65</td>
<td>0.6</td>
<td>-15.42</td>
<td>16:12:32</td>
<td>1.17</td>
<td>16:09:12</td>
<td>16.59</td>
<td>-2.16</td>
</tr>
<tr>
<td>1996</td>
<td>182</td>
<td>2.7</td>
<td>0.97</td>
<td>-11.24</td>
<td>15:01:32</td>
<td>0.13</td>
<td>15:13:56</td>
<td>11.37</td>
<td>3.43</td>
</tr>
<tr>
<td>1996</td>
<td>182</td>
<td>1.61</td>
<td>-0.38</td>
<td>-7.27</td>
<td>18:26:48</td>
<td>2.69</td>
<td>18:29:56</td>
<td>9.96</td>
<td>8.95</td>
</tr>
<tr>
<td>1996</td>
<td>225</td>
<td>2.47</td>
<td>0.3</td>
<td>-10.22</td>
<td>18:09:36</td>
<td>0.06</td>
<td>18:15:24</td>
<td>10.28</td>
<td>1.31</td>
</tr>
<tr>
<td>1996</td>
<td>249</td>
<td>3.4</td>
<td>-1.5</td>
<td>-9.37</td>
<td>18:21:29</td>
<td>0.39</td>
<td>18:18:33</td>
<td>9.76</td>
<td>-2.44</td>
</tr>
<tr>
<td>1996</td>
<td>264</td>
<td>3.5</td>
<td>1.5</td>
<td>-28.48</td>
<td>18:41:00</td>
<td>4.29</td>
<td>18:50:12</td>
<td>32.77</td>
<td>6.88</td>
</tr>
<tr>
<td>1996</td>
<td>316</td>
<td>1.6</td>
<td>0.6</td>
<td>-12.27</td>
<td>14:12:39</td>
<td>0.0</td>
<td>14:22:27</td>
<td>12.27</td>
<td>-3.75</td>
</tr>
<tr>
<td>1996</td>
<td>317</td>
<td>2.25</td>
<td>0.6</td>
<td>-11.68</td>
<td>17:21:26</td>
<td>2.3</td>
<td>17:15:10</td>
<td>13.98</td>
<td>-3.49</td>
</tr>
<tr>
<td>1996</td>
<td>337</td>
<td>6.64</td>
<td>0.5</td>
<td>-9.15</td>
<td>13:17:15</td>
<td>1.22</td>
<td>13:20:03</td>
<td>10.37</td>
<td>4.2</td>
</tr>
<tr>
<td>1996</td>
<td>337</td>
<td>7.5</td>
<td>-4.9</td>
<td>-14.03</td>
<td>14:57:11</td>
<td>0.05</td>
<td>15:00:11</td>
<td>14.08</td>
<td>4.44</td>
</tr>
<tr>
<td>1997</td>
<td>101</td>
<td>19.95</td>
<td>-4.45</td>
<td>-17.50</td>
<td>13:12</td>
<td>26.93</td>
<td>13:08</td>
<td>44.43</td>
<td>6.62</td>
</tr>
<tr>
<td>1998</td>
<td>312</td>
<td>25</td>
<td>-0.95</td>
<td>-15.72</td>
<td>14:10:53</td>
<td>36.19</td>
<td>14:07:05</td>
<td>51.91</td>
<td>-5.16</td>
</tr>
<tr>
<td>1999</td>
<td>227</td>
<td>11.35</td>
<td>-0.4</td>
<td>-11.60</td>
<td>20:28:03</td>
<td>11.48</td>
<td>20:31:27</td>
<td>23.08</td>
<td>-6.92</td>
</tr>
<tr>
<td>2000</td>
<td>144</td>
<td>17</td>
<td>-2</td>
<td>-42.50</td>
<td>20:33:04</td>
<td>12.06</td>
<td>20:28:00</td>
<td>54.56</td>
<td>-12.24</td>
</tr>
<tr>
<td>2000</td>
<td>156</td>
<td>12.14</td>
<td>1.01</td>
<td>-5.74</td>
<td>16:13:17</td>
<td>21.69</td>
<td>16:15:57</td>
<td>27.43</td>
<td>0.05</td>
</tr>
<tr>
<td>2000</td>
<td>198</td>
<td>18.29</td>
<td>1.8</td>
<td>-40.62</td>
<td>12:23:58</td>
<td>8.46</td>
<td>12:21:02</td>
<td>49.08</td>
<td>12.68</td>
</tr>
<tr>
<td>2000</td>
<td>198</td>
<td>12.75</td>
<td>-2.4</td>
<td>-34.96</td>
<td>14:06:18</td>
<td>17.41</td>
<td>14:03:22</td>
<td>52.37</td>
<td>14.99</td>
</tr>
<tr>
<td>2003</td>
<td>295</td>
<td>11.51</td>
<td>2.3</td>
<td>-26.72</td>
<td>20:15:23</td>
<td>7.23</td>
<td>20:11:15</td>
<td>33.95</td>
<td>-2.42</td>
</tr>
<tr>
<td>2003</td>
<td>295</td>
<td>11.74</td>
<td>0.55</td>
<td>-9.75</td>
<td>20:58:59</td>
<td>6.11</td>
<td>21:02:07</td>
<td>15.86</td>
<td>0.32</td>
</tr>
<tr>
<td>2003</td>
<td>295</td>
<td>11.24</td>
<td>-0.52</td>
<td>-14.64</td>
<td>21:56:47</td>
<td>18.7</td>
<td>21:53:23</td>
<td>33.34</td>
<td>9.57</td>
</tr>
<tr>
<td>2003</td>
<td>295</td>
<td>10.71</td>
<td>0.9</td>
<td>-25.62</td>
<td>23:38:07</td>
<td>16.4</td>
<td>23:34:35</td>
<td>42.02</td>
<td>-2.23</td>
</tr>
</tbody>
</table>
APPENDIX B

DATA ANALYSIS PROCEDURE FOR DMSP SATELLITE
In this appendix, we will discuss in detail about the DMSP satellite and the methods used to obtain data used to create figure 3.5.

B.1 DATA ANALYSIS PROCEDURE FOR DMSP SATELLITE

The Defense Meteorological Satellite Program (DMSP) has polar orbiting satellites at an altitude of about 840 km and are used primarily for monitoring the meteorological, oceanographic and solar wind-geomagnetic field interaction for the United States Department of Defense. The first DMSP spacecraft was launched January 19, 1965 and there are at least two satellites active at a given time. Starting with DMSP-F8 launched on 1987, the DMSP satellites carry Special Sensors-Ions, Electrons, and Scintillation (SSIES) thermal plasma analysis package built by University of Texas at Dallas to study the IMF-geomagnetic field interaction. For our research propose we used DMSP-F13 satellite. This satellite has a dawn-dusk orbit with a period of about 102 minutes at the max/min altitude of 856/844 km respectively.

Figure B.1. Diagram showing a pass of the DMSP satellite through both hemispheres. The satellite goes dusk to dawn in the northern and dawn to dusk in the southern hemisphere. Each circle represents a magnetic latitude of 10°.
Figure B.2. Diagram showing the variation of Z- and Y- component of drift velocity and potential in the ionosphere as seen by DMSP satellite.

Figure B.1 plots data obtained from DMSP satellite during its fly-over in the northern and the southern hemisphere during period with northward IMF. The two adjacent circles are at a difference of 10° magnetic latitude. The black, blue, yellow and red colored histogram shown in the satellite pass represents good, undetermined, caution and poor flag respectively. The Sun is at the top of the page with dawn on the right side of the page. This figure shows that the satellite entered from the night and dusk side of the northern hemisphere, crossed the pole within 80° magnetic latitude and exited on the dayside dawn.

The dates to obtain the DMSP satellite plot and data as shown in figure B.1 and B.2 were chosen such that the solar wind was pointing northward for at least 90 min and $B_z$ was at least 1.5 times $B_y$. The solar wind data was obtained from
the CDA web, a website maintained by NASA, that allows us to download all public satellite data.

Figure B.2 shows a plot of data obtained from DMSP satellite during the pass shown in figure B.1. The upper and the middle panel shows the Z- and Y- component of particle drift velocity and the lower panel shows the potential measured. The X-axis has time, the magnetic latitude, the magnetic local time, geographic latitude and geographic longitude axis. The last panel, which plots the potential with respect to universal time, shows a four cell pattern in the ionosphere. From this figure we can measure the CPP by subtracting the maximum and minimum potential. The offset potential value seen in this figure represents the uncertainty in measuring potential. If the offset potential is above 20 percent of the CPP, the data is considered non-usable.

The central panel in the figure shows variation of Y-component of drift velocity during the satellite pass. A positive $V_Y$ along higher latitude implies a sunward flow of the plasma, which is a characteristics of northward IMF as discussed in section 3.2. Also, from this figure we can conclude that it was a reconnection dominated event, i.e. periods when the reconnection potential was greater than the viscous potential.
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