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ABSTRACT 

 
SILICON CARBIDE AT NANOSCALE: FINITE SINGLE-WALLED TO  

“INFINITE” MULTI-WALLED TUBES. 

 

Kapil Adhikari, PhD 

 

The University of Texas at Arlington, 2012 

 

Supervising Professor:  Asok K. Ray 

A systematic ab initio study of silicon carbide (SiC) nanostructures, especially finite 

single-walled, infinite double- and multi-walled nanotubes and nanocones is presented. 

Electronic and structural properties of all these nanostructures have been calculated using 

hybrid density functionals (B3LYP and PBE0) as implemented in the GAUSSIAN 03/09 suite of 

software. The unusual dependence of band gap of silicon carbide nanotubes (SiCNT) has been 

explained as a direct consequence of curvature effect on the ionicity of the bonds. The study of 

fullerene hemisphere capped, finite SiC nanotubes indicates that the carbon-capped SiC 

nanotubes are energetically more preferred than silicon-capped finite or hydrogen terminated 

infinite nanotubes. Capping a nanotube by fullerene hemisphere reduces its band gap.  SiC 

nanocones have also been investigated as possible cap structures of nanotubes.  Electronic 

properties of the nanocones are found to be strongly dependent upon their tip and edge 

structures, with possible interesting applications in surface science.  

Three types of double-walled SiCNTs (n, n)@(m, m) (3 ≤ n ≤ 6 ; 7 ≤ m ≤ 12) have been 

studied using the finite cluster approximation. The stabilities of these nanotubes are of the same 

order as those of the single-walled SiC nanotubes and it should be experimentally possible to 
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synthesize both single-walled and double-walled SiC nanotubes. The binding energy per atom 

or the cohesive energy of the double-walled nanotubes depends not only on the number of 

atoms but also on the coupling of the constituent single-walled nanotubes and their types. A 

study of binding energies, Mulliken charges, density of states and HOMO-LUMO gaps has been 

performed for all nanotubes from (n, n)@(n+3,n+3) to (n, n)@(n+6, n+6) (n=3-6). Evolution of 

band gaps of the SiCNTs with increase in the number of walls has also been investigated. The 

nature of interaction between transition metal atoms and silicon carbide nanotubes with different 

curvature has also been investigated. The curvature of the nanotubes affects the nature of the 

interaction between the nanotubes and the transition teal atoms. Our study of functionalized 

SiCNTs by 3d transition metal atoms indicates that these nanostructures can have possible 

applications in spintronics and nano-magnetic storage 

.   
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CHAPTER 1 

INTRODUCTION 

 Discovery of multi-walled carbon nanotubes (CNT) in 1991[1], has led to an explosive 

growth of interest in these kinds of quasi-one-dimensional structures. Carbon nanotubes have 

interesting physical and electronic properties which make them very useful in electronics 

industry [2-8]. Depending on their chirality, carbon nanotubes are either metallic or 

semiconductor which makes them useful for a wide range of applications. However, this 

property of carbon nanotubes also limits some of their applications, in gas sensors for instance 

[9]. Also the strong dependence of electrical properties on chirality limits the application of 

carbon nanotubes in many nanoelectronic applications because the semiconducting and 

metallic nanotubes are mixed in the sample of nanotubes grown in the lab. This involves an 

extra work for manufacturing electronic devices of carbon nanotubes because to obtain carbon 

nanotubes with similar electronic properties one has to do post synthesis separation of metallic 

and semiconducting nanotubes or control the synthesis of the nanotubes very precisely [10-12]. 

The strong need of materials which can be used even in harsh conditions has prompted a 

search for “better” alternatives to CNT. In search for “better” alternatives to CNT, a significant 

number of experimental and theoretical research works on nanostructures of other elements 

have been done. A typical example is a nanotube formed by group-III nitrides. Group-III nitride 

nanotubes, such as BN, AlN, and GaN, have been synthesized through different techniques 

[13-15]. Synthesis of several other nanotubes has been reported, for example, NiCl2, H2Ti3O3, 

TiO2, and Si [16-20]. Dai et al. [21] reported the synthesis of nanostructures by converting 

carbon nanotubes to carbide rods from reaction with volatile oxide and/or halide species. One of 

the nanorods produced was SiC, among others such as TiC, NbC, Fe3C, and BCx. These rods 

had diameters between 2 and 30 nm and lengths up to 20 µm. An interesting candidate here is 
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silicon carbide (SiC) which, in bulk form, is one of the hardest materials and is very suitable for 

electronic devices designed for operations in extreme environments. Bulk silicon carbide has a 

wide band gap from 2.2 eV for 3C-SiC to 3.0 eV for 6H-SiC, and to 3.3 eV for 4H-SiC [22]. It 

has high thermal conductivity up to about 500 W/(mK) at room temperature [23] and thermal 

expansion coefficient smaller than 6 µ/K [24]. It has very high decomposition temperature of 

about 2545°C [25]. 3C-SiC has very high Young’s mod ulus 360-600 GPa depending upon its 

orientations [26]. 

In addition to the properties due to quantum size effect, silicon carbide nanostructures 

have some of these unique properties of bulk silicon carbide.  Studies, in fact, have shown that 

silicon carbide nanostructures have additional unique properties compared to the bulk. Wong et 

al. [27] have measured the strength of SiC nanowires by using atomic force microscopy and 

lithography technique and reported that SiC nanowires of 23 nm in diameter have maximum 

bending strength of 53.4 GPa, much higher than similar size carbon nanotubes. SiC nanowires 

of diameter 3-40 nm show better photoluminescence properties than SiC bulk [28]. Thus, the 

silicon carbide nanostructures carry unique properties of their bulk form with some additional 

properties due to quantum size effects. Like silicon carbide nanowires, silicon carbide 

nanotubes (SiCNT’s) might also have some advantages over carbon nanotubes.  Due to its 

partially ionic nature, SiCNTs have higher reactivity of the exterior surface than that of carbon 

nanotubes. This might be helpful to facilitate sidewall decoration.  

Motivated by these extraordinary characteristics of bulk silicon carbide as well as silicon 

carbide nanowires, there has been numerous attempts, both theoretical and experimental, to 

study the possible graphitic phases of silicon carbide and possible applications in various fields. 

Most of the experimental attempts of fabricating SiCNTs showed the formation of β-SiC 

nanorods. Comparing total energy of graphitic form with that of β-SiC according to calculation 

based on density functional theory, Miyamoto and Yu [29] have noted that SiC has a large 

difference between sp2 and sp3 bond structures with a value of 1.25 eV per Si-C pair. This 
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energy difference makes the realization of graphitic phase of SiC very difficult. However, in the 

same study, Miyamoto and Yu have demonstrated the possibility of forming SiC nanotubes. 

They have reported that the strain energies of SiCNTs are lower than those of carbon 

nanotubes. They have also proposed the synthesis pathways by using an electronic technique 

of an extreme hole injection which would cause the graphitic sheet of SiC exfoliate from SiC 

(111) surface. Different groups have synthesized the SiCNTs using different techniques. First 

report on synthesis of SiCNTs by C. Pham-Huu et al. [30] used a technique called shape 

memory synthesis (SMS). This technique has yielded SiCNTs with the wall morphology of β-

SiC.  Similarly, Borowiak-Palen et al. [31] produced SiC nanotubes based on high-temperature 

reactions between silicon powders and multi-walled carbon nanotubes. Hu et al. [32] formed 

SiC nanotubes by reacting CH4 with SiO. Most of the attempts of fabricating SiCNTs have 

yielded either β-SiC nanotubes or the nanotubes with the wall morphologies which are not quite 

clear [30-37]. Sun et al. [38] have reported the synthesis of multi-walled SiC nanotubes through 

a substitutional reaction with Si atoms replacing half of the C atoms from a multi-walled carbon 

nanotube. The observed SiC nanotubes were multi-walled but with higher inter-planar spacing 

than those of multi-walled carbon nanotubes. Also the interlayer separation between the layers 

of nanotubes was found to be greater than 2.5 Å, which is typical for β-SiC. This indicated that 

the wall morphology of the observed nanotubes might correspond to graphitic phase rather than 

the cubic phase of the silicon carbide. The graphitic multi-walled SiCNTs stabilize in 

experimental environment, and the fact that 200 kV electron beam annealing for 5 minutes was 

needed to collapse the nanotubes indicates an energy barrier between collapsed nanotubes 

and the multi-walled nanotubes. Electron-energy-loss-spectroscopy (EELS) of the multi-walled 

SiCNTs has indicated possible π bonding between Si and C atom. The interlayer separations of 

the multi-walled nanotubes were observed to be 3.5-4.5 Å. This indicated weak coupling 

between inner and outer tubes and possibility of separating them with ease.  
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Although the experimental results of SiCNT synthesis have suggested the possibility of 

multi-walled SiCNTs, single-walled SiCNTs are not yet observed experimentally. In a study by 

Pokropivnyi et al. [39], three kinds of SiCNTs have been proposed. Based on the wall 

structures, SiCNTs have been classified into CNT-like SiCNT, polynanocrystalline nanotubes 

and monocrystalline synthetic nanotubes. The authors have claimed that the SiCNTs with wall 

structures similar to “traditional” CNTs are unstable with the exception of one or two layer 

nanotubes. CNT-like multi-layered SiCNTs would eventually be transformed into polycrystalline 

or monocrystalline structures as the tendency of Si atoms to form sp3 bonding may overcome 

the existing sp2 bonding. The collapse of CNT-like SiCNTs may be triggered by a buckling of 

the individual layers, charge transfer between the layers or by defect formation on the walls of 

nanotubes. However, the experimental results by Sun et al. [38], as mentioned above, have 

suggested the possibility of multi-walled graphitic phase SiCNT. Therefore, the question of the 

stability of multi-walled SiCNTs is still unsettled in general. 

In a theoretical study, Huda et al. [40] have justified the π-bonding feature shown by 

electron-energy-loss spectroscopy (EELS) as observed by Sun et al. [38] in multi-walled 

SiCNTs and suggested that graphene-like SiC layers can exist. The study has claimed that 

Si=C double bond has been found in periodic SiC graphene-like multi-layer systems. By using 

density functional theory, they observed that initially buckled silicon carbide monolayer relaxes 

into flat layer without buckling indicating that the silicon carbide monolayer favors sp2 bonding.  

Also, in a recent study by Yu et al. [41], authors have reported that the unbuckled silicon carbide 

is more favorable than the buckled one. The authors have shown that a transition from the 

dominant sp3 bonding in buckled silicon carbide monolayer to the sp2 type of bonding in the 

unbuckled flat monolayer structure is energetically feasible. This indicates that different types of 

bondings are possible between silicon and carbon atoms.  The density functional calculation 

has shown that the B.E./atom of the optimized silicon carbide graphitic sheet is 0.49 eV higher 
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than that of bulk β-SiC. Similar results have been observed in graphitic-like structures of group-

III nitrides [42, 43]. This suggests the possibility of graphitic phase of silicon carbide.  

Most of the theoretical studies on SiCNTs are based on the graphene-like structure of 

silicon carbide. Although SiC graphitic monolayers have not yet been observed experimentally, 

some theoretical studies have predicted their possibilities. Also, the experimental observation by 

Sun et al. [38] has provided some evidences of graphitic phase of silicon carbide. The major 

driving force behind all the studies on SiCNTs is mainly their potential applications. Some ab 

initio methods [44] have shown that the most stable SiC nanotube has the ratio of Si to C of 1 to 

1. These studies claim that the nanotubes other ratios will eventually collapse the tube into 

nanowires or clusters with solid interiors. Similar to carbon nanotube, a SiCNT can be 

considered as a roll of silicon carbide graphene-like sheet. This rolling up can be described in 

terms of the chiral vector Ch, which connects two sites of the two-dimensional graphene-like 

sheet that are crystallographically equivalent. This chiral vector maps an atom from the left hand 

border onto an atom on the right border line and is an integer multiple of the two basis vectors 

a1 and a2, i.e., Ch=na1+ma2. So the geometry of any nanotube can be described by the integer 

pair (n,m) which determines the chiral vector. An armchair nanotube corresponds to the case of 

n=m, and a zigzag nanotube corresponds to the case of m=0. All other (n,m) chiral vectors 

correspond to chiral nanotubes. The strain energy of such SiCNTs with respect to their bulk 

material is calculated by Zhao et al. [45] in their computational work.  The strain energy of 

SiCNT decreases with increasing tube diameter. The strain energy involved in (5, 5) SiCNT 

relative to cubic SiC (β-SiC) material is about 0.686 eV/atom which decrease to 0.6134 eV/atom 

for (11, 11) SiCNT. Since these strain energies are relatively high, the authors claim that 

SiCNTs are a meta-stable phase and likely to transform to cubic structures, such as β-SiC 

nanowires, under certain conditions. Menon et al. [46] have shown that the armchair SiCNT is 

slightly more stable than the zigzag SiCNT, whereas the studies by Kazi and Ray [47, 48] 

suggest the opposite. Another ab initio study by Baierle et al. [49] does not show any significant 
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energy difference between zigzag and armchair SiCNT. Therefore the chirality preference of 

SiCNTs is still not clear and needs some closer look.  

 In one of the first attempts to study mechanical properties of SiCNTs, Moon et al. [50] 

have reported that the SiCNTs have lower strain energy than carbon and boron nitride 

nanotubes. They simulated the SiCNTs using classical molecular dynamics method based on 

the Tersoff empirical potential. The strain energies obtained by this classical molecular 

dynamics methods are little lower than the results obtained by Miyamoto and Yu [29] using 

density functional theory. The Young’s modulus of SiCNTs are reported to be 0.591- 0.626 GPa 

which is smaller than that of carbon nanotubes and boron nitride nanotubes [51].  However the 

Young modulus of SiCNTs is larger than that of β-SiC [26] and is almost equal to that of silicon 

carbide nanorods [27] and whiskers [52]. In another similar ab initio study by Baumeier et al. 

[53], authors have reported that Young’s modulus of SiCNT increase with its diameter and very 

quickly reaches a saturation of about 0.17 TPa nm in the unit independent of shell thickness 

[51]. The Young’s modulus of SiCNTs is found to be independent of chirality. Similar results are 

reported by Zhang and Huang [54] using classical molecular dynamics and also by Setoodeh, 

Jahanshahi, and Attariani [55]. Recently, X. Wang et al. [56] have shown that ultra thin SiCNTs 

can transform from zigzag to armchair under uniaxial compression. They have used density 

functional theory to study the transformation of zigzag nanotube into armchair. This indicates 

that the electronic properties of SiCNTs can be altered by applying uniaxial compression. The 

similar observation is reported by Z. Wang et al. [57] also. In their first principles study they 

have shown that the indirect band gap of armchair SiCNTs tends to be almost like direct when 

the nanotube is stretched by 10%, whereas the direct band gap of zigzag nanotubes remains 

direct.  This indicates that the electronic properties of stretched SiCNTs tend to be like those of 

zigzag whereas the electronic properties of compressed nanotubes tend to be like those of 

armchair.   
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The melting point of silicon carbide nanotubes is reported to be up to 5600 K [58]. 

Molecular dynamics simulation studies of silicon carbide nanotubes with an empirical potential 

has shown that the melting of silicon carbide nanotubes start from the thermally activated 

Stone-Wales defects and large area Stones-Wales defects facilitates the three dimensional 

stacking of atoms [54]. At temperature of 1100 K or higher, SiC nanotubes with free ends 

reconstruct by forming a closed cap containing non-hexagonal defects at the free end. The cap 

is stable up to 1600 K and the serves as the nucleation site of heterogeneous melting at 1620 K 

[54]. Recently, Wang et al. [59] carried out a density functional molecular dynamics simulation 

of silicon carbide nanotubes and showed that the melting of the nanotubes starts from the 

thermally activated Stone-Wales defects. The melting point they have reported for SiC (7,0) 

nanotube is 3630 K and that for (6,6) is 4065 K. The melting temperature of the SiC nanotubes 

increases with the increasing diameter. The melting temperature of SiC nanotubes varies from 

2910 to 4265 K as the diameter of the nanotubes increases from 0.5 to 1.5 nm [59]. 

As mentioned before, all silicon carbide nanotubes are semiconducting, independent of 

chirality. The band gap of silicon carbide nanotubes depend on diameter of the nanotubes. This 

is due to polar nature of silicon carbide nanotubes. Miyamoto and Yu [29] have predicted that 

the band gaps of SiCNTs can be direct or indirect depending on chirality. The armchair and 

chiral SiCNTs have indirect gap and zigzag SiCNTs have direct gap. And this gap increases 

with increase in diameter of the nanotubes. This has been consistently predicted by all the ab 

initio studies on SiCNTs. The armchair tube has a larger band gap than the zigzag tube while 

the band gap or chiral SiCNT is in the middle. These results imply that the curvature-induced 

sp-hybridization has the most pronounced effect on zigzag SiCNT’s, resulting in a strong 

downshift of the conduction bands, whereas the electronic band structure of armchair and chiral 

tubes is less affected [45]. It is worth noting that the bulk silicon carbide (3C-SiC) has only direct 

band gap whereas the zigzag SiCNTs have indirect band gap. This suggests that zigzag 

SiCNTs may find application in optical and optoelectronic devices such as SiC lasers. Using 
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LDA within density functional theory, Wu and Guo [60] have shown that the ultrasmall diameter 

zigzag (3,0) and (4,0) tubes are metallic. However, this prediction of metallic (3,0) and (4,0) 

zigzag SiC nanotubes should be treated with caution because the LDA tends to underestimate 

the band gap. The authors have reported that the band gap of the small SiCNTs increases with 

diameter and approaches the band gap of the isolated SiC sheet (2.58 eV) as the diameter 

becomes larger than 20 Å.  

Various theoretical studies have shown that SiCNT can be a very efficient hydrogen 

storage material. Hydrogen storage in carbon nanotubes is an increasingly important area of 

research because of the need of clean alternate source of energy. Dillon et al. [61, 62] have 

reported that carbon nanotubes can be used for hydrogen storage and measured the H2 

adsorption capacity of SWCNT and the gravimetric storage capacity ranging between 5-10 wt%. 

However some experimental studies suggest that the hydrogen-storage capability of carbon 

nanotubes is less than 1 wt% and binding energy of hydrogen molecule with the carbon 

nanotube is about 0.030 eV [63-65]. These values are too small for any practical purpose. 

There have been attempts to dope carbon nanotubes to enhance its hydrogen-storage 

capability and binding energy with hydrogen molecule. Unlike pristine carbon nanotubes, 

pristine SiCNTs have shown superior characteristics in terms of hydrogen storage capability. 

Theoretical calculations by Mpourmpakis et al. [66] have shown that there is a 20% increase in 

binding energy of H2 with SiCNTs compared with pure carbon nanotubes.  Mpourmpakis et al. 

[66] have found the binding energies of about -0.07ev/H2 for H2 molecule on (9,9) and (11,11) 

SiCNTs.  Baierle and Miwa [67] have found the binding energies within -0.06 to -0.10 eV/H2 for 

H2 molecules on SiCNTs, depending on the nanotube chirality and the adsorption site. The 

hydrogen capacity of the SiCNTs is, however, a function of the pressure and temperature. 

Mukharjee and Ray [68-70] have studied the adsorption of hydrogen molecule in pristine 

SiCNTs using hybrid density functional theory and found that the SiCNT can be a very good 

candidate for the hydrogen storage medium. Recently, Malek and Sahimi [71] have studied 
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diffusion and adsorption of several gases in the SiCNTs using molecular dynamics and reported 

that the adsorption capacity of SiCNTs for hydrogen is higher than the carbon nanotubes. They 

have studied the effect of nanotubes’ size, curvature, and chirality on the adsorption of 

hydrogen and other gases. The study has found that the chirality of SiCNT plays a significant 

role for the storage of hydrogen in the nanotubes. For example, the chiral nanotube (20, 10) 

exhibits a noticeable capacity for hydrogen adsorption at 300 K over a wide range of pressures. 

Compared with the armchair nanotube (10, 10) the chiral nanotube (20, 10) adsorbs about three 

times more H2 at a pressure of 1000 bars. The adsorption capacity of a bigger armchair 

nanotube (20,20) is slightly more than that of (10,10) but still less than that of (20,10).  Some 

experimental and theoretical studies have shown that the functionalization of carbon nanotubes 

by transition metals enhances the hydrogen storage capacity of the nanotubes. In their first-

principles studies, Meng et al. [72] and recently Banerjee et al. [73] have reported that the Ti-

decorated SiCNTs can adsorb up to four molecules of hydrogen per Ti atom. The storage of 

hydrogen in functionalized SiCNT has a promising future. There are very few works done on 

that area. One of these very few studies using density functional theory by Wang and Liew [74] 

has shown that the hydrogen adsorption on SiCNT is greatly enhanced by lithium doping. The 

study has predicted that the physisorption binding energies of hydrogen molecule with Li-

adsorbed SiCNT are about 2.5 times larger than those with a pure SiCNT. Functionalization of 

SiCNTs by a wide range of metals and investigating the hydrogen storage capability of the 

functionalized nanotubes could be one of potential research in hydrogen storage problem. 

However in practical case, some of the air components, oxygen in particular, might suppress 

the hydrogen storage capability of SiCNT. So to understand how oxygen might compete with 

hydrogen for adsorption in pristine and functionalized SiCNTs is very important for any practical 

prediction of hydrogen storage in SiCNTs.  

To fully understand the behavior of nanotubes implemented in actual nano-scale 

electronic circuits, one has to first understand the transport properties of the nanotubes in 
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various conditions. Computational and theoretical studies on carbon nanotube and other 

molecular wires junctions implemented in various nanoelectronic circuits [75-78] have predicted 

some very important transport characteristics of such nanostructures. There are relatively few 

works on transport properties of silicon carbide nanotube available in literature [9, 79-84].  Song 

et al. [81] investigated electronic transport properties of (4,4) armchair SiCNT and found the 

negative differential resistance (NDR) in the I-V curve of the SiCNT in the bias from +1.6 to +2.2 

V. This comes from the variation in density of states (DOS) and the fluctuation of the 

transmission coefficient caused by the applied bias voltage. In another similar study on (7,0) 

zigzag SiCNT [79], it is reported that the current decreases when the bias is between +1.4 V 

and +1.7 V indicating that NDR appears in this bias range. NDR is an important property of the 

nanotubes for application in molecular switches and other electronic devices. The bias range for 

NDR changes when the nanotube is doped by boron [82]. A recent study [84] has shown that 

co-doping BN impurities in the silicon carbide nanotube suppress this important NDR property 

due to introduction of new electronic states near the Fermi level followed by weak orbital 

localization. The transport properties of SiCNT can be altered by attaching a molecule on the 

wall of the nanotube. Ding et al. [9] have shown that under a bias of +1.5 V, the current through 

a gas molecule NO2 adsorbed (8, 0) zigzag SiCNT is about 1.5 times that with no gas molecule 

adsorbed. This effect is large enough for the detection of the gas. This can help to design 

nanoelectronic circuits for the detection of toxic gases.  

Menon et al. [46] have shown that there are two different arrangements (type 1 and 

type 2) for the most stable SiC nanotubes. They have studied certain nanotubes in armchair 

and zigzag configuration. Type 1 consists of alternating Si and C atoms with each Si atoms 

having three C neighbors and vice versa. In type 2 configuration, each Si atom has two C 

neighbors and one Si neighbor and vice versa. Kazi and Ray [47, 48] have proposed a new type 

3 SiC tube which has the same number of Si and C atoms, but differs in the relative spatial 

positions of Si and C atoms. In this type, each Si has two C and one Si neighbors, has the same 
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constraint as type 2, but Si and C atoms are arranged alternatively in each layer unlike in type 2 

where each layer contains either Si or C atoms. Thus, type 3 has one similarity with type 1 in 

alternating Si and C atoms along one layer perpendicular to the tube axis, though it differs in 

overall atomic arrangement. SiC nanotubes of type 1 configuration are found to be more stable 

than those of type 2 and type 3. This is in contrast to other silicon carbide nano-clusters which 

prefer segregation of silicon and carbon atoms [85, 86]. The SiCNTs prefer uniform distribution 

of silicon and carbon atom. Kazi and Ray [47,48] have shown that since type-1 SiCNTs have 

only Si-C bonds which are partially ionic, these nanotubes have greater band gaps that the 

type-2 and type-3. Also, due to the ionic nature of Si-C bonds, band gap of the type-1 SiCNTs 

show anomalous dependence on diameter.  
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CHAPTER 2 

THEORY 

2.1 Introduction 

To understand behavior of any electronic system such as an atom, molecule, nano-

cluster, or solid, we have to first know the fundamental properties of the system. The ground 

state properties like total energy, atomization energy, vibrational frequency, equilibrium 

geometry etc. of the system can be calculated by solving the N-electron Schrodinger equation 

for the N-electron ground state wavefunctions. This method of solving Schrodinger equations is 

exact in principle but not useful for any practical purpose, especially for large N.  Density 

functional theory (DFT) methods are efficient and practical methods to solve any electronic 

system with large N. DFT methods are most widely used methods in computational material 

sciences. DFT takes the electron density as the basic variable for the description of the 

energies of an electronic system. DFT is in principle an exact formulation for the ground state of 

many-electron systems and it expresses ground state properties– such as equilibrium positions, 

total energies, and magnetic moments as functional of the electron density �����. DFT maps an 

N electron-system to a single variable, the electron-density. This reduces the computational 

cost significantly. DFT provides an elegant way to solve a many-electron problem with 

improvable compromise between accuracy and efficiency. 

The orbital-free formulation of n-electron problem started with Thomas-Fermi theory 

[87, 88] in 1920s. In Thomas-Fermi model of an electronic system, the total energy is expressed 

as the functional of the electron density and the energy functional is minimized keeping fixed 

electron number. This model gives the total energy of electronic systems with an error of about 

10%. However, this model is not good enough to estimate most properties of interest. Because 

of the crude formulation and absence of exchange-correlation energy, atoms do not bind 
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together to form molecules and solids in Thomas-Fermi theory [89]. The electron exchange 

energy was included into the Thomas-Fermi functional by Dirac in 1930 [90]. The use of 

electron-density as the basic variable in many electron systems was re-established by two 

Hohenberg-Kohn theorems published in 1964 [91] and Kohn-Sham theorems published in 1965 

[92].These theorems, often regarded as twin pillars of modern density functional theory (DFT), 

are exact in principle. There has been a significant amount of theoretical and computational 

research works based on this theory in past forty years [93-100].  

 

2.2 Density Functional Theory 

 The Hamiltonian for an N-electron and N’-nuclei system is given by 
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Where the first and second terms give the kinetic energies of electrons, and nuclei respectively, 

the third term gives electrons-nuclei interaction energy, the fourth term gives the electron-

electron interaction energy and the last term gives the nuclei-nuclei interaction energy. 

In Born-Oppenheimer approximation, the electrons in a molecule are considered to be 

moving in the field of fixed nuclei. The second term of the equation (2.1) is therefore can be 

neglected and the last term can be taken as a constant. Since the last term is taken as a 

constant the equation (2.1) can be written as  
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since a constant added to the operator does not have effect on eigenfunction of the operator.  In 

atomic unit equation (2.2) has the form 

� � ∑ '	 �
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In many cases the problems related to electronic structures can be studied by the time-

independent Schrödinger equation 

�Ψ � +Ψ          (2.4) 
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where H is the Hamiltonian given by equation (2.3), E is the electronic energy and Ψ= Ψ (x1, x2, 

x3 ,…..,xN)  is the many-electron wave function where xi’s are the electron coordinates and 

spins. One of the methods to solve the many electron problems is to solve equation (2.4) to find 

this many-electron wave function and then calculate the properties of the system by taking this 

many-electron wave function a basic variable. In Hartree approximation [101], this many 

electron wavefunction is taken as the product of single electron wavefunctions, 

Ψ�,�, ,
, ,., … … ,�� � Ψ��,��Ψ
�,
�Ψ.�,.� … … Ψ��,��     (2.5) 

The single-electron wave functions Ψ��,�� satisfy one-electron Schrodinger equation 

0	 �

 �
  )����  1�2 Ψ���� � 3�Ψ����       (2.6) 

Where )���� is the potential due to nuclei and the Coulomb potential 1� is determined by the 

equation 

�
1� � 	45 ∑ 6Ψ#6
�#��,�7#          (2.7) 

The equation (2.5) takes no account of indistinguishability of electrons since it assigns a specific 

state to a specific electrons. Therefore, even if we consider the electrons to be independent 

particles (which is not the case) the equation (2.5) has a fundamental problem. Accroding to 

Pauli’s exclusion principle a many-electron wave function must be antisymmetric with respect to 

the interchange of space and spin coordinates of any two electrons.  A correct antisymmetrized 

wave function can be represented by a single determinantal functions called Slater determinant. 

Hartree-Fock approximation [101-102] makes the use of this antisymmetrized wave function. 

Use of the Slater determinant introduces a nonlocal exchage effect in the schrodinger equation 

and this improves the total energy calculation but the single particle picture, with the wave 

function described in terms of orbital with particular spins and occupation numbers is 

unchanged. It has been noted that a single Slater determinant wave function must inevitably 

lead to a poor energy since the lowest-lying configuration is generally only one of very many 

with comparable energies, and a better approximation would result from taking a linear 

combination [103]. This approach known as “configuration interaction” (CI) includes the 
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correlation effects beyond Hartree-Fock approximation by improving the many-particle wave 

functions. In principle, CI provides an exact solution of the many-electron problems. In practice, 

however, the explosive increase in the number of configurations with increasing electron 

number limits its application to only small systems with relatively few electrons. Furthermore, 

the complexity of the resulting solutions means that a simple interpretation of the results is often 

difficult. 

Thomas-Fermi model [87, 88] represented the total energy of a many-electron system 

as the functional of electron-density,  

���� � 8 9 Ψ:��, �
, �., … ���Ψ��, �
, �., … ���;�
;�. … ;��   (2.8) 

The total energy is given by, 

+<=>�? � +<=>�?  +@�>�?  A>�?       (2.9) 

Where the first term is the kinetic energy, second term is the nuclei-electron interaction energy 

and the third term is the Coulombic electron-electron interaction energy. The kinetic energy is 

calculated by assuming that the motions of the electrons are uncorrelated. The Thomas-Fermi 

model is entirely a local approximation in which the kinetic energy is calculated based on the 

results for uniform electron-gas. Also, the Thomas-Fermi model does not require the 

antisymmetrized wave function with respect to permutation of any pair of electrons. Therefore 

the exchange effect is not taken into account. Dirac [90] added an exchange term to the 

Thomas-Fermi model by incorporating a term derived from the exchange energy density in a 

homogenous system. As discussed in introduction the Thomas-Fermi model is too crude to 

estimate general characteristics of an electronic system. The most important deficiency of this 

model is that it fails to explain the formation of bonds between atoms in a molecule [89]. 

 

2.1.1. Hohenberg-Kohn Theorems 

 The Hohenberg-Kohn theorems establish that one can use electron-density as the 

basic variable and get rigorously accurate results for any many-electron system. It states that 
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the external potential can be determined, within a trivial additive constant, by the electron-

density.  

 If ���� is the electron density for the non-degenerate ground state of some N-electron 

system, then,  

9 ����;� � 8          (2.10) 

The external potential )(rv can be determined from )(rρ . Hence the ground-state wave function 

Ψ  can be determined from )(rρ . Similarly, other electronic properties can also be determined 

from )(rρ .  

If there were two external potentials ) and )B each giving the same electron density ���� 

for its ground state, we would have two Hamiltonians � and �B whose ground state densities 

were the same although the normalized wave functions Ψ and ΨB would be different 

�Ψ � +Ψ           (2.11) 

�CΨC � +BΨB           (2.12) 

� and �B have the ground-state energies E and 
1E  respectively.  

Now taking ΨB as the trial function for � problem, 

+ D EΨC|�| ΨCG  

     =EΨC|�C| ΨCG  EΨC|� 	 �C| ΨCG  

     =+C  EΨC|)��� 	 )C���| ΨCG  

     =+C  9H)��� 	 )C���I����;�       (2.13) 

Similarly, taking Ψ as the trial function for �B problem, 

+C D EΨ|�B| ΨG  

     =EΨ|�| ΨG  EΨ|�B 	 �| ΨG  

     =+  EΨ|)B��� 	 )���| ΨG  

     =+ 	 9H)��� 	 )C���I����;�       (2.14) 

Adding inequalities (2.13) and (2.14) we get, 



 

17 
 

+  +C D +C  +          (2.15) 

This is a contradiction. Therefore the initial assumption that there are two different potential for 

the same electron-density is wrong.  Thus, the density must uniquely determine the external 

potential, and hence the Hamiltonian and the ground state energy of the system. The ground 

state total energy can be written as a functional of the electron density, 

[ ] [ ] [ ] [ ] [ ]∫ +=++= ρρρρρρ HKeene FdrrvrVVTE )()(     (2.16) 

where [ ]ρT  is the kinetic energy, [ ]ρneV is the nuclei-electron interaction energy and [ ]ρeeV  is 

the electron-electron Coulomb interaction energy and [ ] [ ] [ ]ρρρ eeHK VTF +=  is a universal 

functional of )(rρ  in a sense that [ ]ρHKF  is defined independently of the external potential 

)(rv . 

The second Hohenberg-Kohn theorem states: For a trial density )(1 rρ , such that 

0)(1 ≥rρ and ∫ = Ndrr)(1ρ , 

[ ]10 ρEE ≤                       (2.17) 

where 0E is the ground state energy and [ ]1ρE  is the energy functional of (2.16). 

 The energy variational principle can be obtained from this theorem. It means that the 

ground-state electron density is the density that minimizes [ ]ρE . The first theorem assures that 

)(1 rρ determines its own
1v , Hamiltonian

1H , and wave function
1Ψ . Let us take

1Ψ  as a trial 

function for the Hamiltonian H of interest with external potential v . The variational principle 

asserts that,  

0011
ˆˆ ΨΨ≥ΨΨ HH

        (2.18) 

where ΨJ is the ground state wavefunction. 

00001111 ˆˆˆˆ ΨΨ+ΨΨ≥ΨΨ+ΨΨ vFvF HKHK
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Assuming differentiability of +>�? the variational principle requires that the ground state density 

satisfies the stationary principle- 

( ){ } 0)(][ =−− ∫ NdrrE ρµρδ       (2.20) 

which gives the Euler-Lagrange equation 
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where µ is the Lagrange multiplier associated with the constraint 9 ����;� � 8.  
 The functional LMN>�? known as Hohenberg-Kohn functional or the universal functional 

is very important in the formulation of density functional theory. Once the functional 

[ ] [ ] [ ]ρρρ eeHK VTF +=
 
is known exactly we would have exact solution of any many-electron 

problem. Therefore it is regarded as the ‘holy grail of density functional theory’ [98]. The 

functional  LMN>�? contains the functional for kinetic energy and that for electron-electron 

interaction energy. The exact form for both of these is not known. The classical part of the 

electron-electron interaction is known exactly, but the explicit and exact forms for non-classical 

effects are still unknown. The non-classical contribution the electron-electron interaction 

contains all the effects of self-interaction correction, and exchange –correlation. Although the 

Hohenberg-Kohn theorems do not give insights of actual methods of calculation, and it is 

usually )(rv rather than )(rρ that is known, they provide confidence that it is sensible to seek 

solutions of many-body problems based on the density rather than the wave functions. 
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2.1.2. Kohn-Sham Method 

 The second major work on density functional theory appeared in 1965. In this work the 

Kohn and Sham proposed a systematic way of approaching the unknown universal functional. It 

was in fact very important step towards implementing density functional theory in practical 

computational calculations. Early attempts to approximate the universal functional LMN>�? used 

the Thomas-Fermi approximation for the kinetic component O>�?. It was soon realized that only 

very crude answers can be obtained with this local functional for the kinetic energy, no matter 

how sophisticated the approximation for the ][ρeeV  component is. Kohn and Sham therefore 

proposed a functional giving the major part of the kinetic energy and the scheme makes the 

density functional theory practical. Kohn and Sham assumed that the kinetic energy term has a 

component that is independent of the electron-electron interaction and that the electron-electron 

potential term has a component that is described as a classical Coulomb potential. Therefore 

the universal functional is given by, 

[ ] [ ] [ ] [ ] [ ] [ ]ρρρρρρ xcseeHK EJTVTF ++=+=
     (2.22)

 
where the first term is the kinetic energy term which is independent of electron-electron 

interaction, the second term is the classical Coulomb potential and the third term is the 

exchange-correlation energy defined by the equation- 

][][][][][ ρρρρρ JVTTE eesxc −+−≡
     (2.23) 

Kohn-Sham method invokes a noninteracting reference system, with the Hamiltonian, 
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for which the ground-state electron density is exactly )(rρ . For a non-interacting system, the 

many electron wavefunction is a single Slater determinant  
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where the iΨare the N lowest eigenstates of the one-electron Hamiltonian sh: 
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The kinetic energy is then given by, 
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It is to be noted that ][ρsT here is not the true kinetic energy of the interacting system whose 

ground state density is )(rρ , but is in fact much closer to the kinetic energy ][ρT , in the final 

optimized description, than it is to the Thomas-Fermi kinetic energy. There are two parts of 

contributions to the exchange correlation energy ][ρxcE : one is from the non-classical effects 

of the electron-electron interactions and the other is from the kinetic energy. The Euler equation 

now becomes  
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where the Kohn-Sham effective potential is defined by 
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Equations 2.26, 2.27, 2.30, and 2.31 are the four essential Kohn-Sham equations. The effective 

potential effv  as we see from equation (2.30) is also a functional of the electron density. 

Therefore, the Kohn-Sham equations have to be solved self-consistently. Figure 2.1 shows the 

flowchart for the standard DFT calculations.  

 

 

 

Figure 2.1 Flowchart for DFT calculations 

  

The Kohn-Sham scheme provides a simple but rigorous way to compute the electronic 

properties within density functional theory. In principle, the Kohn-Sham equations will yield 

exact ground state properties if an exact exchange correlation potential is given. However, the 

Kohn-Sham scheme does not provide methods to obtain the explicit exchange and correlation 

functionals and therefore, approximations have to be considered. 
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2.3 Exchange and Correlation Functionals 

Kohn-Sham formalism exactly incorporates most of the contributions to the electronic 

energy of an atomic or molecular system. All the unknown quantities are collectively put in the 

term called exchange-correlation functional. As discussed above, this functional contains non-

classical contribution of the electron-electron interactions and the kinetic energy not covered by 

the non-interacting reference system. An explicit form for this exchange-correlation functional is 

needed to specify Kohn-Sham equations. Finding the explicit form for this functional the 

greatest challenge in density functional theory. In fact, the accuracy of the approximate 

exchange-correlation functional determines the quality of any DFT calculation. In the following 

section we discuss three major approximations to the exchange-correlation functional, namely, 

local density approximation (LDA), generalized gradient approximation (GGA), and the hybrid 

functional approximations.  

 

2.3.1. Local Density Approximation 

 Local density approximation (LDA) is the simplest approximation based on uniform 

electron gas. This was first proposed by Kohn and Sham [92].  LDA is a fairly good model for 

simple metals like sodium. For any system with very slowly varying densities this approximation 

is reasonably good but for the systems characterized by rapidly varying densities it is not good 

enough. However, LDA has a prominent role in DFT because uniform electron gas is the only 

system for which we know the form of exchange and correlation energy functionals exactly or at 

least to vary high accuracy and this represents the bedrock of almost all current functionals [98].  

 The total exchange-correlation energy of a system with very slowly varying density can 

be given by,  

 ∫= drrE xc
LDA
xc )()(][ ρερρ                              (2.32) 
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where )(ρεxc is the exchange and correlation energy per particle of a uniform electron gas of 

density )(rρ . The functional derivative of ][ρLDA
xcE  gives the local approximation to the Kohn-

Sham exchange-correlation potential 
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The Kohn-Sham equation becomes 
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The local exchange-correlation energy is the sum of correlation and exchange effects, 

)()()( ρερερε cxxc +=                   (2.35) 

where )(ρεx  is the exchange energy per particle of a homogenous electron gas. The analytical 

expression of this term for homogeneous electron gas is known exactly and is given by,  
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Here sr is the Wigner-Seitz radius, 

ρ
π

1
3
4 3 =sr                     (2.37) 

There is no simple analytical formula for the correlation energy 3^���. Only some limiting cases 

are found to have analytic form. For example, in high-density limit the correlation energy is 

given by [104, 105], 

3^ � 0.0311 ln �[ 	 0.048  �[�e ln �[  f�,           �[ g 1     (2.38) 

And in low-density limit the correlation energy is given by [106, 107], 
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The Kohn-Sham-LDA is further extended to the spin dependent case by replacing the 

scalar external potential )(rv  by a spin dependent potential )(rvαβ  and replacing the charge 

density )(rρ  by the density matrix )(rαβρ [108-110]. The electron densities with spin projection 

up )(rαρ  and down )(rβρ  are treated separately. Similarly, one can deal with 

)()()( rrr βα ρρρ += , along with the polarization )(/)]()([)( rrrr ρρρζ βα −= . ζ  takes 

values between -1 (fully polarized downwards) and +1 (fully polarized upwards). The spin-up 

and spin-down densities are generated from the spin-up and spin-down Kohn-Sham wave 

functions. This so-called local spin density (LSD) approximation improved LDA for atomic and 

molecular systems with unpaired spins. Most of the modern LDA functional are very similar 

having the difference only in how the correlation energy is fitted into the functional. Vosko-Wilk-

Nusair (VWN) [110], Cole-Perdew (CP) [111], Perdew-Zunger(PZ81) [112] and Perdew-Wang 

(PW92) [113] functionals are commonly used in modern LDA. 

LDA and its spin generalization LSD allow one to use the knowledge of the uniform electron 

gas to predict properties of the in homogenous electron gases occurring in atoms, molecules 

and solids. Specifically, LSD usually has moderate accuracy for most systems of interest, 

making errors of order 5-10%. Its most remarkable feature is its reliability, making the same 

kinds of errors on every system it’s applied to. The success of LDA is due to the systematic 

error cancellation in its formulation. In general, LDA underestimate correlation but overestimates 

exchange in inhomogeneous systems. This error cancellation is due to the fact that the 

exchange-correlation hole ),( 21 rrLDA
xcρ  is spherically symmetric and it obeys the sum rule [109, 

114-116] which corresponds to the fact that, if an electron has been found at 
1r  , then there is 

one less electron left to find elsewhere (i.e. , by integral over all 
2r ), 

∫ −= 1),( 221 drrrn LDA
xc                   (2.40) 
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where the exchange-correlation hole ),( 21 rrLDA
xcρ  is defined by 

∫∫= 21212
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with ][ρJ  being the classical Coulomb interaction. This is true because for every
1r ,  

),( 21 rrLDA
xcρ  is the exact exchange-correlation hole of a homogenous electron gas with density

)( 1rρ . Hence, the LDA and LSD describe the total charge of ),( 21 rrLDA
xcρ  correctly. 

 

2.3.2. Generalized Gradient Approximation 

 Since the LDA formula for xcE  is formally justified for systems with slow varying 

densities, the logical first step ahead is the suggestion of using not only the information about 

���� but to supplement this with information about the gradient of charge density ����� in order 

to account for the non homogeneity of the true electron density[54]. The exchange correlation 

functional is expanded in a Taylor series in the gradient of density. . 

......)()()( 32 +
∇

+= ∫∫ drCdrrE XCXC
GEA
XC ρ

ρ
ρρερ      (2.42) 

 This approximation is called gradient expansion approximation (GEA). As we can see in the 

above equation, the first term of this expansion is LDA. It is expected that this gradient 

expansion should be a better approximation. However, GEA does not make significant 

correction to the LDA. The GEA was even worse than LDA. This is because the LDA has much 

more ‘first-principles character’ than GEA. LDA preserves the properties of exchange correlation 

holes [109] but GEA does not. GEA exchange-correlation hole improves the LDA hole only at 

short separations, but is poorly damped and oscillatory at large separations, and GEA violates 

the sum rule of the exchange-correlation hole [117,118]. 
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 Perdew and others introduced the so-called generalized gradient approximation [95, 

113, 119-124] such that the exchange correlation energy can be written as a functional of both 

the density and its gradient: 

∫ ∇∇= ))(),(),(),((],[ 3 rrrrrfdEGGA
xc βαβαβα ρρρρρρ          (2.43)   

The first modern GGA was that of Langreth and Mehl [87], who proposed the idea of 

truncating the gradient expansion for the exchange-correlation hole. Considering the problems 

encountered by GEA, Perdew et al. [95, 119] proposed several versions of GGA functional by 

introducing the real-space cutoff procedure on the hole, which restores the sum rule or the 

normalization and negativity conditions on the GGA hole and generates a short-ranged hole 

whose angular and system average was much closer to the true hole. The Perdew-Wang 1991 

(PW91) GGA functional [113] incorporates no free parameters and is entirely determined from 

uniform electron gas properties and extract constraints. The Perdew-Burke-Ernzerhof [125] 

functional is a simplified and refined version of the PW91 functional. Becke [120, 121] derived 

an exchange functional known as B88 incorporating the known behavior of the exchange hole 

at large distances outside a finite system. Lee, Yang and Parr [122] obtained the correlation 

energy as an explicit functional of the density and its gradient and Laplacian, now generally 

known as the “LYP” functional. 

 The well-known GGA functionals systematically improve the LDA and, in some 

calculations, approach the accuracy of traditional quantum chemical (e.g. Configuration 

Interaction) methods, at much less computational cost. However, according to the quasilocal 

nature of GGA, the dispersion or long-ranged van der Waals interaction arising from long-

ranged correlated electronic density fluctuations in the weak bonding systems such as noble 

gas dimmers could not be accurately described by either LDA or GGA. On the other hand, 

similar to LDA, GGA has the difficulty to describe the hole centered far from the electron 

causing the hole. 
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2.3.3. Hybrid Density Functional Method 

 Considering the local or semi local nature of LDA and GGA, Becke proposed the so-

called Hybrid Density Functional method which incorporates the exact treatment of exchange by 

Hartree-Fock theory with DFT approximations for dynamical correlation. This idea was 

motivated by re-examination of the adiabatic connection, 

∑++=
i

iee rvVTH )(λλ λ                   (2.44) 

where λis an inter-electronic coupling-strength parameter that “switches on” the 
12

1
r

Coulomb 

repulsion between electrons. 0=λ  corresponds to the non-interacting Kohn-Sham reference 

system, while 1=λ corresponds to the fully interacting real system, with )(rρ being fixed as the 

exact ground state density of λH . The ][ρxcE can be written as  

][][
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ρλρ λ
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where, 

][||][ ρρ λλλ JVU neenxc −ΨΨ=                   (2.46) 

The obvious first approximation for the λdependence of the integrated in equation (2.45) is a 

linear interpolation, resulting in the Becke’s half-and-half functional: 
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where 
o
xcU is the exact exchange energy of the KS determinant and 

1
xcU is the potential energy 

contribution to the exchange-correlation energy of the fully interacting system. This half and half 

functional has the merit of having a finite slope as 0→λ , and becomes exact if 
DFT
xcE 1, =λ  is exact 

and the system has high density. However, it does not provide a good quality of the total energy 
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and the uniform gas limit is not obtained. Due to this Becke proposed the semi-empirical 

generalization of 3-parameter hybrid exchange-correlation functional 
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xc EaEaEEaEE

xx
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           (2.48) 

Where oa , xa and ca are semiempirical coefficients to be determined by an appropriate fit to 

experimental data. 
exact
xE is the exchange energy of the Slater determinant of the Kohn-Sham 

orbitals. 
GGA
xE∆  is the gradient correction for the exchange and 

GGA
cE∆  is the gradient 

correction for the correlation. 

 Both methods based on Hartree-Fock (HF) theory and density functional theory 

(DFT) have their advantages and disadvantages. For example, DFT within the local spin density 

approximation (LSDA) calculations underestimate the band gaps of semiconductors. The 

discontinuity of exchange-correlation Kohn-Sham potential results in this discrepancy between 

theoretical and experimental band gaps. On the other hand, hybrid density functional theory 

incorporating HF exchange with DFT exchange-correlation has proved to be an efficient method 

for many systems. It has been verified that hybrid functionals can reproduce the band gaps of 

semiconductors and insulators quite well.  

Though different DFT functionals may produce slightly different quantitatively but not 

qualitatively different results, studies on semi-conducting materials have shown that, hybrid 

functionals, in particular B3LYP, is one of the most efficient and computationally inexpensive 

among all the DFT functionals available for calculation of electronic and structural properties of 

the semiconducting materials. Hybrid functionals are in general found to be efficient in 

reproducing the band gaps of semiconductors and insulators [126,127] by treating the exchange 

part of the interactions better. Muscat et al. [126] have shown that the hybrid functional B3LYP 

reproduces the observed band gaps reliably in a wide variety of materials including 

semiconductors, ionic and semi-ionic oxides, sulphides and the transition metal oxides. 
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Bauschlicher [128] has studied the geometries, zero-point energies, and atomization energies of 

molecules containing first and second row atoms for several levels of theory, including Hartree-

Fock theory, second order Moller-Plesset perturbation theory, and density functional theory with 

five different functionals, including two hybrid functionals and found that B3LYP yielded the best 

results. Studies by Tomic et al. [129,130] have shown that that the B3LYP functional provides 

better agreements with experimentally derived band gaps compared with results obtained with 

PBE0, correlated calculations, perturbation theories, and screened exchange functionals for a 

wide class of zinc-blend and wurtzite structured III-V materials. Similarly, calculations of 

properties such as ionization energies, electron affinities, electronegativities, hardnesses, 

fundamental frequencies, and zero-point energies of a wide range of molecules have shown 

that the hybrid functionals such as B3LYP represent a significant improvement over local and 

non-local density functional [131,132].  

However, the performance of B3LYP functional is very poor in metals [133]. This 

functional cannot describe periodic systems with homogeneous electron gas (i.e. metals) 

properly. Also, the semiempirical construction of B3LYP is also regarded as a major drawback 

of this functional. PBE0 is another hybrid functional which is parameter free and can explain the 

homogeneous electron gas in an extended system. The PBE0 exchange correlation functional 

is given by [134]  

+qrstSJ � +qrstS  �
� �+qM= 	 +qstS�      (2.49) 

Two major advantages of this functionals are its parameter-free construction and its ability to 

attain exact homogeneous electron gas limit. Therefore PBE0 is a better choice whenever 

metals are involved in the calculation. 

 

2.4 Basis Set 

Whatever be the approximation for the exchange correlation functional we have to solve 

for a set of one-electron equation of type 
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To solve this equation we need to find the coefficients u� required to express Ψ� in a given basis 

set 1�v: 

Ψ� � ∑ u�1�v����          (2.51) 

N is in principle infinite but is practice one works with a limited set of basis functions. The types 

of basis functions are chosen according to the system under study. Generally, plane-wave basis 

sets are used in periodic calculations and Gaussian basis sets are used in cluster calculations.  

A general expression for a basis function is given by, 

    w � 8 x yz{�     (2.52) 

 Where 8 is the normalization constant, | is the orbital exponent and � is the radius.  In 1950, 

S. F. Boys [135] suggested to use Gaussian type of function in molecular calculation. The 

Gaussian type functions contain the exponential yz}��
 rather than yz{�. The use of Gaussian 

type functions, being very easy to evaluate, significantly reduces the computational cost of 

molecular calculations. There are a significant number of basis sets which use such Gaussian-

type orbitals (GTOs) [136-138]. Most commonly used basis sets are minimal basis sets, double-

, triple- quadruple- zeta basis sets, split-valence basis sets, polarized basis sets and diffuse 

basis sets. The minimal basis set has a single basis function for each orbital. In double triple or 

quadruple zeta basis set there are multiple basis functions corresponding to each valence 

atomic orbitals. The split-valence basis set often denoted in the form X-YZg have X number of 

primitive Gaussians comprising each core atomic orbitals. The valence orbitals are composed of 

two basis functions, one composed of a linear combination of Y primitive Gaussian and the 

other composed of a linear combination of Z primitive Gaussians. For example the basis set 3-

21G splits each valence orbital into two parts, an inner shell and an outer shell. The basis 

function of the inner shell is represented by two Gaussians, and that of the outer shell by one 

Gaussian; the core orbitals are each represented by one basis function, each composed of 
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three Gaussians. The 3-21G basis set supplemented with d-functions called polarization 

functions is designated 3-21G*. 
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CHAPTER 3 
 

ANOMALOUS DEPENDENCE OF BAND GAPS OF SILICON CARBIDE NANOTUBES ON 

DIAMETER 

 

3.1 Introduction 

Nanotubes consisting of binary elements, such as BN, are important due to their 

fascinating chemical and physical properties and huge potential applications in the electronics 

and opto-electronics industries. Often, such applications are very sensitive to the tube 

dimensions and band gaps. To have similar structures as those of CNTs, these other hetero-

atomic structures are usually isovalent to the carbon based structures. For example, a Si-C or 

B-N binary complexes in their corresponding nanotubes are isovalent to a C-C pair in CNT. 

However, while it is well known that the electronic properties of CNTs depend largely on the 

chirality and diameter of the tubes, the all group-III nitrides and some other similar nanotubes, 

such as SiC and GeC, do not show such strong dependence on chirality. In addition, the binary 

nanotubes bring the additional feature of ionicity in the bonding, compared to the only covalent 

bonding observed in CNT. In this chapter we demonstrate that, the electronic properties of 

these nanotubes tend to depend strongly on the dimension, namely on the diameter of the 

nanotubes. This can influence the ionic feature of the bonding and hence the band gap. This 

general understanding for a set of binary nanotubes also explains several studies indicating the 

anomalous dependence of band gap on the tube diameter. The main objective of this chapter is 

to recognize that the silicon carbide nanotube falls under a broad category of binary nanotubes 

which apparently defy quantum confinement effect.    
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The band gap in single-walled carbon nanotubes (SWCNTs) decreases as the diameter 

of nanotube increases [139]. This dependence of band gap on dimension can be explained by 

theories of quantum size effects. Such dependence has also been observed in other different 

types of nano-structures, for example, in metal clusters [140]. However, band gaps in group-III 

nitride, and some group IV binary nanotubes show the opposite trend. Recently, Bekaroglu et 

al. [141] have also studied silicon carbide honeycomb structure and have shown that there is a 

significant difference between band gap trends in graphene and silicon carbide in term of the 

variation of the gap with respect to the width of the nanoribbon. Band gap of the bare armchair 

graphene nanoribbon decreases with increasing the ribbon width and eventually vanish at the 

limit of infinite-width graphene. Whereas, band gap of the silicon carbide nanoribbon increases 

with increasing ribbon width and gets saturated after ribbon width of 15 atoms. In fact the band 

gap shows an oscillatory dependence on ribbon width below 15 atoms. This is in contrast with 

quantum confinement effects. This anomalous behavior is also shown by SiCNTs. The band 

gap of silicon carbide nanotubes increases with increase in diameter. The band gap of group-III 

nitride nanotubes also increases as the diameter increases. In a study by Garcia and Cohen 

[142], it is predicted that the bulk SiC has the ionicity similar to many group III-V materials. 

Therefore, it is expected that the band gap of SiC nanostructures follow characteristics similar to 

group-III nitride nanostructures. However, this phenomenon cannot be explained by only 

quantum size effects, as it is well known that in standard quantum systems, the separations of 

the energy levels increase with the decrease of the system’s spatial dimension. This unusual 

band gap dependence on the tube’s diameter has been reported earlier. In a recent study of 

GaN nanotubes by Ismail-Beigi [143], this was attributed to the chemical environment. Some 

other earlier studies on these nanotubes have attributed this behavior to the increment of strain 

energy as nanotube diameter becomes smaller [43]. It has also been reported that such band 

gap dependence can be explained qualitatively by the fact that in the hexagonal phase of AlN 

[144] and BN [145], band gap decreases as external pressure increases. Similar explanation 



 

34 
 

has been reported for such kind of band gap dependence on tube diameter in GaSe nanotubes 

[146].  However, the nanotubes under consideration here are not under any incremental 

pressure change. Also this does not explain why CNTs show the reverse trend. So far, to the 

best of our knowledge, no detailed study and a general explanation which can connect this 

anomalous behavior of band gaps for all the diverse binary nanotubes have been reported. In 

this chapter, from an ab initio electronic structure study of group-III nitride, silicon carbide, 

germanium carbide and silicon germanium nanotubes, we show that the increase of band gap 

with diameter is a general phenomenon exhibited by all binary nanotubes having an ionic 

contribution to the bonding between the two constituent atoms in the tube. This ionic 

contribution, arising from several chemical features of the nanotubes, decreases as the 

curvature of the tube increases and that the decrease in ionicity causes the HOMO-LUMO gap 

to decrease. Group-III nitrides, such as BN, AlN and GaN have been synthesized through 

different techniques [13-15]. There have been several first-principles studies on electronic and 

structural properties of these group-III nitride nanotubes at various levels of theories [43, 53, 

143-145, 147-157]. Density functional theory (DFT) based calculation of InN nanotubes has 

shown their stability between those of GaNNTs and AlNNTs [158]. Nanostructures of group IV – 

IV combinations like Si-Ge, Ge-C, and Si-C have been interesting areas of research, both at 

various experimental and computational levels. Silicon carbide nanotubes are being 

synthesized by different techniques [31, 32, 38]. Also, some significant amounts of theoretical 

research have been reported in the literature on SiC nanotubes. Successful synthesis of silicon 

germanium (SiGe) nanotubes has also been reported [159, 160], and has been studied 

theoretically. In the following these various nanotubes are studied on an equal level by first-

principles density functional theory, the focus being on an understanding of the dependency of 

the band gaps on the dimensions, specifically the diameters of the tubes. Our study 

demonstrates a very general trend of the band gaps of hetero-atomic CNT-like nanotubes 

where the bonding has a partial ionic contribution. 
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3.2 Construction of Nanotubes 

The approach used to construct nanotubes in this study comprises of rolling a 

graphenelike sheet to form a nanotube. As discussed briefly in the first chapter, there are three 

different arrangements of atoms in silicon carbide nanotubes. The first two, type 1 and type 2, 

were proposed by Menon et al. [46] and the third , type 3, was proposed by Alam and Ray 

[47,48]. Type 1 consists of alternating Si and C atoms with each Si atoms having three C 

neighbors and vice versa. In type 2 configuration, each Si atom has two C neighbors and one Si 

neighbor and vice versa. Type 3 the same constraint as type 2, but Si and C atoms are 

arranged alternatively in each layer unlike in type 2 where each layer contains either Si or C 

atoms. It has been reported that type 1 is more stable than other two types (types 2 and 3) of 

the nanotubes [47, 48]. For example, B.E./atom of an armchair type 1 (11, 11) SiC nanotube is 

4.638 eV whereas the corresponding values for types 2 and 3 configurations are 4.452 eV and 

4.445 eV, respectively. For this reason we have chosen the type-1 configuration for all the 

nanotubes discussed in this chapter. The type-2 and type-3 nanotubes do not show the 

anomalous dependence of band gap on diameter this is another reason of choosing only type-1 

configuration for this study. Figure 3.1 shows the atomic arrangement in type-1 binary 

nanotubes.  

We have used the finite cluster approximation, using six unit cells of each nanotube 

with the dangling bonds at both ends of the tube saturated by hydrogen atoms to simulate the 

effect of infinite nanotubes. The presence of the hydrogen energy levels will not affect the band 

gaps of the nanotubes. The finite cluster approach for a single wall nanotube comprises of 

rolling a graphene like sheet of respective atoms (Si and C, B and N, Ga and N, Al and N, Ge 

and C, Si and Ge) to form a nanotube. Figure 3.2 shows the optimized structure of silicon 

carbide nanotube (5, 5) and (10, 10) in type-1 configuration. It has been shown that, this type of 

CNT-like structure is usually the stable structure for an infinite tube with possible sp2 double  



 

36 
 

 

 

 

 

 

 
Figure 3.1 Atomic arrangements in type-1 binary nanotubes. The red and blue spheres 

represent two difference species of atoms. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 



 

Figure 3.2 Top and side views of binary nanotubes (5, 5) and (10, 10). The red and blue 

spheres represent two different species of atoms 

atoms used to saturate dangling bonds.
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Figure 3.2 Top and side views of binary nanotubes (5, 5) and (10, 10). The red and blue 

spheres represent two different species of atoms and the grey spheres represent hydrogen 

atoms used to saturate dangling bonds. 

 

Figure 3.2 Top and side views of binary nanotubes (5, 5) and (10, 10). The red and blue 

and the grey spheres represent hydrogen 
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bonding between the atomic species [40]; and also these are lower in energy compared to the 

atomically segregated ones which may be suitable for finite and closed structures [161]. As the 

purpose of this chapter is to present the general band gap nature and their trend with the 

diameter of the tubes, we consider only the CNT-like hexagonal nanotubes [162].  

 

3.3 Computational Method and Discussions of Results 

Hybrid density functional theory incorporating Hartree-Fock (HF) exchange [101,102, 

136] with density functional theory (DFT) exchange-correlation [163] is used to study the 

electronic properties of the nanotubes. In particular, we have used the B3LYP hybrid functional 

[110, 120, 122, 164] and the Los Alamos National Laboratory double ζ basis set [165-167] as 

implemented in the GAUSSIAN 03 suite of programs [168] for full geometry optimizations 

without any symmetry constraints of the nanotube structures. Hybrid functionals are in general 

found to be efficient in reproducing the band gaps of semiconductors and insulators [126, 127] 

by treating the exchange part of the interactions better. The reason behind choosing the hybrid 

functional for this kind of calculation is described in the Chapter 2. Also, the accuracy of this 

method was tested by calculating the bond lengths of the various dimers, ionization potentials, 

and the electron affinities of the atoms under consideration. The calculated values were found 

to be in good agreement with the corresponding experimental values. To give a few examples, 

the calculated bond length of the SiC dimer is 1.87 Å corresponding to the experimental value of 

1.89 Å. The calculated ionization potential and electron affinity of silicon are 8.46 eV and 0.89 

eV corresponding to experimental values 8.15 eV and 1.39 eV, respectively. It is well known 

that a rather large basis set is necessary for a theoretical electron affinity to be in excellent 

agreement with the experimental value and this was not computationally feasible for the very 

large systems considered here. However, this should have no effect on the results of this study. 

Similarly, calculated bond length of the BN dimer is 1.35 Å corresponding to an experimental 
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value 1.28 Å. All computations were performed at the supercomputing facilities of the University 

of Texas at Arlington.  

Before we discuss the results for the band gaps of the nanotubes, we first make some 

points regarding the stability of the nanotubes and the binding energy. The stability of the 

nanotubes was estimated by calculating the B.E./atom for each of the nanotubes under 

consideration. The binding energy was calculated with respect to the infinitely separated atomic 

limit. Thus the B.E./atom for the binary XY nanotubes with ends saturated by hydrogen atoms 

was calculated from: 

          Eb= [a E(X) + b E(Y) +c E(H)-E(XaYbHc)]/(a+b+c)                               (3.1) 
 
where a, b and c are the numbers of X, Y and H atoms, respectively. Depending on the 

particular XY nanotube studied here, the X and Y represents B, Ga, Al, Si, Ge, N, and/or C 

atoms. E(X), E(Y) and E(H) are the ground state total energies of X, Y and H atoms 

respectively; and E(XaYbHc) is the total energy of the optimized clusters representing the 

nanotubes. Thus a positive binding energy represents a bound and stable nanotube. 

The variation of B.E./atom with respect to the number of atoms is shown in Table 3.1 

and Figure 3.3. In general, B.E./atom for each nanotube increases as the number of atoms in 

the nanotube (and consequently the diameter) increases and tends to saturate. Clearly, the 

saturated binding energy would be equal to that of the graphene-like sheet for each of the 

corresponding nanotube. The lower binding energy at smaller diameter is caused by the 

increased strain due to bending of the tube wall. At the limit of graphene-like sheet, i.e. at a very 

large diameter, the strain on the tube becomes negligible. In the following we will show that this 

strain on the bonds also changes the nature of the bonding. As we can see from Table 3.1 and 

Figure 3.3, the most stable nanotube is BN followed by SiC, AlN, GeC, GaN and SiGe. 

Interestingly, the difference in binding energy from the smallest to the largest diameter tube is 

also higher in BN nanotubes, followed by SiC. For BN nanotube, this difference is 0.263 eV per 

atom and for SiC is 0.239eV per atom, which are relatively large differences. Given the fact that  
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Table 3.1:  Binding Energies per Atom (in eV) for Type 1 Armchair Nanotubes 

 

Nanotubes 
(n,n) 

Number 
of 

Atoms 
BN GaN AlN SiC GeC SiGe 

(3,3) 72 5.416 3.598 4.020 4.399 3.882 2.733 

(4,4) 96 5.537 3.664 4.084 4.507 3.977 2.783 

(5,5) 120 5.595 3.696 4.115 4.560 4.019 2.804 

(6,6) 144 5.627 3.713 4.132 4.590 4.050 2.822 

(7,7) 168 5.647 3.724 4.143 4.608 4.066 2.830 

(8,8) 192 5.660 3.731 4.150 4.620 4.077 2.836 

(9,9) 216 5.668 3.736 4.155 4.628 4.084 2.840 

(10,10) 240 5.675 3.740 4.159 4.634 4.089 2.843 

(11,11) 264 5.679 3.743 4.162 4.638 4.092 2.843 
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Figure 3.3: B.E./atom (eV) versus the number of atoms in the nanotubes. 
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each atom is three-fold coordinated, the bonding energy changes by approximately 2/3 of the 

B.E./atom per B-N (or Si-C or other tubes) bond. So the estimates of the changes in bonding 

energy in B-N or Si-C would be 0.175eV per bond or 0.159eV per bond, respectively, as one 

proceeds from the smallest to the largest nanotubes considered here. This considerable change 

in bonding energy clearly indicates the change in the nature of bonding between the smaller 

and larger nanotubes.  

The energy differences between the highest occupied molecular orbital (HOMO) and 

the lowest unoccupied molecular orbital (LUMO) give a measure of the “band gap” for the 

infinite nanotubes. This is approximate because the tubes studied here are “finite” in length, 

apart from the fact that hybrid density functional B3LYP tends to slightly over estimate energy 

gap [126]. This measure is at least qualitatively correct to compare within a given type of 

nanotubes with different diameters, and this is sufficient for our present discussions. Table 3.2 

and Figure 3.4 show the variation of HOMO-LUMO gaps with respect to the diameter of group 

III-nitride and group IV-IV nanotubes. It is clear that all tubes under consideration are 

semiconductors or insulators having band gaps varying from 1.006 eV for the (11, 11) SiGe 

nanotube to 6.1577 eV for (11, 11) BN nanotube. As the diameter increases, the curvature of 

the surface decreases and hence the electronic behaviors like that of graphene-like sheet are 

expected. Therefore, the HOMO-LUMO gaps tend to saturate as its value reaches the band gap 

for the corresponding graphene-like sheet. In the present set of nanotubes, all the nanotubes, 

except SiGe, have partial ionic contribution in their bonds. Since SiGe bond is almost perfectly 

covalent as compared to SiC, GeC and group-III nitride bonds, the band gap saturation limit for 

the SiGe nanotubes is smaller compared to the other nanotubes. In addition to the quantitative 

difference in limiting band gaps, there is a qualitative difference in the trend followed by the 

band gap of the other nanotubes. The interesting and noteworthy feature for the present set of 

nanotubes is that, except for SiGe, the band gaps of the tubes increases with the increase in 

diameters. This is in apparent contradiction with the general expected quantum size effect  
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Table 3.2: Diameter (D in Å) and HOMO-LUMO Gaps (Eg in eV) of Type 1 Armchair Nanotubes 

 

Nanotube  (3,3) (4,4) (5,5) (6,6) (7,7) (8,8) (9,9) (10,10) (11,11) 

BN 
D 4.3 5.7 7.0 8.4 9.8 11.2 12.6 14.0 15.4 

Eg 6.0 6.0 6.1 6.1 6.1 6.2 6.2 6.2 6.2 

GaN 
D 5.4 7.1 8.9 10.6 12.4 14.2 15.9 17.7 19.4 

Eg 4.0 4.4 4.6 4.7 4.7 4.7 4.7 4.7 4.7 

AlN 
D 5.3 7.1 8.8 10.5 11.9 14.0 15.8 17.5 19.3 

Eg 4.3 4.5 4.7 4.8 4.9 4.9 5.0 5.0 5.0 

SiC 
D 5.3 7.0 8.7 10.5 12.2 13.9 15.6 17.4 19.1 

Eg 2.8 2.8 2.9 2.9 2.9 2.9 2.9 2.9 2.9 

GeC 
D 4.6 6.1 7.6 9.1 10.6 12.1 13.6 15.1 16.6 

Eg 2.7 2.8 3.0 3.0 3.0 3.0 3.0 3.0 3.0 

SiGe 
D 5.7 7.5 9.3 11.1 13.2 14.8 16.6 18.4 20.3 

Eg 1.6 1.4 1.3 1.2 1.2 1.1 1.1 1.0 1.0 
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Figure 3.4: Band gap (eV) versus the diameter (Å) of the nanotubes. 
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behavior. At the atomic level, it can be shown easily that the energy difference between the 

levels increases as the dimension of the system gets smaller. For example, band gaps of 

carbon nanotubes decrease as the diameter of the tubes get larger, and saturates at the value 

of that of graphene which is almost zero. This apparent contradiction in the behavior of the band 

gaps with diameter needs proper explanations. This type of behavior is in agreement with 

previously published studies of different nanotubes [43, 47, 48, 53,145, 169] where the tubes 

were considered individually. However, these previous studies did not explain this anomalous 

feature as a general feature of a class of nanotubes and most of the studies relate this 

phenomenon to strain energy or chemical environment which does not completely explain the 

opposite feature of other class of nanotubes like carbon nanotubes and SiGe nanotubes. A 

fundamental explanation unifying this apparently diverse set of nanotubes is needed to explain 

this opposing kind of dependence of band gap on diameter.   

We propose here that this anomalous dependence of HOMO-LUMO gap on diameter of 

the tube can be explained by the change in the ionic nature of the bonds between the atoms of 

the nanotube as the diameter of the tube increases. Table 3.3 and Figure 3.5 show charge 

transfer, in electronic charge units, between two adjacent atoms in the middle of the nanotubes 

as a function of the diameter of the tubes. Two atoms in the middle of the nanotubes were taken 

because they are far from the ends of the tubes, and so would be much less affected by the 

“ends” of the tubes. Here the “charge transfer” is basically defined by the difference between the 

Mulliken charges between these two atoms. As is well known, Mulliken charges give only 

qualitative descriptions of charges on the atoms, so the charge differences given in table 3.3 or 

Figure 3.5 should be viewed as only qualitative for a given set of nanotubes, not as precise 

numerical numbers. For our present purpose this should be considered as more than sufficient.    

The nanotubes considered here are hetero-atomic structures composed of two types of 

atoms, one acting as an anion and the other as a cation. The difference between the 

electronegativity would determine the extent of ionic bonding between the atoms. In general,  
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Table 3.3: Charge transfer between two adjacent atoms in the middle of nanotubes 

 

 (3,3) (4,4) (5,5) (6,6) (7,7) (8,8) (9,9) (10,10) (11,11) 

N -1.52 -1.52 -1.52 -1.53 -1.53 -1.53 -1.53 -1.54 -1.54 

Al  1.49 1.48 1.48 1.48 1.48 1.48 1.49 1.49 1.49 

          

N -1.26 -1.29 -1.30 -1.31 -1.31 -1.32 -1.32 -1.32 -1.32 

Ga 1.29 1.30 1.31 1.32 1.32 1.33 1.33 1.33 1.34 

          

C -1.47 -1.58 -1.63 -1.67 -1.69 -1.71 -1.72 -1.73 -1.73 

Si 1.48 1.58 1.64 1.67 1.70 1.72 1.73 1.74 1.74 

          

N -0.40 -0.60 -0.67 -0.71 -0.74 -0.76 -0.77 -0.77 -0.79 

B 0.39 0.60 0.70 0.78 0.80 0.81 0.80 0.79 0.80 

          

C -1.14 -1.19 -1.22 -1.24 -1.25 -1.26 -1.27 -1.28 -1.29 

Ge 1.16 1.20 1.24 1.25 1.27 1.28 1.29 1.29 1.30 

          

Si 0.08 0.04 0.02 0.01 0.00 0.00 -0.01 -0.01 -0.01 

Ge -0.08 -0.04 -0.02 -0.01 0.00 0.00 0.00 0.01 0.01 
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Figure 3.5: Charge transfer between two adjacent atoms in the middle of nanotubes versus the 

diameter of the nanotubes. 
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higher ionicity may result in higher band gap. The nanotubes presented here have contributions 

from both ionic and covalent bondings. However, the ionic nature of the bonding in the tubes 

comes not only from their inherent electronegativity, but also from the curvature of the tubes. 

Figure 3.5 shows clearly that the ionicity in bonding for a given nanotube increases as the 

diameter of the tube increases. So, at smaller diameter, ionic contribution is the lowest, and is 

suppressed by some extra hybridization. This implies that the nature of the hybridization also 

contributes to the charge transfer between the atoms. For example, at one extreme when the 

diameter is maximum the local structure of the tubes are almost flat, and the dominant 

hybridization is sp2. As the diameter gets smaller, the orientations of the out of plane pz orbitals 

are distorted and start hybridizing with other s and p orbitals. The increased curvature causes 

triangular distribution of hybrid orbital to distort into slightly tetrahedron distribution of the 

orbitals. This may bring in some sp3 contribution. So at smaller diameters, the sp3 hybridization 

is relatively higher, as can be seen from the buckling of smaller nanotubes [47]. In general, sp3 

hybridization results in slightly lower bond length, and the charge distributions become more 

covalent-like. So the ionicity at this level could be rather low. As the diameter of a nanotubes 

increases ionicity of the bonds takes over the sp3 hybridization until sp2 hybridization becomes 

dominant. Once sp2
 hybridization becomes dominant, the ionicity no more increases with 

increase in diameter. This explains the saturation of band gap in large diameter tube. For the 

SiGe nanotubes, the electronegativity difference is almost zero; hence the ionic part of the 

bonding is not prominent even at the large diameter tube.    

To visualize the nature of hybridization, we have plotted the HOMO and LUMO for 

different diameter tubes. For example, Figure 3.6 shows the HOMO and LUMO orbitals of two 

extreme end tubes, namely, the (3, 3) and (10,10) SiC nanotubes. The important feature of 

these orbitals is that at the smaller diameter the overlapping of the orbitals due to hybridizations 

is prominent, and the tube also showed relatively higher buckling [47]. On the other hand, for 

the bigger diameter tube, the orbitals are distinctly separated, and are clearly pz in nature. The  
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(a) 

 

(b) 

 

Figure 3.6 HOMO-LUMO plot for (a) (3, 3) and (b) (10, 10) SiC nanotubes. In the smaller 

diameter tube in (a), the orbital overlap among the neighboring atoms are seen which indicate 

higher level of sp-hybridization. On the other hand, in (b) at higher diameter, overlap among the 

neighboring atoms is not sufficient and also the majority of the orbital tend to localize on 

individual atoms, a sign for higher ionic contribution in the bonding. 
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localized orbitals in atoms in Figure 3.6(b) demonstrate the higher ionic contribution. As a 

consequence, the buckling also is reduced significantly. This reduced sp3 covalency in bonding 

is compensated by increased ionic contribution as is seen from Figure 3.5.  

 If we compare Figure 3.5 with Figure 3.4, we see the same trend of increment of the 

HOMO-LUMO gap and ionicity with respect to the diameter for a given nanotube. This is a clear 

indication of the dependence of HOMO-LUMO gap on the ionicity of the bonding in a tube. As 

the ionicity of the bond increases, the band gap of the tube increases. Since C-C bond is 

perfectly covalent without any ionicity, the band gap does not increase as the diameter 

increases. Therefore the general trend of the quantum size effect is dominant in carbon 

nanotube and in silicon germanium nanotubes as seen in the figures. The B-N, Al-N, Ga-N, Si-C 

and Ge-C bonds have ionic contribution in them, and therefore the effect of ionicity is dominant 

in these nanotubes as the curvature of the nanotubes increases. The nanotubes with similar 

kinds of bonds are expected to show the same trend. For example, first principles study on 

indium nitride (InN) nanotube [158] has shown that the gap increases with diameter of the tube. 

The reverse trend is observed in types 2 and 3 structures of SiC nanotubes [47]. This can be 

attributed to presence of the Si-Si, and C-C bonds which are perfectly covalent, in such 

structure. 

 

3.4 Conclusions 

In summary, we have explained and established a general trend for the anomalous 

band gap behavior with respect to the diameter of the tubes in hetero-atomic CNT-like 

nanotubes where partial ionic bonding between the constituent atoms plays a major role. Unlike 

CNT or other finite nanostructures, band gaps of these hetero-atomic nanotubes increase with 

the tube diameter. This anomaly is explained by the increase in ionic contribution to the bonds 

with decreasing curvature in these nanotubes which comes from two sources: from the 

electronegativity differences of the constituent atoms, and from the change in the covalent 
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nature of the bonding with the curvature of the tubes. Our discussions showed that, with higher 

hybridization at lower tube diameters, ionic nature of the bonding is suppressed. We also 

showed that the ionicity in the bonding of nanotubes with type-1 hetero-atomic structure 

increases with diameter. This increment of ionicity increases the HOMO-LUMO gap of the 

tubes. Turning off the ionicity of the bonding, such as in SiGe nanotubes, restores the normal 

band gap behavior consistent with quantum size effect. With the addition of some like pairs of 

atoms in the nanotube, it might be possible to construct nanotubes in which quantum 

confinement effect is balanced by the effect of ionicity, resulting in a constant band gap with 

respect to the diameter.   
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CHAPTER 4 

CARBON – AND SILICON – CAPPED SILICON CARBIDE NANOTUBES 

 

4.1 Introduction 

Depending upon the method and environment of synthesis nanotubes terminate in 

various ways. Most of the experimental studies have shown that the single-walled carbon 

nanotubes (SWCNT) terminate with hemispherical or conical cap. Molecular dynamics 

simulation of the formation process of SWNTs has suggested that an appropriate nanotube cap 

structure is formed before the growth of a SWNT on top of the cap [170]. The study shows that 

in the catalytic chemical vapor deposition (CCVD) method to fabricate nanotubes, the 

hexagonal networks are formed both inside and on the surface of the transition metal catalyst 

cluster when the cluster reaches saturation with carbon atoms. Then an appropriate nanotube 

cap is formed and nanotube grows on top of the cap [170]. Experimental studies on SWNTs 

have also shown that nanotubes are grown by attaching carbon atoms to the hemispherical 

base formed on the surface of catalyst [171-173]. Also, the techniques of growing nanotubes on 

hemispherical cap produce the nanotubes with controlled structure or controlled chirality. Since 

the properties of nanotubes, especially carbon nanotubes, are strongly dependent on chirality, 

the controlled growth of the nanotubes is highly desirable for their application in nanoelectronic 

devices [174].  

Therefore the initial cap structure is crucial in determining the dimension and chirality of 

the SWNT. The structure of a cap formed during nucleation stage uniquely determines the 

chirality of the nanotube that can be attached to it [175]. Therefore it is possible to control the 

chirality of the nanotubes by controlling the cap formation process [176]. For example, two 

different hemispheres of the fullerene C20 as shown in Figure 4.1 (a) lead us to two entirely  



 

 

 

 

 

Figure 4.1 Structure of (a) C20 

fullerene hemisphere C10 to cap nanotube (5,0), (d) C

to cap nanotube (5,5), and (f) fullerene hemisphere C
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20 fullerene (b) fullerene hemisphere C10 to cap nanotube (3,3) (c) 

to cap nanotube (5,0), (d) C60 fullerene, (e) fullerene hemisphere C

to cap nanotube (5,5), and (f) fullerene hemisphere C30 to cap nanotube (9,0).

 

to cap nanotube (3,3) (c) 

fullerene, (e) fullerene hemisphere C30 

be (9,0). 
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different nanotubes. Although the diameter of the nanotubes grown on both of these 

hemisphere would be same, the chirality and hence the properties of these nanotubes would 

differ greatly. If a nanotube is grown on top of the cap as shown in Figure 4.1 (b) the nanotube 

becomes (3,3) and if the nanotube is grown on the top of the cap as shown in Figure 4.1 (c) the 

nanotube becomes (5,0). Although both the caps are hemisphere of C20 fullerene, the 

orientation of the cap does make a significant difference in the chirality of the nanotube grown 

upon it.  Similarly, two different hemispheres of the fullerene C60 as shown in Figure 4.1 (d) can 

cap nanotubes (5, 5) and (9, 0). Various possible structures of caps can be generated using 

detailed numerical techniques [177-179]. For a single-walled nanotube (n, m) there are a finite 

number of possible caps. Typical carbon nanotubes with diameters on the order of 1 nm have 

103-104 different cap structures that fit on them [178]. However a given cap fits only onto one 

nanotube [176]. Number of possible caps of a nanotube determines the abundance and stability 

of the nanotubes [180].  C60 is the most abundant fullerene structure. The fullerene hemisphere 

C30 can be oriented in two different ways to cap SWNTs (5, 5) and (9, 0).  Similarly, the C20 is 

the smallest fullerene structure. C20 fullerene does not have hexagonal rings but just 12 

pentagons. As mentioned earlier, the fullerene hemisphere C10 can cap SWNTs (3, 3) and (5, 0) 

which are therefore among the smallest nanotubes synthesized so far. Recently, Guan et al. 

[181] have synthesized one of the smallest nanotubes (3, 3) and identified its cap as the 

fullerene hemisphere C10. All these studies are related to carbon SWNTs. This indicates that 

understanding the effect of capping a nanotube is very important for determining the synthesis 

pathways to carbon nanotubes and possibly for other carbon-based nanotubes like silicon 

carbide nanotubes. Understanding the capping of a nanotube might be helpful for the optimal 

use of capped nanotube as chemical couriers [182]. Also, understanding structural and 

electronic properties of capped nanotubes can give insight to their potential applications as 

liquid crystals [183] and in field emission display (FED) [184]. These applications of capped 

carbon nanotubes (CNTs) have already been demonstrated. Given the stability of SiC at high 
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temperature and harsh environment, capped SiC nanotubes can give an alternative towards 

such application in harsh environment in which carbon nanotubes cannot be used. Also, capped 

nanotubes can be used as nanocapsules for the delivery of chemicals 

In this chapter, we present a detailed ab initio systematic study of fullerene capped SiC 

nanotubes and compare with silicon-capped SiC nanotubes. The nanotubes under study are of 

two kinds- (i) nanotubes which can be capped by hemisphere of fullerene C20, (3,3) and (5,0); 

and (ii) nanotubes which can be capped by hemisphere of fullerene C60, (5,5) and (9,0).  In the 

following section, we first discuss our computational details followed by results and discussions. 

 

4.2 Discussions of Results 

In this work, we have used the B3LYP hybrid functional [110, 120, 122, 164] and the all 

electron 3-21G* basis set [136] as implemented in the GAUSSIAN 03 suite of programs [168] 

for full geometry optimizations without any symmetry constraints of the nanotube structures.  

In Chapter 3 we have discussed about the construction of nanotubes based on the 

rolling of graphene like sheet. The same approach is used to construct the nanotubes discussed 

in this chapter. The nanotubes studied in Chapter 3 were open and the dangling bonds were 

saturated with hydrogen to simulate the effect of infinite tube.  We can consider those 

nanotubes “infinite”, whereas, the nanotubes that are discussed in this chapter are closed and 

finite. Both end of the nanotubes are closed either carbon-fullerene hemisphere or by silicon-

fullerene hemisphere. Here we present electronic and geometrical properties of those finite SiC 

nanotubes. As mentioned in introduction, we have considered two sets of nanotubes in this 

study: one that can be capped by C10 (hemisphere of C20 fullerene) and the other that can be 

capped by C30 (hemisphere of C60). Figures 4.2 and 4.3 show the top view of the caps used to 

terminate SiC nanotubes and the respective capped nanotubes (3,3), (5,0), (5,5) and (9,0).  As 

mentioned before, nanotubes (3, 3) and (5, 0) can be capped by the fullerene hemisphere C10 in 

two different orientations. Similarly, nanotubes (5, 5) and (9, 0) can be capped by the fullerene  



 

 

 

 

Figure 4.2 [a] Top view of fullerene hemisphere cap of (3, 3), [b] top v

hemisphere cap of (5, 0), [c] fullerene capped (3, 3), and [d] fullerene capped (5, 0).
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Figure 4.2 [a] Top view of fullerene hemisphere cap of (3, 3), [b] top view of fullerene 

hemisphere cap of (5, 0), [c] fullerene capped (3, 3), and [d] fullerene capped (5, 0).

 

 

 

 

iew of fullerene 

hemisphere cap of (5, 0), [c] fullerene capped (3, 3), and [d] fullerene capped (5, 0). 



 

Figure 4.3 [a] Top view of fullerene hemisphere cap of (5, 5), [b] top view of fullerene 

hemisphere cap of (9, 0), [c] fullerene capped (5, 5),
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Figure 4.3 [a] Top view of fullerene hemisphere cap of (5, 5), [b] top view of fullerene 

hemisphere cap of (9, 0), [c] fullerene capped (5, 5), and [d] fullerene capped (9, 0).

 

Figure 4.3 [a] Top view of fullerene hemisphere cap of (5, 5), [b] top view of fullerene 

and [d] fullerene capped (9, 0). 



 

Figure 4.4 Silicon-capped SiC nanotubes
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capped SiC nanotubes- (a) (3, 3), (b) (5, 0), (c) (5, 5), and (d) (9, 0).

 

(a) (3, 3), (b) (5, 0), (c) (5, 5), and (d) (9, 0). 
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hemisphere C30. For purposes of comparison, we have capped the nanotubes with silicon 

hemispheres and calculated the properties of some of those silicon capped nanotubes. The 

results below indicate that these tubes are significantly less stable compared to carbon capping. 

Figure 4.4 shows the optimized structure of silicon-capped SiC nanotubes. Multi-walled SiC 

nanotubes have been synthesized by using carbon nanotubes as template and partially 

substituting carbon atoms by silicon atoms and thus therefore there is a finite possibility of 

silicon capping although silicon does not favor fullerene structure.  

To check the stability of the capped nanotubes, the cohesive energy or the B.E./atom of 

each nanotube is calculated from: 

                                  Eb=[aE(Si)+bE(C)-E(SiaCb)]/(a+b)                                    (4.1) 

where a and b are the numbers of Si of C atoms respectively; E(Si) and E(C) are the ground 

state total energies of Si and C atoms respectively; E(Sia Cb)  is the total energy of the optimized 

capped nanotubes. The default energy convergence criterion was set to 10-6 a. u. Tables 4.1 

and 4.2 and Figures 4.5 and 4.6 show the variation of the cohesive energies per atom with 

respect to the unit cells for all capped nanotubes. From the figures it is evident that binding 

energies per atom decrease as the length of the nanotube increases when it is capped with 

carbon whereas it increases with the length when it is capped with silicon. As we can see from 

the stoichiometry, the ratio of the number of carbon atoms to the number of silicon atoms 

decreases (increases) with length in carbon-capped (silicon-capped) nanotube. Therefore the 

binding energies decrease (increase) with increase in length as expected since C-C bond 

strength is greater than Si-Si and Si-C bond strengths. The binding energies per atom as a 

function of the number of atoms for armchair and zigzag nanotubes having same diameter do 

not show any significant difference. Therefore the stability of capped nanotube does not have 

any preference over chirality as long as they have same diameter and capped with same 

fullerene hemisphere in different orientations. A comparison between open versus capped 

nanotube shows a significant difference in the B.E./atom. For example, the B.E./atom for SiC  
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Table 4.1 Variation of binding energy (Eb, eV) per atom, HOMO-LUMO gap(Eg, eV) and dipole 

moment (D, Debye) of capped (3,3) and (5,0) SiC nanotubes with number of unit cells (NC) and 

number of atoms (n). 

 

NC n 
C-capped (3,3)  Si-capped (3,3)  

Stoichiometry Eb Eg D Stoichiometry Eb Eg D 
1 32 C26Si6 5.767 1.424 0.001 C6Si26 4.184 1.890 0.005 

2 44  C32Si12 5.641 1.342 0.887 C12Si32 4.485 1.706 3.510 

3 56 C38Si18 5.584 1.435 0.735 C18Si38 4.708 2.130 0.007 

4 68 C44Si24 5.550 1.491 0.733  C24Si44 4.815 1.860 0.985 

5 80 C50Si30 5.527 1.496 0.740 C30Si50 4.894 1.762 3.579 

6 92 C56Si36 5.510 1.500 0.792  C36Si56 4.960 1.736 3.584 

7 104 C62Si42 5.497 1.497 0.005  C42Si62 5.010 1.786 0.227 

8 116 C68Si48 5.486 1.474 0.109 C48Si68 5.055 1.860 1.019 

9 128 C74Si54 5.478 1.502 0.764 C54Si74 5.088 1.718 2.355 

  C-capped (5,0)  Si-capped (5,0)  

1 30 C25Si5 5.768 1.158 2.072 C5Si25 4.044 0.972 4.212 

2 50 C35Si15 5.607 0.835 6.278 C15Si35 4.562 0.801 3.064 

3 70 C45Si25 5.538 0.736 11.174 C25Si45 4.786 0.624 5.281 

4 90 C55Si35 5.494 0.565 14.480     

5 110 C65Si45 5.468 0.424 17.097     

6 130 C75Si55 5.447 0.270 18.601     

7 150 C85Si65 5.435 0.182 20.450     

8 170 C95Si75 5.425 0.131 22.114     

9 190 C105Si85 5.417 0.101 24.088         
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Table 4.2 Variation of binding energy (Eb, eV) per atom, HOMO-LUMO gap(Eg, eV) and dipole 

moment (D, Debye) of capped (5,5) and (9,0) SiC nanotubes with number of unit cells (NC) and 

number of atoms (n). 

NC n 
C-capped (5,5) Si-capped (5,5) 

Stoichiometry Eb Eg D Stoichiometry Eb Eg D 
1 80 C70Si10 6.414 1.212 0.007 Si70C10 4.066 1.663 0.011 

2 100 C80Si20 6.249 2.011 0.008 Si80C20 4.369 1.645 0.013 

3 120 C90Si30 6.132 2.130 0.009 Si90C30 4.568 1.621 0.729 

4 140 C100Si40 6.050 2.125 0.010 Si100C40 4.705 1.670 0.005 

5 160 C110Si50 5.989 2.180 0.000 Si110C50 4.812 1.664 0.057 

6 180 C120Si60 5.941 2.192 0.156 Si120C60 4.899 1.637 1.410 

7 200 C130Si70 5.903 2.208 0.111 Si130C70 4.963 1.687 1.371 

8 220 C140Si80 5.872 2.210 0.091 Si140C80 5.018 1.659 1.383 

9 240 C150Si90 5.847 2.215 0.000     

10 260 C160Si100 5.825 2.214 0.031         

  C-capped (9,0)  Si-capped (9,0)  

1 78 C69Si9 6.386 1.952 1.983 C9Si69 4.021 1.354 4.008 

2 114 C87Si27 6.150 2.022 0.687 C27Si87 4.514 1.157 7.592 

3 150 C105Si45 6.009 2.027 1.100 C45Si105 4.763 0.869 8.282 

4 186 C123Si63 5.924 2.038 1.360 C63Si123 4.918 0.894 8.866 

5 222 C141Si81 5.866 2.048 1.401 C81Si141 5.026 1.221 9.609 

6 258 C159Si99 5.824 2.058 1.560 C99Si159 5.099 0.919 9.703 

7 294 C177Si117 5.792 2.059 1.507 C117Si177 5.156 0.928 10.008 

8 330 C195Si135 5.768 2.065 1.646     

9 366 C213Si153 5.748 2.070 1.606     

10 402 C231Si171 5.732 2.073 1.534        
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Figure 4.5 B.E./atom (eV) versus number of unit cells 
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Figure 4.6 B.E./atom (eV) versus number of unit cells 
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nanotube (5,5) having five unit cells and hydrogen saturating the dangling bond is found to be 

4.993 eV whereas the same nanotube with C-cap has the B.E./atom 5.989 eV and with Si-cap 

has the B.E./atom 4.812 eV. This trend is seen in all the nanotubes we studied. This suggests 

that the stability of SiC nanotubes can be improved significantly by capping the ends with 

carbon fullerene hemispheres.  

 Tables 4.1 and 4.2 and Figures 4.7 and 4.8 show the variation of the energy differences 

between the highest occupied molecular orbital (HOMO) and the lowest unoccupied molecular 

orbital (LUMO) with respect to the number of unit cells. It is clear from the figures that HOMO-

LUMO gap of C-capped armchair SiC nanotube increases with length of the tube and reaches a 

saturation value. For example, HOMO-LUMO gap of C-capped (5, 5) increases from 1.2 eV (for 

one unit cell) to fairly saturated 2.2 eV (for five or more unit cells). Whereas, the HOMO-LUMO 

gap of C-capped (3,3) SiC nanotubes shows small oscillation for relatively shorter length and 

remains steady at about 1.5 eV for longer tubes having number of unit cells greater than 3. In 

case of C-capped zigzag SiC nanotubes, we see an opposing trend in (5, 0) and (9, 0). HOMO-

LUMO gap of (5, 0) decreases monotonically with increasing length of the tube whereas 

HOMO-LUMO gap of (9, 0) increases with length. This opposing trend is due to the 

hybridization of orbitals and decrease in ionicity of the bonds in very small diameter tubes. As 

the length of the tube increases, number of Si-C bonds increases whereas number of C-C 

bonds is unchanged since the C-C bonds are only on the cap of the tube. C-C bond is perfectly 

covalent whereas Si-C bond is partially ionic. As the number of partially ionic bond increases, 

the HOMO-LUMO gap increases. Therefore the HOMO-LUMO gap of C-capped (9, 0) 

increases with length. However the ionicity in bonding for a given nanotube decreases as the 

diameter of the tube decreases. So, at smaller diameter, ionic contribution is the lowest, and is 

suppressed by some extra hybridization. The increased curvature causes triangular distribution 

of hybrid orbital to distort into slightly tetrahedron distribution of the orbitals. This may bring in 

some sp3 contribution. So at smaller diameters, the sp3 hybridization is relatively higher. Also,  
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Figure 4.7 HOMO-LUMO gaps versus number of unit cells 
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Figure 4.8 HOMO-LUMO gaps versus number of unit cells 
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the curvature induced sp-hybridization has the most pronounced effect in zigzag nanotubes as 

discussed in Chapter 1. Therefore the all the bonds in (5, 0) nanotubes are almost covalent due 

to its curvature. Hence as the size of the tube increases, its HOMO-LUMO gap decreases 

according to quantum confinement effect.  Figure 4.9 shows the HOMO-LUMO plots of carbon-

capped SiC nanotubes (3, 3), (5, 5), (5, 0), and (9, 0). The HOMO-LUMO of (3, 3), (5, 5), and 

(9, 0) are localized at the cap of the tubes whereas the HOMO-LUMO of (5, 0) is distributed 

uniformly over the nanotube. This clearly shows the hybridization of orbitals is more pronounced 

in (5, 0) than in all the other nanotubes. HOMO-LUMO gap of all Si-capped nanotubes oscillates 

with length. Similar kind of oscillation of HOMO-LUMO gap has been reported for capped 

carbon nanotubes [185-188]. HOMO-LUMO gaps of the capped SiC nanotubes are found to be 

always less than that of open nanotubes with dangling bonds saturated with hydrogen. For 

example, an open SiC nanotube (3, 3) having length equal to five unit cells and with hydrogen 

atoms at the end, the HOMO-LUMO gap is found to be 3.3 eV whereas the same nanotubes 

with C-cap has the gap of 1.5 eV and with Si-cap has the gap of 1.8 eV.  Figure 4.10 shows 

density of states of open and capped SiC nanotube (5, 5) having same number of unit cells. The 

figure clearly shows that capping decreases the HOMO-LUMO gap of SiC nanotube.  

We also studied the effect of capping on the buckling of the SiC nanotubes. The 

buckling measures the rippling of the surface of a nanotube. It is observed that the buckling of a 

SiC nanotube is lowered as a result of capping. For an open SiC nanotube (3, 3) having length 

equal to five unit cells and with hydrogen atoms saturating the dangling bond has a radial 

buckling of  0.09 Å whereas the same nanotube with C-cap has the buckling of 0.07 Å and with 

Si-cap has the buckling of 0.06 Å. Similarly the open SiC nanotube (5, 5) has radial buckling of 

0.05 Å whereas C-capped and Si-capped (5, 5) has the buckling of 0.02 Å and 0.03 Å 

respectively.  

 

 



 

Figure 4.9 HOMO-LUMO plots of carbon
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LUMO plots of carbon-capped (a) (3,3), (b) (5,5), (c) (5,0), and (9,0).capped (a) (3,3), (b) (5,5), (c) (5,0), and (9,0). 
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Figure 4.10 Density of states (DOS) of open and capped SiC nanotube (5, 5). 
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4.3 Conclusions 

In summary, we have studied fullerene hemisphere capped silicon carbide nanotube 

with chirality (3, 3), (5, 0), (5, 5) and (9, 0). The evolution of electronic properties with the size of 

nanotubes has been performed. The study shows that the stability of a SiC nanotube is 

significantly improved by capping with carbon fullerene hemisphere. We also studied the 

possibility of capping a SiC nanotube with silicon fullerene hemisphere. The results show that 

the relative stability of the tubes when capped with silicon is significantly low. The study shows 

that capping significantly decreases the HOMO-LUMO gap of nanotubes. 
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CHAPTER 5 

SILICON CARBIDE NANOCONES: CONICAL CAPS OF SILICON CARBIDE NANOTUBES 

 

5.1 Introduction 

As discussed in the previous chapter, a nanotube can terminate in various ways 

depending on the method of synthesis. One of the possible terminations is the formation of 

hemispherical cap and the other possible termination is the formation of conical cap. The 

hemispherical cap structures are very important at the beginning stage of the nanotube growth 

since the nanotubes grow on top of the hemispherical cap structure formed on the catalysts. 

However, the conical termination of the nanotubes is equally possible at the final stage of the 

nanotube growth.  Near the end of the nanotubes, very interesting geometrical and electronic 

structural features are observed due to the closure of the tube by the incorporation of 

topological defect such as pentagons in the hexagonal carbon lattice [189, 190]. Carbon 

nanocones are observed as caps on the ends of nanotubes, and also as free standing 

nanostructures [1, 2, 191]. Conical ends of the nanotube can be very useful in applications as 

atomic force microscopy and scanning tunneling microscopy probes [192].  Nanocones arrays 

have exhibited enhanced absorption due to superior antireflection properties over a large range 

of wavelengths and angles of incidence. This also suggests application of nanocones as 

promising nanostructures to enhance the solar cell energy conversion efficiency [193].  SiC 

nanocones may have potential application as field emitters. It has been demonstrated that the 

nanometer-size SiC caps on silicon nanotips have excellent field emission property [194]. Also, 

study of interactions of various gases like NO2, H2S, HCN, among others, with silicon carbide 

nanocone tips might help develop detection and removal techniques for these toxic gases up to 

the precision of a single molecule. Therefore study of SiC nanocones is useful not only for the 
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possible capping of nanotubes but also for their standalone applications. Despite all these facts, 

there are very few theoretical attempts [195, 196] to study SiC nanocones.  Mavrandonakis et 

al.  [195] have studied some SiC nanotubes with conical tip and suggested their possible 

applications in atomic force microscopy and scanning tunneling microscopy probes. More 

recently, using the software SIESTA, a theoretical study by Alfieri and Kimoto [196] have 

indicated that only nanocones with disclination angle 60°, 120° and 300° are stable. They 

constructed nanocones by rolling a single layer SiC layer with a SiC bond length of 1.78 Å and 

studied their properties as a function of the disclination angle defined as the angle of the sector 

removed from a flat SiC sheet and of an electric field parallel or perpendicular to the cone axis. 

However, nanocones with different topological defects at the tip were not considered. Here, in 

addition to nanocones with disclination angle 600, 1200 and 3000, we construct also optimized 

nanocones with disclination angles of 2400 and 3000 by introducing pentagonal defects at the 

tips to avoid dangling bonds. In the work to follow, we present a detailed ab initio study of the 

evolution of electronic properties with the size of SiC nanocones of all possible disclination 

angles.  

 

5.2 Discussions of Results 

In this work, we have used the B3LYP hybrid functional [110, 120, 122, 164] and the all 

electron 3-21G* basis set [136] as implemented in the GAUSSIAN 03 suite of programs [168] 

for full geometry optimizations without any symmetry constraints of the nanocone structures.  

The open nanocone can be modeled as a wrapped graphene-like sheet. In order to 

have strain-free, seamless wrapping, a sector has to be cut out of the sheet. That sector should 

have an angle of n × 60°, where n = 1- 5 and thus, the resulting cone angle has only certain 

discrete values θ = 2 sin-1(1 − n/6) = 19°, 39°, 60°, 84°, 113°. A nanotube is  a nanocone with a 

cone angle of 0°. Figure 5.1 shows the modeling of a SiC nanocone of disclination angle 60° 

where a section of 60° is cut out and the cone shee t is wrapped to form a nanocone of cone  



 

 

 

 

Figure 5.1: a) Modeling of a SiC 

like sheet and wrapping the cone sheet; (b) forming a nanocone; (c) top view, and (d) side view. 

Red and blue atoms represent carbon and silicon atoms, respectively.
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Figure 5.1: a) Modeling of a SiC nanocone by cutting a section of a two dimensional graphene 

like sheet and wrapping the cone sheet; (b) forming a nanocone; (c) top view, and (d) side view. 

Red and blue atoms represent carbon and silicon atoms, respectively.

 

nanocone by cutting a section of a two dimensional graphene 

like sheet and wrapping the cone sheet; (b) forming a nanocone; (c) top view, and (d) side view. 

Red and blue atoms represent carbon and silicon atoms, respectively. 
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angle 113°. If a cut-out sector is of 60°, the cone  has one pentagon at its apex. The pentagonal 

defect in the structure leads to the construction of either carbon-rich or silicon-rich nanocones. 

Figures 5.1 (c) and 5.1(d) show top and side views of a silicon-rich nanocone of disclination 

angle 60°. In cases of nanocones of disclination an gles 180° and 300° also, we have either 

carbon-rich or silicon-rich structures.  Similarly, if the cut-out sector is 120°, the nanocone has a 

rhombic defect at its apex, and because of this even-numbered ring at the apex, the numbers of 

silicon atoms and carbon atoms are equal. This scheme of constructing nanocones leads to a 

problem in the cases of nanocones of disclination angle of 240° and 300°. The defects at the 

apices of nanocones of disclination angles 240° and  300° are a dimer and a single atom, 

respectively. Such apices might not be energetically favorable due to unavoidable dangling 

bonds at the apices of the nanocones.  

To elaborate further, we therefore modeled these nanocones (nanocones of disclination 

angles 240° and 300°) in such a way that they have only pentagonal defects at their apices.  

The disclination of nanocone structure corresponds to the presence of a given number of 

pentagonal defects at or around nanocone apex. When a pentagonal defect is introduced in a 

two dimensional graphitic sheet, a disclination of 60° is produced. In general, if n (n=1-5) 

pentagons replace the hexagonal rings in a graphitic sheet; a nanocone of disclination angle 

n×60° is formed. If n=6 the structure becomes hemis pherical cap structure of nanotubes (5, 0) 

or (3, 3). A detailed explanation of these tubes can be found in previous chapter where we have 

explored the electronic properties of silicon carbide nanotubes capped with fullerene 

hemisphere. Therefore there are two approaches of modeling a nanocone. One is cutting out a 

sector of different angles from the graphitic sheet and then wrapping it seamlessly and the other 

approach is introducing a number of pentagonal defects in the hexagonal graphitic sheet. In 

case of disclination angle of 120° and 180° we have  used both approaches of constructing the 

nanocones. In the case of disclination angles of 240° and 300°, we constructed nanocones with 

pentagonal defects only, because of the problem with unavoidable dangling bonds at the apices 



 

 

 

Figure 5.2:  (a) top view of a nanocone with disclination angle 120

side view of the nanocone; (c) top view of a nanocone with disclination angle 120

pentagonal defects at the tip;

rhombohedral and pentagonal rings.

 

75 
 

Figure 5.2:  (a) top view of a nanocone with disclination angle 1200 and a rhombohedral tip; (b) 

side view of the nanocone; (c) top view of a nanocone with disclination angle 120

pentagonal defects at the tip; (d) side view of the nanocone. The shaded regions show 

rhombohedral and pentagonal rings. 

 

and a rhombohedral tip; (b) 

side view of the nanocone; (c) top view of a nanocone with disclination angle 1200 with two 

(d) side view of the nanocone. The shaded regions show 
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of these nanocones. In the case of carbon nanocones it is well established that the most 

common defects at the apices of the nanocones are pentagonal defects [192].  However in the 

cases of heteronuclear nanocones like silicon carbide nanocones, introduction of pentagonal 

defect introduces homonuclear bond in the pentagonal ring. This affects the overall symmetry of 

the nanocone at its tip. As the previous studies on boron nitride nanocones [197-200] have 

suggested, detailed theoretical and experimental studies are required to establish the most 

favorable defects at the apices of such binary nanocones. To construct nanocones, first the 

smallest nanocones of different disclination angles are constructed and the nanocones are 

gradually grown by attaching silicon and/or carbon atoms at the open end of the nanocones. 

The dangling bonds at the open ends of all the nanocones are passivated by hydrogen atoms to 

avoid instability of the edges of the nanocones due to unsaturated bonds. Figure 5.2 shows 

nanocones of disclination angle 120° with different  topological defects i.e. rhombohedral and 

pentagonal defects. Figure 5.3 shows top views of nanocones of disclination angle 180°, 240° 

and 300° in different configurations.  

To examine the stability of the nanocones, the cohesive energy or the B.E./atom of 

each nanotube is calculated from: 

Eb= [a E(Si) + b E(C) + c E(H) - E(Sia CbHc)] / (a +b+ c)     (5.1) 

where a. b, and c are the numbers of Si, C, and H atoms respectively; E(Si), E(C), E(H) are the 

ground state total energies of Si, C, and H atoms respectively; E(Sia Cb Hc)  is the total energy 

of the optimized nanocones. The default energy convergence criterion was set to 10-6 a. u.  

 Tables 5.1 and 5.2 and Figures 5.4 and 5.5 show the variation of the B.E./atom (Eb) 

with respect to the size of the nanocones. It is evident from the data that the B.E./atom 

increases with the size of the nanocones with eventual saturation. For relatively smaller 

clusters, the B.E./atom oscillates in all cases except in nanocones of disclination angle 300° 

where the binding energy increases monotonically. This indicates greater stability of nanocones  



 

Figure 5.3: Top views of nanocones (a) of disclination angle 180

disclination angle 1800 with pentagonal defects, (c) of disclination angle 240

defect and C-C tip, (d) of disclin

disclination angle 3000. The shaded regions show defects. Arrows in (a), (b), and (e) show the 
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Figure 5.3: Top views of nanocones (a) of disclination angle 1800 with triangular tip, (b) of 

with pentagonal defects, (c) of disclination angle 2400 with pentagonal 

C tip, (d) of disclination angle 2400 with pentagonal defects and Si-

. The shaded regions show defects. Arrows in (a), (b), and (e) show the 

homo-nuclear bonds. 

 

with triangular tip, (b) of 

with pentagonal 

-C tip, (e) of 

. The shaded regions show defects. Arrows in (a), (b), and (e) show the 
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of some particular size as compared with its neighboring sizes. For example, in the case of 

nanocones with disclination angle 60°, nanocones Si 21C24H15, Si38C42H20, Si60C65H25 have 

relatively greater binding energies per atom as compared with nanocones with neighboring 

sizes. The oscillatory pattern vanishes for bigger nanocones. As expected, the carbon-rich 

nanocones have greater binding energies as compared to their respective silicon-rich 

counterparts. We have plotted the graphs only for carbon-rich nanocones in Figure 5.4, but if we 

closely look values of binding energies for silicon-rich nanocones in Table 5.1, we can see the 

same pattern for silicon-rich nanocones with slightly smaller values. Nanocones with same 

disclination angle but different tip topology have almost same B.E./atom. For example, 

Si109C116H27, a nanocone of disclination angle 180° with triang ular tip has a B.E./atom 5.23 eV 

and Si108C115H27, the same nanocone with pentagonal defects at the tip, has a B.E./atom 

5.24eV. This slightly greater value can be attributed to slightly greater ratio of the number of 

carbon atoms to silicon atoms in the second nanocone.  Figure 5.6 shows a closer look into the 

binding energies per atom for nanocones of all disclination angles with large numbers of 

constituent atoms. It is evident that the binding energies per atom increases as the disclination 

angle increases. A nanocone of disclination angle 60° is closer to the two dimensional 

graphene-like geometry whereas that of disclination angle 300° is closer to the nanotube 

geometry. Therefore, Figure 5.6 suggests that, given the similar cluster size, silicon carbide 

favors conic structures more than two dimensional graphene-like structures. This is because of 

the huge difference between sp2 and sp3 bond structure with a value of 1.25 eV per Si-C pair 

[29]. As the curvature of the nanocone structure increases, geometry of the bond structures at 

the tip becomes more sp3-like. This increases the overall stability of the structure.  

 Tables 5.1 and 5.2, and Figures 5.7 and 5.8 show the variation in HOMO-LUMO gap 

with respect to the size of nanocone clusters. HOMO-LUMO gaps of all nanocones show 

oscillatory pattern with respect to the size of the cluster. This kind of oscillatory pattern has been 

observed in finite length carbon nanotubes [188].The oscillation in the HOMO-LUMO gap is due  
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Table 5.1 Binding energies per atom (Eb) and HOMO-LUMO gaps (Eg) of carbon-rich 

nanocones. Numbers in parentheses give the value for Eb and/or Eg for corresponding silicon-

rich nanocones. Stoichiometries SixCyHz given in the table are those of carbon-rich. For silicon-

rich nanocones the corresponding stoichiometries are SiyCxHz. 

Dθ Stoichiometry  N Eb Eg 

600 Si9C11H10 30 4.49 (4.27) 2.66 (2.16) 

Si17C18H15 50 4.54 (4.49) 2.14 (1.69) 

Si21C24H15 60 4.77 (4.60) 1.78 (1.52) 

Si34C36H20 90 4.84 (4.78) 1.72 (1.34) 

Si38C42H20 100 4.95 (4.81) 1.50 (1.21) 

Si56C59H25 140 5.01 (4.94) 1.32 (1.16) 

Si60C65H25 150 5.06 (4.95) 1.19 (1.10) 

Si73C77H30 180 5.07 (5.00) 1.44 (1.18) 

Si83C87H30 200 5.11 (5.05) 1.10 (0.81) 

Si105C110H35 250 5.16 (5.10) 1.20 (1.00) 

Si115C120H35 270 5.18 (5.13) 0.80 (0.48) 

Si142C148H40 330 5.23 (5.17) 1.00 (0.62) 

Si152C158H40 350 5.24 (5.19) 0.34 (0.22) 

1800 

(With triangular 

tip) 

Si5C7H6 18 4.18 (3.90) 0.80 (1.75) 

Si10C11H9 30 4.26 (4.25) 0.98 (0.64) 

Si12C15H9 36 4.56 (4.35) 0.78 (1.11) 

Si20C22H12 54 4.67 (4.60) 1.52 (0.73) 

Si22C26H12 60 4.80 (4.62) 1.66 (0.69) 

Si33C36H15 84 4.89 (4.81) 1.01 (0.94) 

Si35C40H15 90 4.97 (4.81) 0.95 (0.91) 

Si43C47H18 108 4.97 (4.88) 1.61 (0.70) 

Si49C53H18 120 5.02 (4.94) 0.59 (0.55) 

Si62C67H21 150 5.10 (5.00) 0.95 (0.84) 

Si68C73H21 162 5.12 (5.04) 0.81 (0.68) 

Si84C90H24 198 5.17 (5.08) 1.05 (0.53) 

Si90C96H24 210 5.19 (5.11) 0.56 (0.39) 

Si103C110H27 240 5.22 (5.13) 0.87 (0.98) 
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Si109C116H27 252 5.23 (5.15) 0.50 (0.34) 

Si131C139H30 300 5.27 (5.19) 0.58 (0.57) 

Si137C145H30 312 5.28 (5.21) 0.17 (0.15) 

1800 

(With pentagonal 

defects) 

Si4C6H6 16 4.28 (3.86) 2.37 (1.23) 

Si9C10H9 28 4.34 (4.27) 1.50 (2.28) 

Si11C14H9 34 4.61 (4.34) 1.32 (1.54) 

Si19C21H12 52 4.70 (4.62) 1.49 (1.60) 

Si21C25H12 58 4.84 (4.63) 1.42 (1.39) 

Si32C35H15 82 4.91 (4.81) 1.03 (1.21) 

Si34C39H15 88 4.99 (4.81) 0.83 (1.10) 

Si42C46H18 106 5.00 (4.89) 1.37 (1.40) 

Si48C52H18 118 5.04 (4.95) 1.04 (0.98) 

Si61C66H21 148 5.11 (5.01) 1.11 (1.10) 

Si67C72H21 160 5.13 (5.04) 0.87 (0.74) 

Si83C89H24 196 5.18 (5.09) 0.93 (0.84) 

Si89C95H24 208 5.20 (5.11) 0.53 (0.44) 

Si102C109H27 238 5.23 (5.14) 0.97 (0.94) 

Si108C115H27 250 5.24 (5.16) 0.46 (0.32) 

Si130C138H30 298 5.28 (5.19) 0.62 (0.51) 

Si136C144H30 310 5.28 (5.20) 0.17 (0.16) 

3000 

(With pentagonal 

defect) 

Si5C9H6 20 4.55 (3.95) 3.05 (2.15) 

Si11C16H7 34 4.77 (4.36) 1.43 (0.63) 

Si18C24H8 50 4.94 (4.60) 1.24 (0.76) 

Si26C33H9 68 5.05 (4.76) 0.74 (1.09) 

Si35C43H10 88 5.13 (4.87) 0.59 (1.15) 

Si45C54H11 110 5.19 (4.96) 0.84 (0.84) 

Si56C66H12 134 5.24 (5.02) 0.42 (0.35) 

Si68C79H13 160 5.28 (5.08) 0.73 (0.68) 

Si81C93H14 188 5.31 (5.12) 0.41 (0.50) 

Si95C108H15 218 5.34 (5.16) 0.68 (0.66) 

Si110C124H16 250 5.36 (5.20) 0.36 (0.29) 

Si124C139H17 280 5.38 (5.23) 0.43 (0.69) 

Si139C153H18 310 5.39 (5.26) 0.34 (0.17) 
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Table 5.2 Binding energies per atom (Eb) and HOMO-LUMO gaps (Eg) of nanocones 

having equal number of carbon and silicon atoms and having Si-C bond at the tip in case of 

1200 and 2400 with pentagonal defects. Numbers in parentheses give the value for Eb and/or Eg 

for corresponding nanocones having C-C bond at the tip. Stoichiometries SixCyHz given in the 

table are those of nanocones with Si-C bond at the tip. For nanocones with C-C tip, the 

corresponding stoichiometries are Six-1Cy+1Hz. 

Dθ Stoichiometry  N Eb Eg 

1200  

(With 

rhombic 

tip) 

Si8C8H8 24 4.30 3.64 

Si14C14H12 40 4.47 3.01 

Si18C18H12 48 4.65 2.82 

Si28C28H16 72 4.79 3.24 

Si32C32H16 80 4.86 2.47 

Si46C46H20 112 4.97 2.62 

Si50C50H20 120 5.00 1.81 

Si60C60H24 144 5.02 3.20 

Si68C68H24 160 5.08 1.75 

Si86C86H28 200 5.13 2.33 

Si94C94H28 216 5.16 0.95 

Si116C116H32 264 5.20 1.26 

Si124C124H32 280 5.22 0.35 

Si142C142H36 320 5.24 1.68 

Si150C150H36 336 5.25 0.38 

1200  

(With 

pentagonal 

defects) 

Si7C7H8 22 4.23 (4.41) 2.45 (3.00) 

Si13C13H12 38 4.43 (4.55) 2.12 (2.32) 

Si17C17H12 46 4.61 (4.68) 2.42 (2.66) 

Si27C27H16 70 4.76 (4.81) 2.34 (2.54) 

Si31C31H16 78 4.84 (4.88) 2.34 (2.43) 

Si45C45H20 110 4.95 (4.98) 2.34 (2.48) 

Si49C59H20 118 4.99 (5.01) 1.82 (1.84) 

Si59C59H24 142 5.01 (5.04) 2.34 (2.53) 

Si67C67H24 158 5.07 (5.09) 1.75 (1.77) 
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Si85C85H28 198 5.12 (5.14) 2.27 (2.33) 

Si93C93H28 214 5.15 (5.17) 0.95 (0.96) 

Si115C115H32 262 5.19 (5.21) 1.26 (1.27) 

Si123C123H32 278 5.21 (5.22) 0.35 (0.35) 

Si141C141H36 318 5.23 (5.24) 1.67 (1.68) 

Si149C149H36 334 5.25 (5.26) 0.38 (0.38) 

2400  

(With 

pentagonal

defects) 

Si6C6H6 18 4.17 (4.38) 3.06 (2.59) 

Si11C11H8 30 4.46 (4.56) 2.38 (2.59) 

Si13C13H8 34 4.55 (4.63) 2.27 (2.57) 

Si20C20H10 50 4.74 (4.80) 2.23 (2.41) 

Si22C22H10 54 4.79 (4.84) 1.86 (2.14) 

Si27C27H12 66 4.85 (4.89) 2.24 (2.39) 

Si31C31H12 74 4.92 (4.95) 1.87 (2.04) 

Si40C40H14 94 5.00 (5.03) 2.14 (2.37) 

Si44C44H14 102 5.03 (5.06) 1.19 (1.20) 

Si55C55H16 126 5.10 (5.12) 1.47 (1.47) 

Si59C59H16 134 5.12 (5.14) 0.52 (0.52) 

Si68C68H18 154 5.15 (5.17) 1.76 (1.83) 

Si72C72H18 162 5.17 (5.18) 0.56 (0.56) 

Si87C87H20 194 5.21 (5.22) 0.76 (0.76) 

Si91C91H20 202 5.22 (5.24) 0.23 (0.23) 

Si106C106H22 234 5.25 (5.26) 0.21 (0.21) 

Si112C112H22 246 5.27 (5.28) 0.18 (0.18) 
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Figure 5.4: B.E./atom versus number of atoms in carbon-rich nanocones with 

disclination angle 600, 1800 and 3000. 
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Figure 5.5: B.E./atom versus number of atoms in nanocones with disclination angle 1200 and 

2400. 
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Figure 5.6: B.E./atom versus number of atoms for nanocones of disclination angle D=600-3000. 
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Figure 5.7: HOMO-LUMO gap versus number of atoms in carbon-rich nanocones with 

disclination angle 600, 1800 and 3000. 
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Figure 5.8: HOMO-LUMO gap versus number of atoms in nanocones with disclination angle 

1200 and 2400. 
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to the difference in edge structures of the nanocones when we gradually increase the size of the 

nanocones. For example, Figure 5.9 shows the structure of nanocones with disclination angle 

60° of three different sizes- Si 60C65H25, Si73C77H30, and Si83C87H30. They have HOMO-LUMO 

gaps of 1.19 eV, 1.44 eV, and 1.10 eV, respectively. As indicated before, this points to an 

oscillatory pattern in the HOMO-LUMO gaps. But also, as we can clearly see in the figure that 

the edge of the first nanocone in this example does not have any armchair-like configuration, 

whereas in the second there are 10 armchair-like configurations at the edge and there are only 

5 armchair-like configurations at the edge of the third nanocone.  Equal number of hydrogen in 

the second and the third nanocones suggest that they have similar opening sizes. The major 

difference between them is the edge structures – one has more armchair regions than the other 

one. This suggests that larger the number of armchair-like edges, larger is the HOMO-LUMO 

gap. This holds for all nanocones under study. This has been also confirmed by the HOMO-

LUMO gaps of armchair and zigzag silicon carbide nanotubes in our previous studies [47, 48] it 

is shown that the band gaps of zigzag nanotubes are significantly lower than those of armchair 

nanotubes. Figure 5.10 shows difference among density-of-states plots of the three nanocones 

discussed in the example. In all of the nanocones we studied here, the HOMO and LUMO are 

localized around the open ends and around C-rich or Si-rich regions of the nanocones except in 

some of the nanocones with disclination angle 120°.  In the case of some nanocones with 

disclination angle 120° we observed that the HOMO i s distributed over the wall of the nanocone 

and LUMO is localized around the tip of the nanocone if the nanocone tip is rhombic. Also, the 

localization of HOMO and LUMO are affected by the structure of the tip. If the tip has 

pentagonal defects, both HOMO and LUMO are localized around the tip.  Figure 5.11 shows the 

HOMO and LUMO surface plots of nanocone of disclination angle 120° of identical cone-

opening but with different tip structure. It is evident from the figure that the localization of HOMO 

and LUMO is greatly affected by the structure of the tip. 

 



 

 

 

 

 

 

 

 

Figure 5.9: Three different sizes of nanocones with disclination angle 60

Si73C77H30, and (c) Si83C87
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Three different sizes of nanocones with disclination angle 600. (a) Si60

87H30. Armchair region at the edges of nanocones are shaded.

 

 

 

 

 

 

 

 

60C65H25, (b) 

. Armchair region at the edges of nanocones are shaded. 
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Figure 5.10: Density of states of three different sizes of nanocones with disclination angle 600. 

(a) Si60C65H25, (b) Si73C77H30, and (c) Si83C87H30.  

 

 

 

 

  



 

Figure 5.11: HOMO plots [(a),(c),(e)] and LUMO plots [(b),(d),(f)] of nanocone of disclination 

angle 1200 with rhombic tip [(a),(b)]; wit

and with pentagonal defects and Si
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Figure 5.11: HOMO plots [(a),(c),(e)] and LUMO plots [(b),(d),(f)] of nanocone of disclination 

with rhombic tip [(a),(b)]; with pentagonal defects and C-C bond at the tip[(c),(d)]; 

and with pentagonal defects and Si-C bond at the tip[(e), (f)]. 

 

Figure 5.11: HOMO plots [(a),(c),(e)] and LUMO plots [(b),(d),(f)] of nanocone of disclination 

C bond at the tip[(c),(d)]; 



 

Figure 5.12: Natural bond orbital (NBO) charge distributions for nanocones (a) D=60

and (b) 1200. Carbon gained and silicon 

remain almost neutral. 
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Figure 5.12: Natural bond orbital (NBO) charge distributions for nanocones (a) D=60

. Carbon gained and silicon atoms lost charge. Hydrogen atoms at dangling bonds 

 

Figure 5.12: Natural bond orbital (NBO) charge distributions for nanocones (a) D=600 

atoms lost charge. Hydrogen atoms at dangling bonds 
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We also performed NBO charge analysis [201] for the nanocones studied here. All the 

structures show significant electron transfer from Si to C atoms. Figure 5.12 implies that carbon-

rich nanocone structures are less ionic than the nanocones with equal number of silicon and 

carbon atoms, as they have some homo-nuclear bonds (C-C). In fact, the Si-C bonds in 

nanocones with disclination angle 120° and 240° are  all partially ionic, whereas in case of 60°, 

180°, and 300°, bonds Si-C, C-C (or Si-Si), are a m ixture of partially ionic and covalent bonds. 

The asymmetry in charge distribution in SiC nanocones can further be exploited to achieve 

different electronic properties by exterior-wall decoration at different adsorption sites. 

 

5.3 Conclusions 

In summary, we have studied silicon carbide nanocones of different disclination angles 

and different tip structures. Evolution of electronic properties with the size of the nanocones 

within each category is also studied. The study suggests the possibilities of experimental 

synthesis of free standing silicon carbide nanocones. The B.E./atom or the cohesive energy of 

the nanocones depends not only on the number of atoms but also on the disclination angle of 

the nanocone. Cohesive energies of nanocones with greater disclination angle are greater as 

compared to the nanocones of smaller disclination angle. This suggests that the tubular 

structure of silicon carbide is more favored than two dimensional graphene-like sheets. Also, the 

study shows that the electronic properties of nanocones strongly depend on the edge structure 

of the nanocones. 
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CHAPTER 6 

DOUBLE-WALLED SILICON CARBIDE NANOTUBES 

 

6.1 Introduction 

   Although multi-walled nanotubes (MWNTs) have been synthesized and investigated 

first, there are very few ab initio studies on MWNTs compared to single-walled nanotubes 

(SWNTs), partly because of the complexity of MWNTs compared to SWNTs. The first logical 

step towards the study of MWNTs would obviously be double-walled nanotubes (DWNTs) 

constructed inserting one nanotube inside another. DWNTs were first observed by Iijima in 

1991, along with MWNTs [1]. The selective synthesis of DWNTs is reported by Hutchison et al. 

in 2001[202]. Two coaxial SWNTs (n1, m1) and (n2, m2) make a DWNT (n1, m1) @ (n2, m2) 

where (n1, m1) and (n2, m2) represent the inner and outer tubes, respectively. Double walled 

nanotubes are the simplest multi-walled nanotubes. Study of double walled nanotubes might 

elucidate the nature of inter-wall interaction in multi-walled nanotubes. Double walled carbon 

nanotubes possess higher thermal and chemical stability than single walled nanotubes [203-

211]. Kim et al. [209] have studied the sequential structural changes of double walled 

nanotubes as a function of temperature and found that the double walled nanotubes with inner 

wall diameter greater than 9 nm are structurally stable up to 2000 0C. The single walled 

nanotubes have thermal stability up to about 1800° C [212]. Liu et al. [210] performed 

thermogravimetric analysis (TGA) of double-walled carbon nanotubes in air and reported that 

the double-walled nanotubes have oxidation resistance up to about 800°C, whereas single-

walled nanotube have oxidation resistance up to about 750°C [213]. The Young’s modulus and 

tensile strength of double walled nanotubes are found to be 0.73-1.33 TPa and 13-46 GPa 

respectively [211]. Double walled nanotubes are superior to the single walled and multi-walled 
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nanotubes in many respects, for example, they have shown better performance as  field 

emitters [214] and in field-effect transistors [215, 216]. In an experimental study, Shimada et al. 

[215] have compared subthreshold swing factor of DWNTs with that of SWNTs and shown that 

DWNTs are better FET channels than SWNTs. The authors used double walled nanotubes as 

channels of field-effect transistors (FET) and reported that DWNTs-FETs show metallic or 

semiconducting behavior depending on the tube diameters. The semiconducting double walled 

nanotubes exhibit both p- and n-type characteristics which is absent in normal single-walled-

nanotubes-FETs.  Kuwahara et al. [217] have successfully used double-walled nanotubes as 

AFM tips and found that the double-walled nanotubes as AFM tip possess higher resolution, 

high aspect ratio imaging and a longer lifetime of the tip as compared to multi-walled or single-

walled nanotube tips. These novel characteristics of DWNT–AFM tips are attributed to 

mechanical robustness, and the bending rigidity of DWNTs. Double-walled carbon nanotubes 

are found to have interlayer separation greater than that observed in multiwalled carbon 

nanotubes. Cumings et al. [218] have reported the synthesis of DWCNTs with interlayer 

seperation of 7 Å.  Double walled nanotubes provide ideal structure for the functionalization of 

the tubes since one can find a way to functionalize the outer tube while preserving the electrical 

properties of inner tubes [219-221]. Therefore the study of double-walled nanotubes is important 

not only to understand the interlayer interaction in multi-walled nanotubes but also to explore 

their stand alone applications. A detailed discussion of double-walled carbon nanotubes is 

provided in a recent review article by Shen et al. [222]. 

 

6.2 Construction of Double-Walled Nanotubes 

As discussed before, a DWNT is represented by (n1, m1)@(n2, m2). If (n1,m1) be the 

chiral indices of the inner wall and the chiral indices of the outer wall (n2,m2) of a DWNT can be 

given by the solution of equation, 0)( 2
222

2
2 =−++ knnmm  for a given value of n2. The 
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factor k is given by 
2

1 ])(2[ arrk t ∆+= π where 1tr, r∆ , and a  represent radius of inner tube, 

interlayer spacing and lattice constant respectively. The radius of inner tube is given by 

π211
2

1
2

11 mnmnart ++= [223].  These equations are particularly important when one has 

to model polychiral nanotubes with certain interlayer separation. The study of polychiral 

nanotubes is quite interesting in carbon nanotubes [224] since a slight change in chirality 

changes the electronic properties of the nanotubes, whereas, all the single-walled SiCNTs are 

semiconducting irrespective of their chirality. Therefore, for the symmetry consideration and for 

computational convenience all the double-walled SiCNTs we studied are armchair@armchair 

nanotubes.  An armchair@armchair nanotube can be represented by (m, m) @(n, n). The 

radius of the nanotube (m, m) is given by �� � ~√3� 25⁄ � 3�~��zr 25⁄ , where ~��zr is the SiC 

bond length in the nanotube. If we take ~��zr � 1.79� then the radius of nanotube (m, m) is 

approximately 0.85�. Therefore the theoretical interlayer separation of armchair@armchair 

double-walled SiCNT (m, m) @ (n, n) is given by ∆� � 0.85∆� � where ∆� � � 	 �. In our study 

we have considered double-walled nanotube with various interlayer separations. In particular, 

we have investigated the structural and electronic properties of nanotubes form (3,3)@(6,6) to 

(6,6)@(12,12). We have used cluster approximation to represent double-walled silicon carbide 

nanotubes. As explained before, this approach simulates effect of the infinite nanotubes by 

saturating the dangling bond at both ends of the nanotubes by hydrogen atoms. As discussed in 

the Chapters 1 and 2, there are three types of SiC nanotubes depending upon the arrangement 

of atoms in the tube. Figure 6.1 shows the arrangement of atoms in three types of nanotubes.  

All three types of nanotubes are used to model double-walled nanotubes. Figure 6.2 shows the 

side and top views of (4,4)@(10,10) double-walled SiC nanotube in type 1, 2, and 3 

configurations. From the previous studies on single walled SiCNTs it is clear that the type 1 

nanotubes are more stable than type 2 and type 3. The band gaps of the type 2 and type 3 
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Figure 6.1: Atomic arrangements for (a) type 1, (b) type 2, and (c) type 3 nanotubes, with 

carbon atoms as green and silicon atoms blue. The dashed lines represent the orientation of 

tube axis. 
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Figure 6.2: Side and top views of (4,4)@(10,10) double-walled SiC nanotube in (a) type 1, (b) 

type 2, and (c) type 3 configuration. Green atoms are carbon, blue atoms are silicon and red 

atoms are hydrogen attached to the dangling bonds. 
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nanotubes are smaller as compared to type 1. It is interesting to see how these properties 

change from single-walled to double-walled nanotubes. 

 

6.3 Discussions of Results 

In this work, we have used the B3LYP hybrid functional [110, 120, 122, 164] and the all 

electron 3-21G* basis set [136] as implemented in the GAUSSIAN 03 suite of programs [168] 

for full geometry optimizations without any symmetry constraints of the nanotube structures.  

The stability of a double-walled nanotube is calculated using two different approaches. 

The B.E./atom was calculated from 

Eb=[aE(Si)+bE(C)+cE(H)-E(SiaCbHc)]/(a+b+c)     (6.1) 

where a, b and c are the numbers of Si, C, and H atoms respectively and E(SiaCbHc)  is the total 

energy of the clusters representing the nanotubes. The formation energy for each DWNT is 

given by: 

 ∆E = E (m, m) + E (n, n) – E [(m. m) @ (n, n)]    (6.2) 

where E(m, m) and E (n, n) are the optimized ground state total energies of SWNTs (m, m) and 

(n, n), respectively and E[(m, m)@(n, n)] is the optimized ground state total energy of a DWNT 

(m, m)@(n, n) with the energy convergence criterion being set to 10-6 a.u. Obviously, according 

to our definitions, both the B.E./atom and the formation energy have to be positive for a DWNT 

to be stable. For the sake of comparison with DWNTs, Table 6.1 shows the results of (3, 3) to 

(12, 12) SiC SWNTs of all three types, including the tube diameter, radial bucking, B.E./atom, 

and the highest-occupied-molecular-orbital to lowest-unoccupied-molecular-orbital (HOMO-

LUMO) gap using the all-electron 3-21G* basis set. Figures 6.3, 6.4, and 6.5 show the plot of 

B.E./atom, HOMO-LUMO gap, and radial buckling respectively as the function of diameter of 

the single-walled silicon carbide nanotubes. It is worth noting that the B.E./atom of a SiC SWNT 

increases monotonically with the size/diameter of the tube, the value of the binding energy 

being 5.060 eV for (12,12) type 1. Type 2 and type 3 nanotubes have relatively lower binding 
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                    Table 6.1: Tube diameter (in Å), radial buckling (in Å), binding energy per atom (in eV), and HOMO-LUMO gap (in eV) for 

single-walled SiC nanotubes. 

Nanotube  
Number 

of 
atoms 

Diameter (Å) Buckling (Å) B.E./atom (eV) HOMO-LUMO gap 
(eV) 

Type  
1 

Type  
2 

Type  
3 

Type 
1 

Type 
2 

Type 
3 

Type 
1 

Type 
2 

Type 
3 

Type 
1 

Type 
2 

Type 
3 

(3,3) 72 5.206 5.222 5.242 0.091 0.298 0.175 4.869 4.686 4.588 3.335 1.439 1.281 

(4,4) 96 6.926 6.989 7.023 0.062 0.267 0.003 4.952 4.681 4.678 3.306 1.422 1.080 

(5,5) 120 8.636 8.879 8.738 0.050 0.155 0.001 4.994 4.707 4.725 3.547 0.913 1.039 

(6,6) 144 10.344 10.645 10.463 0.042 0.136 0.002 5.017 4.730 4.751 3.535 0.958 1.017 

(7,7) 168 12.060 12.418 12.191 0.033 0.113 0.004 5.032 4.745 4.768 3.493 0.961 1.008 

(8,8) 192 13.772 14.187 13.913 0.028 0.102 0.004 5.041 4.754 4.779 3.471 0.978 1.005 

(9,9) 216 15.484 15.955 15.640 0.024 0.096 0.005 5.048 4.761 4.786 3.459 0.994 1.004 

(10,10) 240 17.197 17.725 17.367 0.021 0.092 0.006 5.053 4.766 4.791 3.449 0.988 1.003 

(11,11) 264 18.906 19.494 19.094 0.018 0.084 0.005 5.057 4.769 4.795 3.441 0.982 1.003 

(12,12) 288 20.623 21.264 20.822 0.018 0.081 0.005 5.060 4.772 4.798 3.438 0.980 1.003 
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Figure 6.3: B.E./atom (eV) versus diameter of single-walled silicon carbide nanotubes. 

 

 

  



 

102 
 

 

 

 

4 6 8 10 12 14 16 18 20 22

1.0

1.5

2.0

2.5

3.0

3.5

 

 

H
O

M
O

-L
U

M
O

 g
ap

 (
eV

)

Diameter (Å)

 Type 1
 Type 2
 Type 3

 

Figure 6.4: HOMO-LUMO gap (eV) versus diameter of single-walled silicon carbide nanotubes. 
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Figure 6.5: Buckling versus diameter of single-walled silicon carbide nanotubes. 
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energies and HOMO-LUMO gap than those of type 1. The radial buckling all the nanotubes 

decrease with increase in diameter. For a given nanotube, radial buckling is significantly greater 

in type-2 configuration than in type 1 and type 3. As we will see later, the amount of radial 

buckling in individual single-walled nanotube plays an important role in determining whether a 

double-walled nanotubes preserves a co-axial geometry or not.        

Table 6.2 and Figure 6.6 show the variations of binding energies per atom with respect 

to the total number of atoms. As in the case of single-walled nanotubes, type 1 DWNTs have 

relatively higher binding energies compared to those of types 2 and 3. This can be attributed to 

the overall symmetry of type 1 nanotubes since clusters tend to prefer symmetric structures with 

higher binding energies. Also, type 1 tubes have only Si-C bonds which are stronger than Si-Si 

bonds and this makes types 2 and 3 nanotubes slightly less stable. Types 2 and 3 DWNTs have 

nearly equal binding energies per atom. Since SiC prefers sp3 bonding more than sp2, the 

collapsed nanotubes (indicated by “C” in Figure 6.6) have relatively higher binding energies 

than those with co-axial tubular geometry in all three configurations. However, the difference 

between the B.E./atom of collapsed and co-axial tubular nanotubes is very small. For example, 

the collapsed nanotube (4,4)@(8,8) type 2 has a B.E./atom of 4.9150 eV and (4,4)@(10,10) 

type 2 which has co-axial tubular geometry has a B.E./atom of 4.7432 eV. In type 1 

configuration it is evident that there is an opposing trend in B.E./atom as the inner tube 

increases in diameter. For (3, 3) @ (n, n) (n =7-12), the binding energy first decreases and then 

shows a monotonically increasing pattern. For the other tubes, the B.E./atom tends to show an 

oscillatory pattern, with some DWNT structures such as (4,4)@(9,9), (5,5)@(9,9), and 

(6,6)@(10,10) indicating increased stabilities. In type 2, binding energy first decreases going 

from collapsed to co-axial tubular nanotubes and then increases with size for all co-axial tubular 

nanotubes. However the increase in B.E./atom is not significant.  In type 3, B.E./atom shows 

similar trends as in type 1. For co-axial tubular DWNTs there is an opposing trend in B.E./atom 

as the inner tube increases in size. For DWNTs having inner tube (3,3) and (4,4), i.e.
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Table 6.2: Interlayer separation (in (Å), B.E./atom (in eV), and formation energy (in eV) for SiC DWNTs (“collapsed” indicates nanotubes 

without co-axial tubular geometry.) 

Nanotube 
Inter Layer Seperation  B.E./atom (eV)  Formation energy (eV)  

Type 1  Type 2  Type 3  Type 1  Type 2  Type 3  Type 1  Type 2  Type 3  

(3,3)@(6,6) Collapsed Collapsed Collapsed 5.0731 4.8675 4.8242 22.7479 32.8540 27.5162 

(3,3)@(7,7) 3.3756 Collapsed Collapsed 5.0162 4.8802 4.8385 7.9662 36.7652 29.9382 

(3,3)@(8,8) 4.2578 Collapsed 4.2971 5.0063 4.8448 4.7366 3.1099 28.8432 2.6665 

(3,3)@(9,9) 5.1339 5.2907 5.1659 5.0058 4.7357 4.7376 0.6374 1.8342 0.3445 

(3,3)@(10,10) 6.0429 6.2325 6.0562 5.0101 4.7470 4.7436 −0.2321 -0.0925 -0.2408 

(3,3)@(11,11) 6.8553 7.1381 6.9072 5.0167 4.7512 4.7503 0.0007 0.0386 0.1768 

(3,3)@(12,12) 7.7133 8.0173 7.7602 5.0216 4.7546 4.7558 0.0039 0.0310 0.1713 

(4,4)@(7,7) Collapsed Collapsed Collapsed 5.0749 4.8770 4.8495 19.0937 41.0162 30.2179 

(4,4)@(8,8) 3.4525 Collapsed Collapsed 5.0307 4.9150 4.8226 5.5516 53.3098 22.3629  

(4,4)@(9,9) 4.2985 Collapsed 4.2566 5.0317 4.8596 4.7627 4.1219 38.4673 3.1206 

(4,4)@(10,10) 5.1555 5.3494 5.1804 5.0262 4.7432 4.7601 0.6730 0.5346 0.4119 

(4,4)@(11,11) 5.9742 6.2492 6.0284 5.0289 4.7462 4.7638 0.0704 0.1552 -0.0659 

(4,4)@(12,12) 6.8525 7.1381 6.8897 5.0325 4.7492 4.7680 −0.0268 -0.0278 -0.0860 

(5,5)@(10,10) 4.2635 Collapsed 4.2207 5.0458 4.8901 4.7794 4.4682 51.8035 3.6557 

(5,5)@(11,11) 5.1592 5.3176 5.1687 5.0459 4.7485 4.7748 4.2310 0.5233 0.5407 

(5,5)@(12,12) 6.0223 6.1885 6.0360 5.0382 4.7527 4.7766 −0.0059 0.0970 -0.0984 

(6,6)@(9,9) 2.9931 Collapsed Collapsed 5.0152 4.9344 4.8707 −0.7022 66.9246 35.4919 

(6,6)@(11,11) 4.1838 Collapsed 4.2114 5.0564 4.9224 4.7902 5.5508 68.1388 4.2352 

                     



 

106 
 

 

 

 

200 220 240 260 280 300 320 340 360 380 400 420 440

4.72

4.76

4.80

4.84

4.74

4.80

4.86

4.92
5.00

5.02

5.04

5.06

5.08

C

C

Type 3

n=12n=11n=10

n=9

n=12
n=11n=10

n=12
n=11n=10n=9

n=8

n=7

n=12n=11n=10

n=9n=8

n=7
n=6 C

C

  

No. of atoms

C

n=10

n=9
C

C

C

C
C

Type 2

n=8
n=9

n=11
n=12

n=12n=11n=10

n=8
n=7

n=12n=11n=10n=9

n=8

n=7
n=6

C

C

 

B
.E

./a
to

m
 (e

V
)

Type 1

n=12

n=11n=10

n=9

n=8 n=12
n=11

n=10

n=9

n=8

n=12
n=11n=10

n=9

n=7

n=12

n=11
n=10

n=9n=8

n=7

C

C

CC
n=6

 

 

 

 

 (3,3)@(n,n)
 (4,4)@(n,n)
 (5,5)@(n,n)
 (6,6)@(n,n)

 

Figure 6.6 : Variation of B.E./atom (eV) versus the number of atoms. 
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(3,3)@(n,n) and (4,4)@(n,n) B.E./atom increases as the size of the tube increases whereas the  

B.E./atom of (5,5)@(n,n) shows small oscillations and that of (6,6)@(n,n) shows slightly 

decreasing trend. The collapsed nanotubes have greater binding energies per atom than those 

of co-axial tubular DWNTs as in types 1 and 2 tubes. The oscillatory pattern of B.E./atom in type 

1 and type 3 DWNTs is similar to the patterns observed in nanoclusters and reminiscent of the 

concept of “magic numbers” in clusters.  A closer examination of the values of the binding 

energies per atom for all the DWNTs studied here, however, show that the binding energies per 

atom do not vary significantly, from about 4.7 eV to about 5.0 eV, a difference of about 6%.  We 

also note from Tables 1 and 2 that the stabilities of SiC DWNTs are of the same order as those 

of SiC SWNTs. It should therefore be, in principle, possible to synthesize both SiC DWNTs and 

SWNTs under experimental conditions. As mentioned before, the largest value of the binding 

energy of a SWNT obtained in this study is 5.06 eV/atom for the (12, 12) tube whereas the 

largest value of a non-collapsed DWNT is 5.07 eV/atom for the (5,5)@(9,9) tube. 

Table 6.2 and Figure 6.7 show the variation of the formation energy with respect to the 

interlayer separation of DWNTs. The formation energy gives a measure of the stability of a 

DWNT with respect to the individual SWNTs. The variation of the formation energy with respect 

to interlayer separation, as studied in some earlier computational works on DWNTs, has shown 

that there is a most favorable interlayer separation of a DWNT depending on the constituent 

atoms of the nanotubes. The most favorable interlayer separation of binary nanotubes like 

boron nitride [225] and silicon carbide [41] depends on atomic arrangements in the inner and 

outer nanotubes. Yu et al. [41] have shown that the interlayer separation of graphene-like layers 

of silicon carbide is about 3.7 Å for Si on top of C sequence of bi-layer arrangement and about 

4.8 Å for Si on top of Si or C on top of C sequence of bi-layer arrangement. A similar study on 

multilayered graphene-like SiC sheets by Huda et al. [40] has shown that the interlayer 

separation is 2.1 Å for Si on top of C sequence and 4.1 Å for Si on top of Si sequence. 

However, DWNTs having such definite sequence of bi-layer arrangement can be realized in 
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Figure 6.7: Variation of formation energy (eV) versus the interlayer seperation (Å) 
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relatively big DWNTs having nearly equal number of Si (and/or C) atoms in outer and inner 

nanotubes. Since the nanotubes considered in this study are relatively small, numbers of Si and 

C atoms in inner and outer nanotubes are significantly different. Therefore in the cases of types 

1 and 3 tubes, it is not possible to get a definite sequence of the atoms in the inner and outer 

nanotubes like in two graphene-like layers of SiC. However, in case of type 2 DWNTs there is a 

definite sequence of the atoms (Si on top of Si, C on top of C) because of its construction. 

Therefore, in case of type 2 DWNTs we expect greater interlayer separation than in type 1 and 

type 3 DWNTs. It is found that all type 2 nanotubes which have interlayer separation of about 

4.2 Å collapse and lose the geometry of DWNTs, at least in the sense that they are no longer 

co-axial tubes. In the case of type 3, DWNTs with interlayer separation of about 3.5 Å collapse 

except (6,6)@(10,10) which has interlayer separation of 3.5 Å. Type1 DWNTs preserve their 

geometry for relatively smaller interlayer separation. The type 1 configuration favors interlayer 

separation of about 3.5 Å. It is found that the smaller DWNTs having  interlayer separation of 

about 2.5 Å, in particular (3,3)@(6,6), (4,4)@(7,7) collapse (see Figure 6.8). The greater 

buckling of smaller nanotube brings atoms in the outer and inner tubes closer which causes 

bonding of atoms in the inner and outer nanotubes collapsing the DWNT. However the bigger 

nanotubes (5,5)@(8,8) and (6,6)@(9,9) do not collapse like smaller nanotubes because they 

have comparatively small buckling.  Although (5,5) @(8,8) and (6,6)@(9,9), both with interlayer 

separation of about 3 Å, seem to preserve their co-axial geometry, their very low formation 

energy suggests that they are either unstable or less stable. In terms of chiral indices of 

DWNTs, (n,n)@(m,m), type 1 configuration collapse or becomes unstable when (m-n)≤3, type 2 

configuration collapse when (m-n) ≤ 5, and type 3 configuration collapse when (m-n) ≤ 4 except 

(6,6)@(10,10) and probably bigger DWNTs. Figure 6.9 shows the double-walled nanotube 

(4,4)@(8,8) of three types. It is clear from the figure that type 1 is preserving co-axial geometry 

of the double-walled nanotubes whereas type 2 and type 3 configuration of this double-walled 

nanotube are collapsed and no longer double-walled in the sense that the outer and inner walls 



 

 

Figure 6.8 Top views of (a) (3,3)@(6,6) and (b) (4,4)@(7,7) of “collapsed” double

nanotubes in type 1 configuration. Green atoms are carbon, blue atoms are 

atoms are hdrogen attached to the dangling bonds.

Figure 6.9 Top views of (4,4)@(8,8) SiC nanotube in (a) type 1, (b) type 2, and (c) type3 

configuration. Green atoms are carbon, blue atoms are silicon and red atoms are h
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Figure 6.8 Top views of (a) (3,3)@(6,6) and (b) (4,4)@(7,7) of “collapsed” double

nanotubes in type 1 configuration. Green atoms are carbon, blue atoms are silicon and red 

atoms are hdrogen attached to the dangling bonds. 

 

 

Figure 6.9 Top views of (4,4)@(8,8) SiC nanotube in (a) type 1, (b) type 2, and (c) type3 

configuration. Green atoms are carbon, blue atoms are silicon and red atoms are h

attached to dangling bonds. 

 

Figure 6.8 Top views of (a) (3,3)@(6,6) and (b) (4,4)@(7,7) of “collapsed” double-walled SiC 

silicon and red 

 
Figure 6.9 Top views of (4,4)@(8,8) SiC nanotube in (a) type 1, (b) type 2, and (c) type3 

configuration. Green atoms are carbon, blue atoms are silicon and red atoms are hydrogen  
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are meshed. In fact, in the experiment of Sun et al. [38], multi-walled SiC nanotubes, with 

interlayer spacing ranging from 3.5-4.5 Å was observed, resulting from the reaction of silicon 

(via disproportionation of SiO) and multi-walled carbon nanotubes (as templates). We note that 

(5,5)@(9,9) type 1 tube with an interlayer separation 3.57 Å is a particularly stable SiC DWNT, 

with the highest formation energy among all the tubes studied here. In type 2 configuration, 

(3,3)@(9,9), with an interlayer separation of 5.3  Å, has the maximum formation energy of 1.83 

eV, and in type 3 configuration, (6,6)@(10,10) with an interlayer separation of 3.5  Å, has the 

maximum formation energy of 5.89 eV. Therefore type 3 DWNTs are more stable than type 2. 

From these results, it is clear that the interlayer separation of multi-walled silicon carbide 

nanotubes is greater than that of multi-walled carbon nanotubes. Most of the attempts to 

synthesize silicon carbide are done by taking multi-walled carbon nanotubes as templates and 

reacting the carbon nanotubes with SiO. However this approach has yielded very few cases of 

success in synthesizing silicon carbide nanotubes. In most of the cases β-SiC nanowires are 

formed. This is because interlayer separation of the template itself is very small compared to 

what might be suitable for multi-walled silicon carbide nanotubes. So it collapses to form 

nanowires when reacted with SiO. From our theoretical calculation, we expect that if the 

templates chosen for the fabrication have interlayer separation of the order of 4 Å, the method 

would yield high percentage of hollow silicon carbide nanotubes.  

   Table 6.3 and figure 6.10 show the variation of the band gaps of the DWNTs with 

respect to the number of atoms. All the ground state structures we have studied here are in 

singlet state i.e. no magnetic structure has been found. It is evident that band gaps of all type 1 

DWNTs are greater than those of type 2 and type 3 DWNTs as expected. We note here that 

type 1 nanotubes have only Si-C bonds which is partially ionic as compared to types 2 and 3 

tubes which have some covalent C-C and Si-Si bonds in addition to Si-C bonds. Figure 6.11 

shows the density of states (DOS) of (4,4)@(10,10) double-walled SiC nanotube of all three 

types.The band gap of the DWNTs which preserve the co-axial tubular geometry varies from  
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Table 6.3: HOMO-LUMO gap (in eV) of SiC DWNT 

Nanotube 
Number of 

Atoms 

HOMO-LUMO gap (eV) 

Type 1 Type 2 Type 3 

(3,3)@(6,6) 216 2.1366 0.4814 0.6090 

(3,3)@(7,7) 240 2.0060 0.4087 0.7429 

(3,3)@(8,8) 264 3.0624 0.3380 0.8054 

(3,3)@(9,9) 288 3.1182 0.7717 0.7886 

(3,3)@(10,10) 312 3.1527 0.9782 0.7869 

(3,3)@(11,11) 336 3.1647 0.9755 0.7831 

(3,3)@(12,12) 360 3.1927 0.9782 0.7918 

(4,4)@(7,7) 264 1.8305 0.4073 0.6139 

(4,4)@(8,8) 288 2.6482 0.6027 0.8246  

(4,4)@(9,9) 312 3.1152 0.4367 0.6278 

(4,4)@(10,10) 336 3.1682 0.9475 0.7826 

(4,4)@(11,11) 360 3.1758 0.9771 0.7981 

(4,4)@(12,12) 384 3.1941 0.9782 0.7940 

(5,5)@(10,10) 360 3.2787 0.6688 0.6152 

(5,5)@(11,11) 384 3.2335 0.5211 0.7927 

(5,5)@(12,12) 408 3.3099 0.6158 0.8114 

(6,6)@(9,9) 360 2.5472 0.5948 0.5758 

(6,6)@(11,11) 408 3.2860 0.7423 0.6155 
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Figure 6.10 : HOMO-LUMO gap versus the number of atoms. 
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Figure 6.11 Density of states (DOS) of (4,4)@(10,10) double-walled SiC nanotube in (a) type 1, 

(b) type 2, and (c) type 3 configurations. 
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0.48 eV to 3.35 eV. The collapsed tubes have significantly smaller band gaps as compared to 

the co-axial tubular DWNTs. For example, the collapsed nanotube (5,5)@(8,8) type 2 has a 

band gap of 0.20 eV and gaps of all DWNTs are found to be less than their individual 

constituent SWNTs. As an example, band gap of type 1 SWNTs (5,5) and (9,9) are 3.55 eV and 

3.46 eV, respectively whereas the band gap of type 1 DWNT (5,5)@(9,9) is 1.97 eV.  This trend 

appears to be universally true from SWNTs to DWNTs of all types.  The decrease in band gap 

from SWNT to DWNT is significant when the interlayer separation is small. As the interlayer 

separation increases the band gap of the DWNT tends to approach the band gap of the outer 

tube. For example, type 2 (3,3), (9,9), and (12,12) have band gaps 1.439 eV, 0.994 eV, and 

0.980 eV respectively and that of type 2 (3,3)@(9,9), with an interlayer separation of 5.33Å is 

0.772 eV but band gap of type 2 (3,3)@(12,12), with an interlayer separation of 8.02Å, is 0.978 

eV. This indicates that the electronic structure of a DWNT is mainly dominated by that of the 

outer tube. This phenomenon has also been observed in double-walled boron nitride nanotubes 

[225]. We also note that the band gap increases as the size of the DWNT increases and tends 

to saturate, as has been observed before for SiC single-walled nanotubes. Figure 6.12 shows 

HOMO-LUMO plot of DWNTs (3,3)@(9,9) of types 1, 2 and 3.  

 After optimization, the nanotube surfaces were found to be slightly rippled. More 

electronegative C atoms moved outward and more electropositive Si moved inward, usually 

resulting in two concentric cylinders associated with each single walled nanotube. An absolute 

value of the difference between the average radii of the C atoms and the Si atoms is defined as 

the radial buckling β: 

β=6ErCG-ErSiG6          (6.3) 

where Cr and Sir  are the average radii of C and Si atoms, respectively. Our previous 

studies on single-walled SiC nanotube have shown that the amount of buckling decreases as 

the tube diameter increases. Table 6.4 shows the variation of buckling of inner and outer walls 

with respect to the diameters of the inner and outer tubes. As we can see from Table 6.1, the  



 

 

 

 

 

 
 

Figure 6.12 HOMO and LUMO plots of armchair SiCDWNT (3,3)@(9,9) in three configurations.
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Figure 6.12 HOMO and LUMO plots of armchair SiCDWNT (3,3)@(9,9) in three configurations.

 

Figure 6.12 HOMO and LUMO plots of armchair SiCDWNT (3,3)@(9,9) in three configurations. 
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Table 6.4: Diameter ((in Å) and buckling (β) of inner and outer tubes (in Å) in SiC DWNTs. 

Nanotube 

Type 1 Type 2 Type 3 

D(in) D(out) β(in) β(out) D(in) D(out) β(in) β(out) D(in) D(out) β(in) β(out) 

(3,3)@(6,6) Collapsed Collapsed Collapsed 

(3,3)@(7,7) 5.231 11.982 0.078 0.047 Collapsed Collapsed 

(3,3)@(8,8) 5.219 13.735 0.087 0.033 Collapsed 5.280 13.874 0.126 0.017 

(3,3)@(9,9) 5.208 15.476 0.093 0.026 5.363 15.944 0.235 0.084 5.286 15.618 0.033 0.008 

(3,3)@(10,10) 5.173 17.258 0.090 0.022 5.248 17.713 0.304 0.088 5.270 17.382 0.011 0.004 

(3,3)@(11,11) 5.203 18.913 0.092 0.020 5.217 19.493 0.295 0.084 5.280 19.095 0.026 0.005 

(3,3)@(12,12) 5.205 20.632 0.092 0.018 5.230 21.264 0.294 0.080 5.285 20.805 0.021 0.004 

(4,4)@(7,7) Collapsed Collapsed Collapsed 

(4,4)@(8,8) 6.884 13.789 0.052 0.041 Collapsed Collapsed 

(4,4)@(9,9) 6.906 15.503 0.053 0.028 Collapsed 7.051 15.564 0.022 0.017 

(4,4)@(10,10) 6.913 17.224 0.054 0.021 6.994 17.693 0.268 0.090 7.012 17.373 0.003 0.005 

(4,4)@(11,11) 6.930 18.879 0.062 0.020 6.977 19.475 0.272 0.082 7.028 19.085 0.005 0.007 

(4,4)@(12,12) 6.923 20.628 0.062 0.018 6.988 21.264 0.269 0.080 7.028 20.808 0.002 0.005 

(5,5)@(10,10) 8.639 17.166 0.043 0.029 Collapsed 8.802 17.243 0.011 0.017 

(5,5)@(11,11) 8.639 18.957 0.046 0.024 8.925 19.560 0.157 0.088 8.744 19.082 0.002 0.006 

(5,5)@(12,12) 8.622 20.667 0.047 0.018 8.889 21.266 0.156 0.080 8.745 20.817 0.001 0.006 

(6,6)@(9,9) 9.956 15.942 0.025 0.041 Collapsed Collapsed 

(6,6)@(11,11) 10.411 18.779 0.033 0.026 Collapsed 10.531 18.954 0.010 0.018 
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buckling of single-walled type 2 nanotubes is greater than that of single-walled type 1 and type 

3. Type 3 has the least buckling. As discussed before, type 2 DWNTs have a definite sequence 

of atoms i.e. Si (C) on top of Si (C); this causes even greater buckling since Si atoms in the two 

layers tend to come closer. Therefore, type 2 DWNTs do not preserve co-axial tubular structure 

even for relatively bigger interlayer separation. The buckling of the inner tubes is, in general, 

smaller than the buckling of the tubes in single walled geometry when the interlayer separation 

is small except in type 2 (4,4)@(n,n) and type 2 (5,5)@(n,n). Buckling of inner tube in type 2 

(4,4)@(n,n) and (5,5)@(n,n) is about the same or slightly bigger than that in their single-walled 

geometry. For example, (4,4) type 2 nanotube has buckling of 0.267 Å in single-walled 

geometry and 0.272 Å when it is in type 2 DWNT (4,4)@(11,11).  This is due to the definite 

stacking order of atoms in two layers of the type 2 DWNTs as described before. Inner tubes of 

type 1 DWNTs show a clear trend in variation of buckling. The buckling of the inner tube 

increases and approaches its corresponding value in single-walled configuration. For example, 

buckling of the SiC nanotube (3, 3) type 1 is calculated to be 0.09 Å in single-walled 

configuration. In double-walled configuration (3,3)@(7,7) type 1, the buckling of inner tube (3,3) 

is 0.08 Å, which increases to 0.09 Å in (3,3)@(12,12). The opposite trend is seen in the 

variation of buckling of outer wall of DWNTs with respect to interlayer separation. Buckling of 

the outer tubes in DWNTs is greater than the buckling of the tubes in single-walled 

configuration. As the interlayer separation increases, buckling of the outer tube decreases and 

approaches the corresponding value in single-walled configuration. For example, bucking of SiC 

nanotube (11,11) is 0.018 Å in single-walled configuration whereas in double-walled 

configuration, the buckling of outer wall (11,11) in (6,6)@(11,11) is 0.026 Å which decreases to 

0.020 Å in (3,3)@(11,11). 

We also performed Mulliken charge analysis [136] for the nanotubes studied here. 

Figure 6.13 shows Mulliken charge distributions for (4,4)@(10,10) nanotube of types 1, 2 and 3. 

The analysis shows significant electron transfer from Si to C atoms. Type 1 nanotubes are more 



 

 

 

 

 

 

 

 

 

Figure 6.13: Mulliken charge distributions for (4,4)@(10,10) nanotube. Carbon gained and 

silicon atoms lost charge. Hydrogen atoms at dangling bonds remain almost neutral.
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Figure 6.13: Mulliken charge distributions for (4,4)@(10,10) nanotube. Carbon gained and 

silicon atoms lost charge. Hydrogen atoms at dangling bonds remain almost neutral.

 

 

 

 

 

 

 

 

 

Figure 6.13: Mulliken charge distributions for (4,4)@(10,10) nanotube. Carbon gained and 

silicon atoms lost charge. Hydrogen atoms at dangling bonds remain almost neutral.     
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Table 6.5: Mulliken charges (in e) for inner tube (ni) and outer tube (no) 

Nanotube 
Type 1 Type 2 Type 3 

ni no ni no ni no 

(3,3)@(6,6)  -0.9189 0.9189 2.0964 -2.0964 -0.4434 0.4434 

(3,3)@(7,7) -1.1684 1.1684 1.2991 -1.2991 0.2588 -0.2588 

(3,3)@(8,8) -0.0977 0.0977 1.0085 -1.0085 -0.0362 0.0362 

(3,3)@(9,9) -0.0065 0.0065 0.0891 -0.0891 0.0106 -0.0106 

(3,3)@(10,10) -0.0001 0.0001 0.0096 -0.0096 0.0013 -0.0013 

(3,3)@(11,11) -0.0001 0.0001 0.0008 -0.0008 0.0000 0.0000 

(3,3)@(12,12) 0.0000 0.0000 0.0001 -0.0001 0.0000 0.0000 

(4,4)@(7,7)  -0.9282 0.9282  1.5808 -1.5808 0.1489 -0.1489 

(4,4)@(8,8) -0.9548 0.9548 2.2359 -2.2359 -0.2611   0.2611 

(4,4)@(9,9) -0.2559 0.2559 1.6370  -1.6370  -0.0330 0.0330 

(4,4)@(10,10) -0.0057 0.0057 0.0321 -0.0321 0.0134 -0.0134 

(4,4)@(11,11) -0.0008 0.0008 0.0128 -0.0128 0.0017 -0.0017 

(4,4)@(12,12) -0.0007 0.0007 0.0013 -0.0013 0.0000 0.0000 

(5,5)@(10,10) -0.0891 0.0891 2.1772   -2.1772 -0.0252 0.0252 

(5,5)@(11,11) -0.0030 0.0030 0.0058 -0.0058 0.0128 -0.0128 

(5,5)@(12,12) -0.0010 0.0010 0.4495 -0.4495 0.0015 -0.0015 

(6,6)@(9,9) -0.9259  0.9259 2.2120 -2.2120 -0.6466 0.6466 

(6,6)@(11,11) −0.1046 0.1046 1.7257  -1.7257  -0.0505 0.0505 
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ionic than type 2 and type 3 nanotubes, as they have only Si-C bonds as compared to some C-

C and Si-Si bonds in other two types. The Mulliken charge analysis also shows that there is 

electron transfer between the two walls of DWNTs. Table 6.5 shows the Mulliken charges in the 

inner and outer tubes of the DWNTs. It is evident that in type 1, inner tubes are negatively 

charged and outer tubes are positively charged, whereas in type 2, inner tubes are positively 

charged and outer tubes are negatively charged. The charge transfer is significant when the 

inter layer separation is small. The interlayer interaction is not only due to Van der Waals force 

but also due to Coulomb force. As the interlayer separation increases Van der Waals interaction 

dominates over the Coulomb interaction. In type 3 the charge transfer between the tubes is not 

very significant compared to types 1 and 2. Type 3 DWNTs do not seem to have definite pattern 

of charge transfer. The charge transfers between two walls of DWNTs can be exploited to 

achieve different electronic properties by exterior as well as interior decoration of the nanotube 

walls at different adsorption sites [226, 227]. 

 

6.4 Conclusions 

In summary, we have studied double-walled armchair silicon carbide nanotube in types 

1, 2 and 3 configurations. Evolution of electronic properties with the size of the nanotubes is 

also studied. The study showed that the stabilities of the double-walled SiC nanotubes are of 

the same order as those of single-walled SiC nanotube suggesting that it should be possible to 

synthesize both single-walled and double-walled SiC nanotubes. The B.E./atom or the cohesive 

energy of the double-walled nanotubes depends not only on the number of atoms but also on 

the coupling of its constituent single walled nanotubes. The favorable interlayer separation of 

double-walled SiC nanotube depends on the chirality of the constituent single-walled nanotubes 

and on the type of the tubes. Type 2 double-walled nanotubes have greater interlayer 

separation than type 1 and type 3. All double-walled SiC nanotubes are semiconductors. 
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However, the band gap is observed to decrease from single walled nanotube to double-walled 

nanotube. 
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CHAPTER 7 

ARE MULTI-WALLED SILICON CARBIDE NANOTUBES METALLIC? 

 

7.1 Introduction 

All double-walled SiC nanotubes are found to be semiconducting like their single-walled 

constituent. However the comparison of band gaps of single walled nanotube and those of 

double walled nanotubes indicate that the band gap of a double walled nanotube is always 

smaller than that of its individual single-walled components. This decrement in band gap is 

shown by all first-principles studies of double-walled nanotubes. Irrespective of a finite cluster 

approximation [228, 229] or periodic boundary condition [41, 230] calculation, the result is 

consistent. This immediately poses a question whether SiC nanotube can be metallic with 

increased number of wall. In this chapter we will try to find answer to this question by studying 

the evolution of band gap of SiC nanotubes from single walled nanotube to multi-walled 

nanotube. We have already shown in previous chapter that that band gap of type 2 and type 3 

SiC nanotubes are significantly lower than that of type 1 SiC nanotube in both single-walled and 

double-walled configuration. Therefore quest for looking for any metallic behavior in multi-walled 

SiC nanotube is incomplete without taking all three types into consideration. Therefore in this 

study we have considered all three types of armchair SiC nanotubes.  

 

7.2 Discussions of Results 

In the present work, we have used the B3LYP hybrid functional [110, 120, 122, 164] 

and the all electron 3-21G* basis set [136] as implemented in the GAUSSIAN 03/09 suite of 

programs [168] for full geometry optimizations of individual single-walled nanotube and single 
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point calculations of multi-walled nanotubes. As before, we have used the finite cluster 

approximation where the dangling bonds at both ends of the tube were saturated with hydrogen 

atoms to simulate the effect of infinite nanotubes. Figure 7.1 shows top view of SiC nanotubes 

in type 1 configuration from single-walled to five-walled. 

Stability of a multi-walled nanotube is calculated using two different approaches. The 

B.E./atom was calculated from 

Eb=[aE(Si)+bE(C)+cE(H)-E(SiaCbHc)]/(a+b+c)     (7.1) 

where a, b and c are the numbers of Si, C, and H atoms respectively and E(SiaCbHc)  is the total 

energy of the clusters representing the nanotubes. The formation energy for each MWNT is 

given by: 

  ∆E = Σ E[SWNTs] – E [MWNT]      (7.2) 

where E[SWNTs] and E[MWNT] are the ground state total energies of constituent SWNTs and 

MWNT with the energy convergence criterion being set to 10-6 a.u. 

Table 7.1 shows B.E./atom and formation energies for all the single-walled and multi-

walled nanotubes under consideration. As we can see from table and Figure 7.2, B.E./atom 

increases as the number of wall increases and saturates after few walls. This indicates that the 

multi-walled nanotubes are relatively more stable than the single walled nanotube. This is also 

confirmed by the formation energy of multi-walled nanotubes Figure 7.3. As in single-walled SiC 

nanotubes, the binding energies of all type1 multi-walled nanotubes are higher than those of 

type 2 and type 3. This is because of the presence of Si-Si homonuclear bonds in the type 2 

and type 3 and also because of the overall symmetry of the nanotubes. 

Table 7.2 and Figure 7.4 show the variation of the band gaps of the SiC nanotubes with 

respect to the number of walls. All the ground state structures we have studies here are in 

singlet state i.e. no magnetic structure have been found. It is evident that band gap of all type 1 

nanotubes are greater than those of type 2 and type 3 nanotubes. This is because type 1 

nanotubes have only Si-C bonds which are partially ionic as compared to type 2 and type 3 



 

 

 

 

Figure 7.1 Top views of (3,3), (3,3)@(7,7), (3,3)@(7,7)@(11,11), 

(3,3)@(7,7)@(11,11)@(15,15), and (3,3)@(7,7)@(11,11)@(15,15)@(19,19) SiC nanotubes in 

type 1 configuration. Green atoms are carbon, blue atoms are silicon and red atoms are 

hydrogen atoms attached  with dangling bond.
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Figure 7.1 Top views of (3,3), (3,3)@(7,7), (3,3)@(7,7)@(11,11), 

(3,3)@(7,7)@(11,11)@(15,15), and (3,3)@(7,7)@(11,11)@(15,15)@(19,19) SiC nanotubes in 

type 1 configuration. Green atoms are carbon, blue atoms are silicon and red atoms are 

hydrogen atoms attached  with dangling bond. 

 

(3,3)@(7,7)@(11,11)@(15,15), and (3,3)@(7,7)@(11,11)@(15,15)@(19,19) SiC nanotubes in 

type 1 configuration. Green atoms are carbon, blue atoms are silicon and red atoms are 
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Table 7.1 B.E./atom (eV) and formation energies (eV) for single-walled and multi-walled 

nanotubes (m@n@.. represent (m,m)@(n,n)@... nanotube). 

 

NANOTUBE 

Number 

of 

atoms 

B.E./Atom(eV)  Formation energy (eV)  

Type 1 Type 2 Type 3 Type 1 Type 2 Type 3 

(3,3) 72 4.849 4.686 4.588 
   

(7,7) 168 5.026 4.745 4.768 
   

(11,11) 264 5.052 4.769 4.795 
   

(15,15) 360 5.065 4.777 4.804 
   

(19,19) 456 5.069 4.781 4.808 
   

        
3@7 240 4.993 4.749 4.729 2.399 5.241 3.664 

3@7@11 504 5.036 4.781 4.782 7.304 15.855 13.001 

3@7@11@15 864 5.059 4.796 4.807 16.256 30.750 26.049 

3@7@11@15@19 1320 5.071 
  

28.712 
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Figure 7.2: B.E./atom (eV) versus number of walls of SiC nanotubes.  

 

 
 
 
 
 
 
 
 
 



 

 128

 
 
 
 
 
 

2 3 4 5
0

5

10

15

20

25

30

35

 

 

F
or

m
at

io
n 

en
er

gy
 (

eV
)

No. of walls

 Type 1
 Type 2
 Type 3

 
 

Figure 7.3: Formation energy (eV) versus number of walls of SiC nanotubes 
 

 

 

 

 

 

 



 

 129

Table 7.2 HOMO-LUMO gaps for single-walled and multi-walled nanotubes (m@n@.. represent 

(m,m)@(n,n)@... nanotube). 

NANOTUBE 
Number of 

atoms 

HOMO LUMO gap (eV)  

Type 1 Type 2 Type 3 

(3,3) 72 3.335 1.446 1.281 

(7,7) 168 3.493 0.961 1.008 

(11,11) 264 3.441 0.982 1.003 

(15,15) 360 3.430 0.973 1.005 

(19,19) 456 3.430 0.971 1.007 

     
3@7 240 2.571 0.623 0.568 

3@7@11 504 2.262 0.308 0.333 

3@7@11@15 864 1.994 0.243 0.222 

3@7@11@15@19 1320 1.980 
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Figure 7.4: HOMO-LUMO gap (eV) of SiC nanotubes with respect to number of walls. 
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Figure 7.5: Density of states (DOS) of SiC nanotube from single walled to five-walled (Type 1) 
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Figure 7.6: Density of states (DOS) of four-walled SiC nanotube 3@7@11@15 in type 1, type 2 

and type 3 configurations. 

 

 

 

 



 

 133

 

which have some covalent C-C and Si-Si bonds in addition to Si-C bonds. HOMO-LUMO gap is 

the lowest for the nanotube with smallest diameter in each configuration. As the diameter 

increases the gap first increases swiftly and then decreases gradually for type 1 single-walled 

SiC nanotubes. But an opposite trend is observed in types 2 and 3 single-walled SiC 

nanotubes. This opposing trend can be understood in terms of ionicity of the bonds in the 

nanotube and the hybridization of orbitals in small-diameter nanotube. From Figure 7.4 it is 

clear that the band gap of SiC nanotubes decrease with increase in number of walls for all three 

types of configuration. However the band gap tends to saturate after four walls. For example 

type 1 SiC nanotubes has band gap ranging from 3.33 eV for (3,3) to 3.49 eV for (7,7) and this 

gap decreases to 2.57 eV (by almost 25 %) in double-walled nanotube (3,3)@(7,7). But going 

from four-walled to five-walled the gap decrement is insignificant (only by 0.5%). Type 2 and 

type 3 nanotubes also show similar trend.  Figure 7.5 shows and density of states plots for type 

1 SiC nanotubes from single-walled to five-walled geometry. Figure 7.6 shows the density of 

stated plots of four-walled SiC nanotubes of three types. All these results clearly indicate that 

the band gap of multi-walled SiC nanotubes is still in semiconducting regime.  

 

7.3 Conclusions 

The hybrid density functional calculation of band gap of silicon carbide nanotubes from 

single walled to five-walled structures have shown that the band gap of SiC nanotubes 

decrease with increase in number of walls. However the band gap tends saturate after four 

walls. Although we see a sharp decrement in band gap from single-walled to double-walled 

nanotubes, the present study clearly shows that the increment of number walls does not yield 

any metallic behavior in the silicon carbide nanotubes. However a detail study of a number of 

combinations of silicon carbide nanotubes accompanied by detailed analysis warrants further 

investigation.  



 

 134

 

CHAPTER 8 
 

INTERACTION OF TRANSITION METALS WITH SILICON CARBIDE NANOTUBES 

 

8.1 Introduction 

As discussed in Chapter 4, nanotubes are fabricated by attaching carbon atoms to the initial cap 

structure formed on top transition metal catalyst. Transition metals are found to be very good 

catalysts for fabrication of the nanotubes. Therefore, understanding the nature of interaction of 

nanotubes with transition metals is very important to understand the process of nanotube 

synthesis. Also, interaction of transition metals with nanotube can alter the overall electronic 

and structural properties of a nanotube. The transition metal atom in a nanotube can act as an 

active center in chemical reaction. Since nanotubes have a large surface area, they can be 

used as sensors. Such sensors based on nanotubes can perform better if doped with transition 

metals. Recently, Shalabi et al. [231] have studied the interaction of Co with carbon nanotubes 

and reported the Co-doped nanotubes can be very useful in sensor technology. Nanotubes 

doped with transition metals can also find application in spintronic devices [232]. Single-walled 

nanotubes can be filled with transition metal like iron to fabricate quantum nanowires in bulk 

[233]. Nanowires of transition metals can be encapsulated into nanotubes to protect them from 

oxidation. Thus, transition metal-nanotube system might have various applications such as 

spintronics, high-density magnetic storage, and magnetically guided drug-delivery systems 

[234]. Silicon and germanium nanoclusters like nanotubes and nanocages can be stabilized by 

transition metals. It has been found that hexagonal metallic silicon nanotubes can be stabilized 

by doping with 3d transition metal atoms [235-237]. Significant amount of research has been 

done to understand the nature of interaction of transition metal nanowires and carbon 
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nanotubes [238-245]. As we have discussed in the first chapter, silicon carbide nanotube is a 

very promising and possible alternative to carbon nanotubes. High oxidation temperature makes 

it a suitable candidate for shielding a quantum nanowire. Zhang et al. [246] have studied the 

possibility of using silicon carbide nanotubes as the shield for Fe, Co and Ni nanowires. This 

study has shown that the stabilities of transition metal nanowires are enhanced by silicon 

carbide nanotube encapsulation. The authors have suggested that the nanowires encapsulated 

by silicon carbide nanotubes can be used to construct efficient spin transport devices. It has 

been predicted that the silicon carbide nanotube functionalized by transition metal Ti can be 

very useful for hydrogen storage [72]. Another study by Zhao and Ding [247] has shown that the 

chemical and physical properties of silicon carbide nanotubes can be changed and manipulated 

by doping them with transition metal atoms. However, since the study is focused on nanotubes 

(8,0) and (6,6) only, the effect of curvature on the nature of interaction is not very clear. In this 

chapter, we present a detailed and systematic study on the functionalization of silicon carbide 

nanotubes of different diameters with different transition metal atoms 

 
.   8.2 Discussions of Results 

In this work, we have used the PBE0 hybrid functional [134] and the all electron 3-21G* 

basis set [136] as implemented in the GAUSSIAN 09 suite of programs [168] for full geometry 

optimizations without any symmetry constraints of the nanotube structures. The optimized bare 

nanotubes are then doped with transition metals at different adsorption sites and the doped 

nanotube is again optimized by using basis set 3-21G* for the tube and 6-31G** for the 

transition metal. Then the single-point calculation is done for the optimized structure using basis 

set 6-31G** for the whole system. Since it has been reported that performance of the functional 

B3LYP is poor in metals [133] we chose the functional PBE0 for this study.  

Five adsorption sites are chosen for both internal and external adsorption of transition 

metal atoms. The sites are named TC, TSi, NB, ZB, and H, where TC and TSi refer to the 

positions directly perpendicular to the tube wall along the C and Si atoms respectively; NB 



 

 

 

 

 

 

 

Figure 8.1 Different adsorption sites for transition metal atoms on silicon carbide nanotubes. 
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Figure 8.1 Different adsorption sites for transition metal atoms on silicon carbide nanotubes. 

 

Figure 8.1 Different adsorption sites for transition metal atoms on silicon carbide nanotubes.  
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refers to the bridge site which is perpendicular to the tube axis; ZB refers to the bridge site at an 

angle with the axis; and H refers to the hollow site which is on top of the middle of the hexagon. 

There are in total ten adsorption sites including both inner and outer sites. Figure 8.1 shows the 

adsorption sites we have taken in this study. The nanotubes chosen for the adsorption are 

armchair silicon carbide nanotube- (3,3), (5,5), (7,7), and (9,9). Table 8.1 shows the B.E./atom 

(eV) and HOMO-LUMO gap, calculated by PBE0/6-31G**, of bare silicon carbide nanotubes we 

have chosen. The adsorption energy of transition metal with the silicon carbide nanotubes are 

calculated by,  

+v � +�O��  +���f8O� 	 +�O�  ��f8O�    (8.1) 

Where, +�O�� is the ground state energy of transition metal atom, +���f8O� is the 

ground state energy of bare silicon carbide nanotube, and  +�O�  ��f8O� is the ground state 

energy of the doped nanotube, all with the 6-31G** basis set. From this definition, the positive 

value of +v is needed for a silicon carbide nanotube to adsorb a transition metal atom. The 

transition metal atoms put at the initial adsorption site migrate to more stable site after 

optimization. Tables 8.2-8.11 show the initial adsorption site and the final adsorption site after 

optimization for all the transition metals. As we can clearly see in the table, the most preferred 

sites are not the same for all the transition metals. For example, externally adsorbed Sc atom 

prefers the hollow sites more than any other sites. The binding energy of Sc atom with the (3,3) 

SiC nanotube is 2.67 eV for the H site whereas it is 1.03 eV and 2.22 eV for the adsorption sites 

TC and ZB. The most preferred external adsorption sites for Sc are H for all the nanotubes in 

this case. The most preferred adsorption sites for a transition metal is independent of the 

curvature of the nanotube, i.e. the most preferred adsorption site for a transition metal atom in 

the nanotube (3,3) is same as that in (5,5), (7,7) or (9,9).  For example Fe atom prefers the NB 

site in (3,3), (5,5), (7,7), and (9,9) SiC nanotubes. For lighter transition metals Sc, Ti, and V the 

most preferred external adsorption site is the hollow site (H), for Cr, Mn, Fe, Co, Ni, and Cu the 

most preferred external adsorption sites are bridge sites (NB and ZB), and for Zn, the most 
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Table 8.1 B.E./atom and HOMO-LUMO gap of bare SiC nanotubes. 

Nanotube Stoichiometry 
Number of 

atoms 
B.E./Atom 

(eV) 
HOMO-LUMO 

gap (eV) 

(3,3) Si30C30H12 72 4.93 3.62 

(5,5) Si50C50H20 120 5.04 3.79 

(7,7) Si70C70H28 168 5.07 3.80 

(9,9) Si90C90H36 216 5.09 3.76 
 

Table 8.2 Initial site, the final site of adsorption after optimization, and the binding energy (B.E.) 

between SiC nanotubes and Sc atom at respective adsorption sites.  

Nanotube 
External Internal 

Initial site Final site B.E.(eV) Initial site Final site B.E.(eV) 

(3,3) TC TC 1.03 TC TC 3.79 

TSi ~H 2.67 TSi TSi 3.87 

NB ~H 2.67 NB TSi 3.99 

ZB ZB 2.22 ZB ~H 3.52 

H ~H 2.67 H ~H 3.55 

(5,5) TC ZB 1.73 TC TSi 3.01 

TSi NB 1.75 TSi ~H 2.86 

NB NB 1.75 NB ~H 3.01 

ZB ZB 1.73 ZB ~H 2.48 

H H 1.84 H TSi 3.02 

(7,7) TC ZB 1.52 TC ~H 1.81 

TSi NB 1.52 TSi TSi 2.67 

NB NB 1.52 NB TSi 2.67 

ZB ZB 1.52 ZB TSi 2.67 

H H 1.61 H TSi 2.67 

(9,9) TC ZB 1.40 TC TSi 2.55 

TSi NB 1.42 TSi TSi 2.55 

NB NB 1.42 NB TSi 2.55 

ZB ZB 1.40 ZB TSi 2.56 

H H 1.49 H TSi 2.55 
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Table 8.3 Initial site, the final site of adsorption after optimization, and the binding energy (B.E.) 

between SiC nanotubes and Ti atom at respective adsorption sites. 

 

Nanotube 
External Internal 

Initial Site final site B.E.(eV) Initial Site final site B.E.(eV) 

(3,3) TC H 2.62 TC TSi 3.79 

TSi NB 2.33 TSi ~Axis 3.73 

NB NB 2.33 NB TSi 3.79 

ZB ZB 2.13 ZB ~Axis 3.21 

H H 2.60 H TSi 3.79 

(5,5) TC NB 1.73 TC ~H 3.03 

TSi ~ZB 1.71 TSi ~H 3.03 

NB NB 1.64 NB ~H 3.03 

ZB ZB 1.68 ZB ~ZB 2.43 

H H 1.93 H ~H 3.03 

(7,7) TC NB 1.53 TC ~H 1.54 

TSi ZB 1.51 TSi ~H 2.49 

NB NB 1.37 NB ~H 1.54 

ZB ZB 1.50 ZB ~H 2.80 

H H 1.72 H ~H 2.80 

(9,9) TC NB 1.44 TC TC 1.48 

TSi ZB 1.41 TSi ~H 2.34 

NB NB 1.52 NB TC 1.49 

ZB ZB 1.52 ZB TC 1.48 

H H 1.63 H ~H 2.34 
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Table 8.4 Initial site, the final site of adsorption after optimization, and the binding energy (B.E.) 

between SiC nanotubes and V atom at respective adsorption sites.  

Nanotube 
External Internal 

Initial site Final site B.E.(eV) Initial site Final site B.E.(eV) 

(3,3) TC H 2.99 TC ~Axis 3.81 

TSi NB 2.75 TSi ~Axis 3.81 

NB ~H 2.99 NB ~Axis 3.81 

ZB ZB 2.42 ZB ~Axis 3.31 

H ~H 2.56 H ~Axis 3.81 

(5,5) TC NB 2.20 TC H 2.86 

TSi ~H 2.16 TSi H 3.32 

NB NB 2.20 NB H 3.30 

ZB ZB 2.06 ZB H 2.87 

H H 2.39 H H 3.32 

(7,7) TC NB 1.99 TC H 3.05 

TSi ~H 1.98 TSi H 3.06 

NB NB 1.99 NB NB 1.65 

ZB ZB 1.91 ZB H 2.85 

H H 2.17 H H 3.06 

(9,9) TC ZB 1.82 TC ~H 1.72 

TSi ZB 1.83 TSi ~H 1.72 

NB NB 1.88 NB ~H 1.72 

ZB ZB 1.82 ZB ~H 2.00 

H ~H 2.07 H H 2.91 
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Table 8.5 Initial site, the final site of adsorption after optimization, and the binding energy (B.E.) 

between SiC nanotubes and Cr atom at respective adsorption sites.  

Nanotube 
External Internal 

Initial Site final site B.E.(eV) Initial Site final site B.E.(eV) 

(3,3) TC NB 2.77 TC ~Axis 2.65 

TSi NB 2.77 TSi ~Axis 2.67 

NB NB 2.77 NB ~Axis 2.67 

ZB ZB 2.43 ZB ~Axis 2.67 

H NB 2.77 H ~Axis 2.67 

(5,5) TC NB 2.24 TC H 1.98 

TSi NB 2.24 TSi H 1.97 

NB NB 2.24 NB H 1.96 

ZB ZB 2.11 ZB H 1.99 

H NB 2.24 H H 1.99 

(7,7) TC NB 2.04 TC H 1.86 

TSi NB 2.04 TSi H 1.86 

NB NB 2.04 NB H 1.86 

ZB ZB 1.98 ZB H 1.86 

H NB 2.04 H H 1.80 

(9,9) TC NB 1.95 TC H 1.83 

TSi ZB 1.90 TSi H 1.82 

NB NB 1.95 NB H 1.83 

ZB ZB 1.89 ZB H 1.83 

H NB 1.95 H H 1.83 
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Table 8.6 Initial site, the final site of adsorption after optimization, and the binding energy (B.E.) 

between SiC nanotubes and Mn atom at respective adsorption sites.  

Nanotube 
External Internal 

Initial Site final site B.E.(eV) Initial Site final site B.E.(eV) 

(3,3) TC NB 1.33 TC ~Axis 1.27 

TSi NB 1.33 TSi ~Axis 1.27 

NB NB 1.33 NB ~Axis 1.27 

ZB ZB 1.02 ZB ~Axis 0.97 

H NB 1.33 H ~Axis 1.27 

(5,5) TC NB 0.92 TC H 0.39 

TSi TSi 0.48 TSi TSi 1.10 

NB NB 0.92 NB H 0.58 

ZB ZB 0.77 ZB ZB 0.43 

H NB 0.92 H H 0.37 

(7,7) TC NB 0.76 TC H 0.36 

TSi NB 0.76 TSi TSi 1.02 

NB NB 0.76 NB H 0.28 

ZB ZB 0.67 ZB H 0.38 

H NB 0.76 H H 0.38 

(9,9) TC NB 0.69 TC TC 0.27 

TSi NB 0.69 TSi H 0.31 

NB NB 0.69 NB NB 0.27 

ZB ZB 0.60 ZB H 0.37 

H NB 0.69 H H 0.37 
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Table 8.7 Initial site, the final site of adsorption after optimization, and the binding energy (B.E.) 

between SiC nanotubes and Fe atom at respective adsorption sites.  

Nanotube 
External Internal 

Initial site Final site B.E.(eV) Initial site Final site B.E.(eV) 

(3,3) TC NB 1.88 TC NB(~axis) 2.08 

TSi NB 1.88 TSi NB(~axis) 2.09 

NB NB 1.88 NB NB(~axis) 2.08 

ZB ZB 1.61 ZB NB(~axis) 2.06 

H NB 1.88 H NB(~axis) 2.08 

(5,5) TC NB 1.47 TC TC 1.09 

TSi TC 1.36 TSi H 1.11 

NB NB 1.47 NB H 1.10 

ZB TC 1.36 ZB H 1.08 

H NB 1.47 H H 1.10 

(7,7) TC NB 1.26 TC TC 0.93 

TSi NB 1.24 TSi H 0.92 

NB NB 1.24 NB H 0.93 

ZB ZB 1.18 ZB H 0.93 

H H 0.98 H H 0.94 

(9,9) TC NB 1.23 TC TC 0.84 

TSi TC 1.20 TSi H 0.90 

NB NB 1.23 NB NB 0.85 

ZB TC 1.18 ZB NB 0.63 

H H 0.92 H H 0.90 

 

  



 

 144

Table 8.8 Initial site, the final site of adsorption after optimization, and the binding energy (B.E.) 

between SiC nanotubes and Co atom at respective adsorption sites. 

Nanotube 
External Internal 

Initial site Final site B.E.(eV) Initial site Final site B.E.(eV) 

(3,3) TC NB 2.20 TC NB(~axis) 3.00 

TSi NB 2.14 TSi NB(~axis) 3.00 

NB NB 1.88 NB NB(~axis) 2.99 

ZB ZB 1.97 ZB NB(~axis) 2.99 

H NB 2.24 H NB(~axis) 3.01 

(5,5) TC NB 1.90 TC TC 1.56 

TSi ZB 1.81 TSi H 2.18 

NB NB 1.90 NB NB 1.57 

ZB ZB 1.77 ZB H 1.83 

H NB 1.72 H H 1.81 

(7,7) TC NB 1.78 TC TC 1.46 

TSi ZB 1.72 TSi H 1.67 

NB NB 1.78 NB NB 1.46 

ZB ZB 1.69 ZB H 1.67 

H ~H 1.61 H H 1.67 

(9,9) TC NB 1.55 TC TC 1.44 

TSi NB 1.54 TSi H 1.64 

NB NB 1.62 NB NB 1.45 

ZB ZB 1.13 ZB H 1.64 

H ~H 1.57 H H 1.64 
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Table 8.9 Initial site, the final site of adsorption after optimization, and the binding energy (B.E.) 

between SiC nanotubes and Ni atom at respective adsorption sites. 

Nanotube 
External Internal 

Initial site Final site B.E.(eV) Initial site Final site B.E.(eV) 

(3,3) TC NB 2.70 TC axis 3.82 

TSi NB 2.70 TSi axis 3.82 

NB NB 2.70 NB axis 3.84 

ZB ZB 2.70 ZB ZB 3.57 

H H 2.42 H axis 3.84 

(5,5) TC ZB 2.43 TC H 2.56 

TSi H 2.33 TSi H 2.57 

NB NB 2.27 NB H 2.56 

ZB ZB 2.43 ZB H 2.56 

H H 2.34 H H 2.53 

(7,7) TC ZB 2.32 TC H 2.48 

TSi NB 2.10 TSi H 2.48 

NB NB 2.11 NB H 2.48 

ZB ZB 2.32 ZB H 2.47 

H H 2.37 H H 2.47 

(9,9) TC ZB 2.24 TC TC 2.07 

TSi H 2.39 TSi TC 2.07 

NB NB 2.03 NB TC 2.07 

ZB ZB 2.24 ZB TC 2.07 

H H 2.39 H H 2.46 
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Table 8.10 Initial site, the final site of adsorption after optimization, and the binding energy 

(B.E.) between SiC nanotubes and Cu atom at respective adsorption sites. 

Nanotube 
External Internal 

Initial site Final site B.E.(eV) Initial site Final site B.E.(eV) 

(3,3) TC NB 3.15 TC axis 3.21 

TSi ZB 2.88 TSi axis 3.21 

NB NB 3.15 NB axis 3.21 

ZB ZB 2.88 ZB H 3.77 

H ~H 2.98 H H 3.75 

(5,5) TC NB 2.79 TC ZB 2.84 

TSi NB 2.79 TSi H 2.61 

NB NB 2.79 NB ~H 2.56 

ZB ZB 2.68 ZB ZB 2.84 

H ~H 2.62 H H 2.84 

(7,7) TC ZB 2.60 TC NB 2.35 

TSi ZB 2.61 TSi ~H 2.49 

NB NB 2.67 NB NB 2.35 

ZB ZB 2.60 ZB NB 2.35 

H ~H 2.52 H H 2.68 

(9,9) TC NB 2.61 TC NB 2.30 

TSi NB 2.61 TSi ~H 2.46 

NB NB 2.61 NB NB 2.30 

ZB ZB 2.55 ZB NB 2.30 

H ~H 2.45 H H 2.48 
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Table 8.11 Initial site, the final site of adsorption after optimization, and the binding energy 

(B.E.) between SiC nanotubes and Zn atom at respective adsorption sites. 

Nanotube 

External Internal 

Initial site 

Final 

site B.E.(eV) Initial Site Final site B.E.(eV) 

(3,3) TC TSi 0.80 TC ~Axis -0.02 

TSi TSi 0.80 TSi ~Axis -0.02 

NB TSi 0.80 NB ~Axis -0.02 

ZB TSi 0.80 ZB NB 0.42 

H H 0.64 H ~Axis -0.02 

(5,5) TC TSi 0.73 TC H 0.86 

TSi TSi 0.73 TSi H 0.87 

NB TSi 0.73 NB H 0.86 

ZB TSi 0.73 ZB H 0.86 

H H 0.62 H H 0.86 

(7,7) TC TSi 0.66 TC H 0.66 

TSi TSi 0.66 TSi H 0.66 

NB TSi 0.66 NB H 0.66 

ZB TSi 0.66 ZB H 0.66 

H H 0.59 H H 0.66 

(9,9) TC TSi 0.64 TC H 0.59 

TSi TSi 0.64 TSi H 0.58 

NB TSi 0.64 NB H 0.59 

ZB TSi 0.64 ZB H 0.57 

H H 0.57 H H 0.59 
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Table 8.12 Most stable external adsorption site and the binding energy at those sites of 

adsorption for all the transition metal atoms with the silicon carbide nanotubes. 

Transition Metal  

(3,3) (5,5) 

Most stable 

site  

Binding 

energy  Most stable site  

Binding 

energy  

Sc H 2.67 H 1.84 

Ti H 2.62 H 1.93 

V H 2.99 H 2.39 

Cr NB 2.77 NB 2.24 

Mn NB 1.33 NB 0.92 

Fe NB 1.88 NB 1.47 

Co NB 2.24 NB 1.90 

Ni  ZB 2.70 ZB 2.43 

Cu NB 3.15 NB 2.79 

Zn TSi 0.80 TSi 0.73 

Transition Metal  

(7,7) (9,9) 

  Most stable 

site  

Binding 

energy  Most stable site  

Binding 

energy  

Sc H 1.61 H 1.49 

Ti H 1.72 H 1.63 

V H 2.17 H 2.07 

Cr NB 2.04 NB 1.95 

Mn NB 0.76 NB 0.69 

Fe NB 1.26 NB 1.23 

Co NB 1.78 NB 1.62 

Ni  ZB 2.37 ZB 2.39 

Cu NB 2.67 NB 2.61 

Zn TSi 0.66 TSi 0.64 
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preferred external adsorption site is on-top-of-silicon (TSi).  Table 8.12 shows the most stable 

sites and the corresponding binding energies of the transition metals externally adsorbed to 

silicon carbide nanotubes. As we can see in Table 8.12 and Figure 8.2, different transition metal 

atoms adsorb with silicon carbide nanotubes with different adsorption energies. Transition 

metals with smaller number of d-electrons have, in general, relatively higher adsorption 

energies, except in the case of Cu which has 10 d-electron and has the highest adsorption 

energy. The adsorption energy is the lowest for Zn.  

It is evident from the data that there is a strong curvature effect in the adsorption energy 

of the transition metal on the silicon carbide nanotubes. The binding energy of transition metal 

with smaller nanotubes is greater than that with bigger nanotubes. For example the Sc is 

adsorbed on silicon carbide nanotube (3,3) with binding energy 2.67 eV. This adsorption energy 

decreases to 1.49 eV for the nanotube (9,9). This indicates that the smaller nanotubes are more 

reactive to transition metals than bigger nanotube. As we already discussed in Chapters 3 and 

7, buckling of silicon carbide nanotube decreases with increase in diameter. Also the B.E./atom 

increases with diameter for bare nanotubes. Because of higher buckling and smaller B.E./atom 

in smaller bare nanotubes, the adsorption energy is higher in nanotubes with smaller diameter. 

The effect of curvature on the adsorption energy is clearer when we compare the external 

adsorption energy with the internal adsorption energy. If we compare the adsorption energy of 

externally adsorbed transition metals with that of internally adsorbed, in all cases the internal 

adsorption energy is greater.  Curvature of nanotubes causes this difference. Transition metal 

atoms adsorbed internally interact with more atoms on the nanotube wall than those adsorbed 

externally. In other words, transition metal atom inside a nanotube “sees” more atoms of the 

wall of nanotube whereas the transition metal atom outside the nanotube “sees” less number of 

atoms. This causes greater adsorption energy for internal adsorption. Table 8.13 shows the 

most stable sites and the respective binding energy of the transition metal internally adsorbed to  
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Figure 8.2 Binding energy of transition metals adsorbed externally with silicon carbide 

nanotubes.  
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Table 8.13 Most stable internal adsorption site and the binding energy at those sites of 

adsorption for all the transition metal atoms with the silicon carbide nanotubes. 

Transition 

Metal  

(3,3) (5,5) 

  Most stable site  Binding energy  Most stable site  Binding energy  

Sc TSi 3.99 TSi 3.02 

Ti TSi 3.79 H 3.03 

V Axis 3.81 H 3.32 

Cr Axis 2.67 H 1.99 

Mn Axis 1.27 TSi 1.10 

Fe NB 2.09 H 1.11 

Co NB 3.01 H 2.18 

Ni  Axis 3.84 H 2.57 

Cu H 3.77 H 2.84 

Zn NB 0.42 H 0.87 

Transition 

Metal  

(7,7) (9,9) 

  Most stable site  Binding energy  Most stable site  Binding energy  

Sc TSi 2.67 TSi 2.56 

Ti H 2.80 H 2.34 

V H 3.06 H 2.91 

Cr H 1.86 H 1.83 

Mn TSi 1.02 H 0.37 

Fe H 0.94 H 0.90 

Co H 1.67 H 1.64 

Ni  H 2.48 H 2.46 

Cu H 2.68 H 2.48 

Zn H 0.66 H 0.59 
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Figure 8.3 Binding energy of transition metals adsorbed internally with silicon carbide 

nanotubes.  
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silicon carbide nanotube. The most preferred adsorption sites in most of the cases of internal 

adsorption are the hollow sites. 

In nanoelectronics, nanostructures with a wide variety of chemical and physical 

properties are required. The modification or tuning of band gap of such nanostructures is very 

important for their optimal applications. It is well known that the electronic structures of 

nanotubes can be altered by doping them with transition metal. It is very important to determine 

a suitable dopant for a nanotube to tailor its band gap as required. Tables 8.14, and 8.15 and 

Figures 8.4 and 8.5 show the change in the HOMO-LUMO gap of the nanotubes doped with 

transition metals as compared to the gap of bare nanotubes. As we have discussed in much 

detail in previous chapters, the HOMO-LUMO gaps of bare silicon carbide nanotubes increase 

with diameter. We have explained this phenomenon in detail in Chapter 3. The silicon carbide 

nanotubes doped with transition metals have significantly lower band gap in general than the 

bare nanotubes.  The maximum decrement in HOMO-LUMO gap is observed for the internal 

adsorption of Cr on the silicon carbide nanotube (7,7). The bare nanotube (7,7) has a gap of 

3.80 eV, this gap decreases to 1.91 eV when doped by Cr internally. The transition metals Ti 

and Zn have the least effect on the HOMO-LUMO gap. The least decrement observed is for the 

Zn doped (9,9) where we see the change of 0.21 eV. The ground state spin multiplicities of all 

functionalized nanotubes are greater than 1 except for those functionalized by Ni and Zn. This is 

the reason why Ni and Zn have the least effect in the HOMO-LUMO gap of the nanotubes. The 

change in gap is greater in case of internal adsorption than in case of external adsorption for the 

bigger nanotubes (7,7) and (9,9) whereas  in case of (3,3) and (5,5) the change is gap is greater 

for internal adsorption than for external adsorption only  for lighter transition metals Sc, Ti, V, Cr, 

and Mn. Figures 8.6 and 8.7 shows the localization of HOMO around most preferred external 

and internal adsorption sites  of transition metal doped silicon carbide nanotube (5,5). 

Mulliken charge analysis shows that the amount and direction of charge transfer 

depends on the curvature and the species of transition metal atoms. Tables 8.16 and 8.17 show  
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Table 8.14 The HOMO-LUMO gap of the nanotubes functionalized by transition metal atoms 

from outside and the change in gap of the nanotubes due to functionalization. 

Transition 

Metal  

(3,3) (5,5) 

HOMO-LUMO 

gap (Eg) 

Change in HOMO-

LUMO gap 

HOMO-LUMO 

gap (Eg) 

Change in HOMO-

LUMO gap 

Sc 2.44 1.18 2.26 1.53 

Ti 2.72 0.90 2.70 1.09 

V 2.87 0.76 2.74 1.04 

Cr 2.95 0.67 2.97 0.81 

Mn 2.43 1.19 2.65 1.14 

Fe 2.52 1.11 2.59 1.19 

Co 2.52 1.10 2.50 1.29 

Ni  3.04 0.58 3.25 0.53 

Cu 2.66 0.96 2.54 1.25 

Zn 3.09 0.53 3.36 0.42 

Transition 

Metal  

(7,7) (9,9) 

HOMO-LUMO 

gap (Eg) 

Change in HOMO-

LUMO gap 

HOMO-LUMO 

gap (Eg) 

Change in HOMO-

LUMO gap 

Sc 2.13 1.67 2.09 1.66 

Ti 2.40 1.40 2.41 1.35 

V 2.68 1.12 2.60 1.16 

Cr 2.93 0.87 2.84 0.92 

Mn 2.73 1.07 2.76 1.00 

Fe 2.52 1.28 2.64 1.12 

Co 2.51 1.29 2.49 1.27 

Ni  3.69 0.11 3.65 0.11 

Cu 2.51 1.29 2.47 1.28 

Zn 3.49 0.31 3.55 0.21 
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Table 8.15 The HOMO-LUMO gap of the nanotubes functionalized by transition metal atoms 

from inside and the change in gap of the nanotubes due to functionalization. 

Transition 
Metal  

(3,3) (5,5) 

HOMO-LUMO 
gap (Eg) 

Change in HOMO-
LUMO gap 

HOMO-LUMO 
gap (Eg) 

Change in 
HOMO-LUMO 

gap 

Sc 1.91 1.71 2.26 1.52 

Ti 2.39 1.24 2.69 1.09 

V 2.22 1.40 2.28 1.50 

Cr 2.60 1.03 1.95 1.83 

Mn 2.36 1.27 2.23 1.55 

Fe 2.85 0.78 2.28 1.50 

Co 2.90 0.72 2.89 0.90 

Ni  3.50 0.12 3.30 0.49 

Cu 2.83 0.79 2.62 1.17 

Zn 3.34 0.28 3.58 0.21 

Transition 
Metal  

(7,7) (9,9) 

HOMO-LUMO 
gap (Eg) 

Change in HOMO-
LUMO gap 

HOMO-LUMO 
gap (Eg) 

Change in 
HOMO-LUMO 

gap 

Sc 1.95 1.85 1.98 1.78 

Ti 2.82 0.98 2.30 1.46 

V 2.39 1.41 2.37 1.38 

Cr 1.91 1.89 1.86 1.90 

Mn 2.37 1.43 2.42 1.34 

Fe 2.32 1.48 2.27 1.49 

Co 2.04 1.76 2.00 1.76 

Ni  3.50 0.30 3.48 0.28 

Cu 2.64 1.16 2.20 1.56 

Zn 3.54 0.26 3.54 0.22 
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Figure 8.4 Change in HOMO-LUMO gaps (in eV) of the silicon carbide nanotubes due to 

functionalization by transition metals from outside.  
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Figure 8.5 Change in HOMO-LUMO gaps (in eV) of the silicon carbide nanotubes due to 

functionalization by transition metals from inside. 

 

 

 



 

 

Figure 8.6 Localization of HOMO on the nanotubes functionalized by transition metals from 
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Figure 8.6 Localization of HOMO on the nanotubes functionalized by transition metals from 

outside.  

 

Figure 8.6 Localization of HOMO on the nanotubes functionalized by transition metals from 



 

 

Figure 8.7 Localization of HOMO on the nanotubes functionalized by transition metals from 
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Figure 8.7 Localization of HOMO on the nanotubes functionalized by transition metals from 

inside. 

Figure 8.7 Localization of HOMO on the nanotubes functionalized by transition metals from 
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Table 8.16 Mulliken charges and the spin magnetic moments (in Bohr magneton) of the 

transition metal atoms adsorbed on the external most stable sites of the nanotubes. 

Transition 

Metal 

(3,3) (5,5) 

Charge of TM 

atom (e) 

Spin magnetic 

moment of TM 

atom(µB) 

Charge of 

TM atom (e) 

Spin magnetic 

moment of TM 

atom(µB) 

Sc 0.72 0.39 0.56 0.73 

Ti 0.67 1.92 0.58 2.12 

V 0.66 3.26 0.56 3.34 

Cr 0.61 4.50 0.52 4.51 

Mn 0.54 5.49 0.47 5.51 

Fe 0.54 4.18 0.42 4.25 

Co 0.38 2.90 0.24 3.00 

Ni 0.41 0.00 0.33 0.00 

Cu 0.32 0.58 0.19 0.68 

Zn 0.29 0.00 0.24 0.00 

Transition 

Metal 

(7,7) (9,9) 

Charge of TM 

atom (e) 

Spin magnetic 

moment of TM 

atom(µB) 

Charge of 

TM atom (e) 

Spin magnetic 

moment of TM 

atom(µB) 

Sc 0.49 0.81 0.45 0.88 

Ti 0.58 2.09 0.57 2.09 

V 0.52 3.35 0.51 3.35 

Cr 0.47 4.51 0.45 4.51 

Mn 0.44 5.50 0.42 5.50 

Fe 0.29 4.17 0.37 4.26 

Co 0.19 3.02 0.26 3.04 

Ni 0.03 0.00 0.02 0.00 

Cu 0.14 0.72 0.12 0.73 

Zn 0.21 0.00 0.20 0.00 

 

  



 

 161

 

Table 8.17 Mulliken charges and the spin magnetic moments (in Bohr magneton) of the 

transition metal atoms adsorbed on the internal most stable sites of the nanotubes. 

Transition 

Metal 

(3,3) (5,5) 

Charge of TM 

atom (e) 

Spin magnetic 

moment of TM 

atom(µB) 

Charge of TM 

atom (e) 

Spin magnetic 

moment of TM 

atom(µB) 

Sc -0.02 0.11 0.43 0.20 

Ti -0.17 1.75 0.26 1.95 

V -0.22 2.83 0.18 3.14 

Cr -0.13 4.61 -0.16 5.65 

Mn 0.05 4.65 0.38 5.22 

Fe -0.12 3.17 0.01 4.22 

Co -0.32 2.02 0.14 2.16 

Ni -0.60 0.00 -0.04 0.00 

Cu -0.41 0.04 0.06 0.21 

Zn -0.05 0.00 -0.09 0.00 

Transition 

Metal 

(7,7) (9,9) 

Charge of TM 

atom (e) 

Spin magnetic 

moment of TM 

atom(µB) 

Charge of TM 

atom (e) 

Spin magnetic 

moment of TM 

atom(µB) 

Sc 0.43 0.66 0.45 0.66 

Ti 0.33 1.96 0.27 2.01 

V 0.27 3.14 0.31 3.14 

Cr -0.12 5.63 -0.10 5.62 

Mn 0.45 5.19 0.33 5.46 

Fe 0.07 4.22 0.09 4.21 

Co -0.18 3.04 -0.15 3.02 

Ni 0.00 0.00 0.01 0.00 

Cu 0.09 0.24 -0.11 0.69 

Zn -0.07 0.00 -0.04 0.00 
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the charge of the transition metal adsorbed externally and internally to the silicon carbide 

nanotubes. No specific trends were observed between the adsorption energies and the charge 

transfer. This suggests that the local structure of the adsorption site on a particular nanotube 

determines the amount and direction of the charge transfer. The direction of charge transfer is 

very much dependent on the curvature of the nanotube. If we compare the charge transfer in 

case of internal adsorption on (3,3) with that of external adsorption on the same nanotube we 

can clearly see this difference. In all cases of external adsorption, electron transfer occur from 

transition metal atom to the nanotubes, whereas the direction of electron transfer is reversed in 

all transition metals internally adsorbed in the nanotube (3,3) and also some transition metals in 

other nanotubes.  

All silicon carbide nanotubes functionalized by transition metals have magnetic ground 

state except for those functionalized by Ni and Zn. Since the bare silicon carbide nanotubes 

have nonmagnetic ground states, the net spin in the functionalized nanotubes originates from 

the magnetic moment of the transition metal adsorbed in the nanotube. Tables 8.16 and 8.17 

show the spin magnetic moment of the transition metal atoms adsorbed outside and inside of 

the nanotubes. The spin magnetic moment is the highest which is 5.65 µB for the transition 

metal Cr adsorbed inside the silicon carbide nanotubes. Net magnetic moment of the Ni and Zn 

atoms are zero. We can notice the curvature effect on the magnetic properties of the transition 

metal adsorbed on the nanotube. The magnetic moment of the transition metal increases with 

the diameter of the tube. For the smaller nanotubes, the magnetic moment of the transition 

metals are smaller indicating that the transfer of magnetism is  more in smaller nanotube than in 

the bigger ones. All the values for magnetic moment of the transition metals adsorbed on the 

silicon carbide nanotubes are bigger than the respective values reported earlier for the transition 

metals on the carbon nanotubes [249]. This indicates that the transition metals retain their 

magnetic moment when adsorbed to silicon carbide nanotube more than they do when 

adsorbed to carbon nanotubes. The result is consistent with the previous results on Fe 
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functionalized silicon carbide nanotubes [250]. High magnetic moments of the functionalized 

nanotubes should have an important application in magnetic storage and spintronics. 

 

8.3 Conclusions 

 In summary, we have done a systematic study of functionalization of silicon carbide 

nanotubes by transition metal atoms. Both internal and external adsorption sites have been 

considered. Comparison between internal and external adsorption sites shows that the 

interaction of transition metal with the nanotubes is more pronounced when adsorbed internally. 

The nature of interaction between transition metal atoms and silicon carbide nanotubes 

depends greatly on the curvature of the nanotubes. Greater the curvature more pronounced is 

the change in the electronic properties of the nanotubes. Nonmagnetic nanotubes become 

magnetic after functionalization and the quenching of magnetism is significantly higher in the 

nanotubes with higher curvature.   
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CHAPTER 9 

CONCLUSIONS AND FUTURE DIRECTIONS 

 
Nanotubes consisting of binary elements, such as silicon carbide (SiC), are important 

due to their fascinating chemical and physical properties and huge potential applications in the 

electronics and opto-electronics industries. Silicon carbide is one of the most promising 

candidates for nanotubes due to its high oxidation temperature and other fascinating properties. 

Our study focuses on the electronic and structural properties of silicon carbide nanotubes from 

single-walled to multi-walled.  

Silicon carbide nanotubes are one of those nanotubes which show anomalous 

dependence of band gap on the diameter. All the binary nanotubes like group-III-nitride, GeC, 

SiC, etc. which have partially ionic bonds show this kind of anomaly. From density functional 

calculations we have shown that this anomalous dependence can be explained in terms of the 

effect of curvature on the ionicity of the Si-C bond [251]. The curvature of the nanotube reduces 

the ionicity of the bond due to extra sp3 hybridization. Therefore the nanotubes with very high 

curvature have low band gaps. These findings can lead us to the designing of the nanotubes 

having some partially ionic bonds and some perfectly covalent bonds in such a way that the 

quantum confinement effect and the curvature effects are just balanced. The band gap of such 

nanotubes would be independent of the diameter. This can reduce the post production cost 

required for sorting out nanotubes with certain chirality and diameter in the nanotube fabrication 

process.   

Our study on capped silicon carbide nanotubes [252] has shown that capping of a SiC 

nanotube changes cohesive energy, HOMO-LUMO gap and other geometrical and electronic 

properties of SiC nanotube. Also, the carbon-capped SiC nanotubes are energetically more 
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preferred than silicon-capped. Capping a silicon carbide nanotube significantly increases the 

binding energy of the nanotube. This might provide possible synthesis pathways to single-

walled silicon carbide nanotubes. However, study of only two categories of nanotube 

(nanotubes that can be capped by fullerene hemispheres of C60 and C20) has to be further 

expanded looking into possibility of capping various nanotubes of different chirality. Also, study 

of interaction of a capped silicon carbide nanotubes with another capped silicon carbide 

nanotube might lead us to the possibilities of liquid-crystal phases of the capped nanotubes. To 

further explore the possible applications of capped silicon carbide nanotubes, study of a wide 

range of chemicals encapsulated inside capped silicon carbide nanotubes should be pursued. 

Nanocones are other possible structures observed at the tip of nanotubes during its 

fabrication. In our study [253] we have presented a detailed ab initio study of the evolution of 

electronic properties with the size of SiC nanocones of all possible disclination angles. Results 

have shown that the B.E./atom or the cohesive energy of the nanocones depends not only on 

the size of the nanocones but also on the disclination angle of the nanocones. The study also 

shows that the electronic properties of nanocones depend on disclination angles, size of the 

nanocone clusters and the structure of edge of the nanocones. Our study, however, was only 

for the free standing silicon carbide nanocones. Further investigation of silicon carbide 

nanocones as tip of the nanotubes rather than free standing structures can elucidate not only its 

practical application in field emission, atomic force microscopy and much more but also the 

possible synthesis pathways for silicon carbide nanotube itself. Also, study of interaction of 

various gases like NO2, H2S, HCN etc with silicon carbide nanocone tip might help to develop a 

detection and removal techniques for these toxic gases up to the precision of single molecule. 

Such gases can also be detected by studying the variation in electronic properties of nanotubes 

when the molecule is absorbed in the tube surface. 

Our studies on double-walled silicon carbide nanotubes [228, 229] have confirmed the 

experimental observations that the interlayer separation of multi-walled silicon carbide 
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nanotubes is greater than that of multi-walled carbon nanotubes. From our study, all double-

walled SiC nanotubes are found to be semiconducting like their single-walled constituents. 

However comparison of band gaps of single walled nanotube and those of double walled 

nanotubes indicates that the band gap of a double walled nanotube is always smaller than that 

of its individual single-walled components. This immediately poses a question whether SiC 

nanotube can be metallic with increased number of walls. Our study at this stage indicates that 

the multi-walled nanotubes cannot be metallic. We have performed single point hybrid density 

functional calculation of band gap of silicon carbide nanotubes from single walled to five-walled 

structures. The results have shown that the band gap of SiC nanotubes decrease with increase 

in number of walls. However the band gap tends saturate after four walls. Although we see a 

sharp decrement in band gap from single-walled to double-walled nanotubes our present study 

clearly shows that the increment of number walls does not yield any metallic behavior in the 

silicon carbide nanotubes. 

The functionalization of silicon carbide nanotubes by transition metal atoms is an 

interesting area of research. Understanding nature of interaction between transition metal and 

the nanotubes might help us understand the process of fabrication of nanotube and also to 

design novel hybrid nanostructures applicable in nanoelectronics. Our study shows that the 

interaction of transition metal with nanotubes is more pronounced when adsorbed internally. 

The curvature and the adsorption side (inside/outside) plays a very important role in determining 

the nature of the interaction. Greater curvature and the inner adsorption alter the electronic 

structure of nanotube in a great extent. As an extension of the work reported here, 

functionalization of double-walled nanotube and associated electronic and magnetic structure 

properties need to be investigated in detail. The charge transfer between transition metal and 

walls of the nanotubes might create nanocapacitors to be used in nanocircuits. 

Study of electron transport properties of nanotubes is important to understand the 

behavior of the nanotubes used in nano-electronic circuits. The combination of non equilibrium 



 

 167

Green’s function (NEGF) with density functional theory (DFT) has been proved to be a 

successful method to study transport properties of carbon nanotubes and molecular wire 

junctions in nano-scale electronic circuits. Silicon carbide nanotubes are very promising material 

for nanoelectronics especially in very high temperature and high frequencies. To understand 

and control the electronic properties of the nanotubes for implementation in such applications, a 

detail study of transport properties of these nanotubes is required. An accurate and 

comprehensive analysis of such electronic transport properties of silicon carbide has not got 

enough attention and would be an interesting area of research. The computational methods 

which are already being used successfully to investigate transport properties of other nano-

scale systems can be used in case of silicon carbide nanotubes also.  

 
To conclude, despite great challenges and difficulties in fabricating silicon carbide 

nanotubes in experiments, much can be learned from computer experiments of these structures 

which would not only find possible future applications of silicon carbide nanotubes in various 

fields but also encourage experimental research by providing possible synthesis pathways. 

Hopefully, our study so far on silicon carbide nanotubes raises more questions than answers 

and further detailed experimental and theoretical studies will continue to provide answers to a 

relatively unexplored field in nanoscience and nanotechnology.  
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APPENDIX A 

SOFTWARE FOR THE COORDINATES OF SINGLE-WALLED SILICON CARBIDE 
NANOTUBES 
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C CODE TO AN ARMCHAIR CARBON NANOTUBE 

C RAYMOND ATTA-FYNN AND KAPIL ADHIKARI 

C UT ARLINGTON, TX, 2009 

IMPLICIT NONE 

DOUBLE PRECISION R,PHI,PI,A,X,Y,Z 

INTEGER S,U,T,N,NC 

CHARACTER*2 PP 

 

OPEN(14,FILE='NANO.XYZ',STATUS='UNKNOWN') 

PP='C' 

 

WRITE(*,*)'ENTER DIMENSION, THAT IS N' 

READ(*,*)N 

WRITE(*,*)'ENTER THE NUMBER OF UNIT CELLS' 

READ(*,*)NC 

 

PI = 2.*ASIN(1.) 

A=1.40*SQRT(3.) 

R=A*FLOAT(N)*SQRT(3.)/(2.*PI) 

WRITE(*,*)'RADIUS=',R 

WRITE(14,*)4*N*NC 

WRITE(14,*) 

DO T=0,2*NC-1 

DO U=0,1 

DO S=0,N-1 

Z=A*T/2 
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PHI=(PI/FLOAT(3*N))*(2*(-1)**U + 3.*T +6*S) 

X=R*COS(PHI) 

Y=R*SIN(PHI) 

WRITE(14,132)PP,X,Y,Z 

END DO 

END DO 

END DO 

CLOSE(14) 

132 FORMAT(A,3(F14.7)) 

STOP 

END 

         

c          Program builds an SiC armchair nanotube from an armchair carbon nanotube 

c          such that ratio of Si to C is 1:1 and terminates the dangling bonds  

c          with H at the lattice sites. 

c          RAYMOND ATTA-FYNN AND KAPIL ADHIKARI, 2009  

c          UT ARLINGTON, TX 

           IMPLICIT NONE 

           INTEGER NMAX1 

           PARAMETER (NMAX1=2000) 

           DOUBLE PRECISION XX (NMAX1),YY(NMAX1),ZZ(NMAX1),RCUT,ZMIN,ZMAX 

           INTEGER NAT, II, JJ, KK, ICOUNT, SICOUNT, CCOUNT, LL, MM 

           CHARACTER*6 PP (NMAX1), FNAME 

           INTEGER NNMAP (NMAX1, 10), ILIST (NMAX1) 

           DOUBLE PRECISION DSIH, DCH, X, Y, Z, RR1 
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           RCUT = 1.6 

           DSIH = 1.066 

           DCH = 1.2646 

 

           ZMIN=10000. 

           ZMAX=-ZMIN 

           

           WRITE(*,*)'ENTER TYPE 1 OUTPUT FILE NAME'  

           READ(*,*)FNAME 

         

           OPEN(14,FILE='NANO.XYZ',STATUS='UNKNOWN') 

           OPEN(15,FILE=FNAME,STATUS='UNKNOWN') 

 

           READ(14,*)NAT 

           DO II=1,NAT 

              READ(14,132)PP(II),XX(II),YY(II),ZZ(II) 

           END DO 

 

132     FORMAT(A,3(F14.7)) 

           CLOSE(14) 

 

           II=1 

           PP(1)='SI' 
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100   CONTINUE 

 

          ICOUNT =0 

          CCOUNT=0 

          SICOUNT=0 

 

          DO II=1,NAT 

          CALL MAP(XX,YY,ZZ,NAT,RCUT,II,NNMAP,ILIST) 

             IF(PP(II)=='SI')THEN 

                DO JJ=1,ILIST(II) 

                   KK=NNMAP(II,JJ) 

                   IF(PP(KK).NE.'C')PP(KK)='C' 

                   CALL MAP(XX,YY,ZZ,NAT,RCUT,KK,NNMAP,ILIST) 

                        DO LL=1,ILIST(KK) 

                           MM=NNMAP(KK,LL) 

                           IF(PP(MM).NE.'SI')PP(MM)='SI' 

                        END DO 

                END DO 

             END IF 

          END DO 

 

          DO II=1,NAT 

              IF(PP(II)=='SI')SICOUNT=SICOUNT+1 

              IF(PP(II)=='C')CCOUNT=CCOUNT+1 

          END DO 
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          WRITE(*,*)SICOUNT,CCOUNT 

          IF(SICOUNT .NE. CCOUNT)GOTO 100 

 

          DO II=1,NAT 

             ZMIN=MIN(ZMIN,ZZ(II)) 

             ZMAX=MAX(ZMAX,ZZ(II)) 

          END DO 

 

          DO II=1,NAT 

             IF((ZZ(II)==ZMIN).OR. (ZZ(II)==ZMAX))PP(II)='H' 

          END DO 

          

          DO II=1,NAT 

             CALL MAP(XX,YY,ZZ,NAT,RCUT,II,NNMAP,ILIST) 

          END DO 

 

          DO II=1,NAT-1 

             DO JJ=II+1,NAT 

                IF(((PP(II)=='C').AND.(PP(JJ)=='H')) .OR.  

     >             ((PP(II)=='H').AND.(PP(JJ)=='C')))THEN 

                     X = XX(II)-XX(JJ) 

                     Y = YY(II)-YY(JJ) 

                     Z = ZZ(II)-ZZ(JJ) 

                     RR1= X*X + Y*Y + Z*Z 

                     RR1 = SQRT(RR1) 
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                     IF(RR1 < RCUT)THEN 

                          IF(PP(II)=='H')THEN 

                                XX(II)=XX(JJ)+DCH*X/RR1 

                                YY(II)=YY(JJ)+DCH*Y/RR1 

                                ZZ(II)=ZZ(JJ)+DCH*Z/RR1 

                           END IF 

                           IF(PP(JJ)=='H')THEN 

                              XX(JJ)=XX(II)-DCH*X/RR1 

                              YY(JJ)=YY(II)-DCH*Y/RR1 

                              ZZ(JJ)=ZZ(II)-DCH*Z/RR1 

                           END IF 

                     END IF 

  

                ELSEIF(((PP(II)=='SI').AND.(PP(JJ)=='H')) .OR. 

     >             ((PP(II)=='H').AND.(PP(JJ)=='SI')))THEN 

                     X = XX(II)-XX(JJ) 

                     Y = YY(II)-YY(JJ) 

                     Z = ZZ(II)-ZZ(JJ) 

                     RR1= X*X + Y*Y + Z*Z 

                     RR1 = SQRT(RR1) 

 

                     IF(RR1 < RCUT)THEN 

                          IF(PP(II)=='H')THEN 

                                XX(II)=XX(JJ)+DSIH*X/RR1 

                                YY(II)=YY(JJ)+DSIH*Y/RR1 

                                ZZ(II)=ZZ(JJ)+DSIH*Z/RR1 
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                           END IF 

                           IF(PP(JJ)=='H')THEN 

                              XX(JJ)=XX(II)-DSIH*X/RR1 

                              YY(JJ)=YY(II)-DSIH*Y/RR1 

                              ZZ(JJ)=ZZ(II)-DSIH*Z/RR1 

                           END IF 

                     END IF 

                 END IF    

             END DO 

          END DO 

 

          WRITE(15,*)NAT 

          WRITE(15,*) 

          DO II=1,NAT 

             WRITE(15,132)PP(II),XX(II),YY(II),ZZ(II) 

          END DO 

          CLOSE(15) 

 

          STOP 

          END 

 

          SUBROUTINE MAP(XX,YY,ZZ,NAT,RCUT,II,NNMAP,ILIST) 

          IMPLICIT NONE 

          INTEGER NMAX1 

          PARAMETER(NMAX1=2000) 

          INTEGER II,JJ,NNMAP(NMAX1,10),ILIST(NMAX1),NAT 
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          DOUBLE PRECISION X1,Y1,Z1,XX(NMAX1),YY(NMAX1),ZZ(NMAX1),RCUT,R 

          DOUBLE PRECISION RR 

         

           ILIST(II)=0 

           DO JJ=1,10 

              NNMAP(II,JJ)=0 

           END DO 

 

           DO JJ=1,NAT 

              IF(II.NE.JJ)THEN 

                 X1=XX(II)-XX(JJ) 

                 Y1=YY(II)-YY(JJ) 

                 Z1=ZZ(II)-ZZ(JJ) 

 

                 RR=SQRT(X1*X1+Y1*Y1+Z1*Z1) 

 

                 IF(RR<RCUT)THEN 

                    ILIST(II)=ILIST(II)+1 

                    NNMAP(II,ILIST(II))=JJ 

                 END IF 

              END IF 

           END DO 

                 

           RETURN 

           END 
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Coordinates of type 1 SiC nanotube (3,3) generated from the codes above. 

H          2.1259771     1.4524044     0.4489075 

H         -2.3208077     1.1149478     0.4489075 

H          0.1948308    -2.5673523     0.4489074 

H          2.2006915    -1.3229952     0.7090442 

H          0.0454018     2.5673524     0.7090441 

H         -2.2460932    -1.2443572     0.7090441 

C         -0.4526936     2.5673523     1.5761663 

C         -1.9970454    -1.6757205     1.5761663 

C          2.4497393    -0.8916317     1.5761663 

Si         2.4497391     0.8916321     1.5761663 

Si        -1.9970457     1.6757201     1.5761663 

Si        -0.4526932    -2.5673524     1.5761663 

C         -2.4497392     0.8916319     3.1523325 

C          0.4526938    -2.5673523     3.1523325 

C          1.9970453     1.6757206     3.1523325 

Si         0.4526934     2.5673524     3.1523325 

Si        -2.4497390    -0.8916324     3.1523325 

Si         1.9970459    -1.6757199     3.1523325 

C         -1.9970454    -1.6757205     4.7284988 

C          2.4497393    -0.8916317     4.7284988 

C         -0.4526941     2.5673523     4.7284988 

Si        -1.9970457     1.6757201     4.7284988 

Si        -0.4526932    -2.5673524     4.7284988 

Si         2.4497389     0.8916326     4.7284988 

C          0.4526938    -2.5673523     6.3046651 



 

 178

C          1.9970453     1.6757206     6.3046651 

C         -2.4497393     0.8916315     6.3046651 

Si        -2.4497390    -0.8916324     6.3046651 

Si         1.9970459    -1.6757199     6.3046651 

Si         0.4526929     2.5673525     6.3046651 

C          2.4497393    -0.8916317     7.8808314 

C         -0.4526941     2.5673523     7.8808314 

C         -1.9970451    -1.6757208     7.8808314 

Si        -0.4526932    -2.5673524     7.8808314 

Si         2.4497389     0.8916326     7.8808314 

Si        -1.9970460     1.6757198     7.8808314 

C          1.9970453     1.6757206     9.4569976 

C         -2.4497393     0.8916315     9.4569976 

C          0.4526943    -2.5673522     9.4569976 

Si         1.9970459    -1.6757199     9.4569976 

Si         0.4526929     2.5673525     9.4569976 

Si        -2.4497389    -0.8916328     9.4569976 

C         -0.4526941     2.5673523    11.0331639 

C         -1.9970451    -1.6757208    11.0331639 

C          2.4497394    -0.8916313    11.0331639 

Si         2.4497389     0.8916326    11.0331639 

Si        -1.9970460     1.6757198    11.0331639 

Si        -0.4526927    -2.5673525    11.0331639 

C         -2.4497393     0.8916315    12.6093302 

C          0.4526943    -2.5673522    12.6093302 

C          1.9970450     1.6757210    12.6093302 
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Si         0.4526929     2.5673525    12.6093302 

Si        -2.4497389    -0.8916328    12.6093302 

Si         1.9970462    -1.6757196    12.6093302 

C         -1.9970451    -1.6757208    14.1854964 

C          2.4497394    -0.8916313    14.1854964 

C         -0.4526945     2.5673522    14.1854964 

Si        -1.9970460     1.6757198    14.1854964 

Si        -0.4526927    -2.5673525    14.1854964 

Si         2.4497388     0.8916330    14.1854964 

C          0.4526943    -2.5673522    15.7616627 

C          1.9970450     1.6757210    15.7616627 

C         -2.4497395     0.8916311    15.7616627 

Si        -2.4497389    -0.8916328    15.7616627 

Si         1.9970462    -1.6757196    15.7616627 

Si         0.4526925     2.5673525    15.7616627 

H          2.3208080    -1.1149472    16.8889216 

H         -0.1948315     2.5673523    16.8889216 

H         -2.1259766    -1.4524052    16.8889214 

H         -0.0454011    -2.5673524    16.6287849 

H          2.2460929     1.2443578    16.6287849 

H         -2.2006920     1.3229945    16.6287849 
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APPENDIX B 

 
SOFTWARE FOR CALCULATIONS OF THE DIAMETER AND BUCKLING OF A SILICON 

CARBIDE NANOTUBE
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C       MODIFIED ON BY R. ATTA-FYNN & KAPIL 06/09/2009 

        IMPLICIT NONE 

        INTEGER II,NAT,NSI,NC, I1, I2, I3 

        DOUBLE PRECISION XX(1000),YY(1000),ZZ(1000),RR1,RR2,TEMP1 

        DOUBLE PRECISION DIA,DIA1,DR 

        CHARACTER*2 PP(1000) 

        CHARACTER*25 FNAME 

 

        WRITE(*,*)'ENTER INPUT FILE NAME' 

        READ(*,*)FNAME 

        OPEN(12,FILE=FNAME,STATUS='UNKNOWN') 

 

        NSI=0 

        NC=0 

 

        READ(12,*)NAT 

        DO II=1,NAT 

           READ(12,*)PP(II),XX(II),YY(II),ZZ(II) 

                IF(PP(II).EQ.'C')NC=NC + 1 

                IF(PP(II).EQ.'SI')NSI=NSI + 1 

        END DO 

        CLOSE(12) 

        RR1=0 

        RR2=0 

 

                DO II=1,NAT 
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                   TEMP1=(YY(II)*YY(II))+(ZZ(II)*ZZ(II)) 

 

                   IF(PP(II).EQ.'C')RR1=RR1+SQRT(TEMP1) 

                   IF(PP(II).EQ.'SI')RR2=RR2+SQRT(TEMP1) 

                END DO 

 

        RR1=RR1/(FLOAT(NC)) 

        RR2=RR2/(FLOAT(NSI)) 

        DIA=2.D0*(FLOAT(NC)*RR1+FLOAT(NSI)*RR2)/FLOAT(NC+NSI) 

        DR = RR1 - RR2 

 

        WRITE(*,*)'AVE RADIUS CARBON=', RR1 

        WRITE(*,*)'AVE RADIUS SILICON=',RR2 

        WRITE(*,*)'AVE DIAMETER=',DIA 

        IF(DR > 0.)THEN 

           WRITE(*,*)'BUCKLING =', ABS(DR) 

           WRITE(*,*)'CARBON OUTWARDS SI INWARDS' 

        ELSE 

           WRITE(*,*)'BUCKLING =', ABS(DR) 

           WRITE(*,*)'SI OUTWARDS C INWARDS' 

        END IF 

        STOP 

        END 
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APPENDIX C 
 

SOFTWARE FOR DENSITY OF STATES PLOTS
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C              Simple f77 code to compute EDOS using data from Gaussian log file 

C              R. Atta-Fynn, Sept. 30 2006, Modified on May 30, 2007 to cater for 

C              Alpha/beta eigienvalues (mixed or single). 

C              modified reads HOMO and LUMO and sets HOMO to zero 

C              Further modification to read HOMO and LUMO and set HOMO to zero 

C              by Kapil Adhikari and R. Atta-Fynn March 15, 2009. 

 

               implicit none 

               real*8 energy(20000),edos(20000),ehomo,elumo 

               real*8 emin, emax,  de, xx, yy, sigma, norm, pi 

               integer NEIGEN,ii, jj, np, ncount,iset 

               character*25 ppc, ppc2, fname1, fname2 

               call rwfiles 

 

               pi = 2.*asin(1.) 

               ncount = 0 

 

               open(14,file='dos_parameters.dat',status='unknown') 

               read(14,*)ppc,np 

               if(np .le. 1)then 

                  write(*,*)'Energy points must be greater than 1' 

                  stop 

               end if 

               read(14,*)ppc,emin 

               read(14,*)ppc,emax 

               read(14,*)ppc,sigma 
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               read(14,*)fname1 

               read(14,*)ppc,ehomo 

               read(14,*)ppc2,elumo 

               close(14) 

               open(12,file=fname1,status='unknown') 

               read(12,*)NEIGEN 

               do ii=1,NEIGEN 

                   read(12,*)energy(ii) 

               end do 

               close(12) 

 

               de = (emax - emin)/float(np-1) 

               do ii = 1,np 

                  edos(ii)=0. 

               end do 

               do ii = 1, np 

                  xx = emin + float(ii-1)*de 

                   do jj = 1,NEIGEN 

                      yy = xx - energy(jj) 

                      edos(ii) = edos(ii) + exp( -yy*yy/(sigma*sigma)) 

                   end do 

               end do 

 

c              norm = sqrt(pi) * sigma * float(np) 

               norm = 1. 
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                open(15,file='EDOS.dat',status='unknown') 

                do ii = 1,np 

                   yy = edos(ii)/norm 

                   xx = emin + float(ii-1)*de 

                   write(15,'(f12.6,2x,f12.6)')xx-ehomo, yy 

               end do 

               close(15) 

               write(*,*) 

               write(*,*) 

               write(*,*)'E_HOMO has been shifted to zero energy in DOS' 

               write(*,*) 

               write(*,*)'Gaussian broadening factor in eV =', sigma 

               write(*,*) 

               write(*,*)'DOS data is in the file EDOS.dat' 

               write(*,*) 

               stop 

               end 

 

C            This subroutine rearranges EIGENVALUES from 

C            Gaussian'03 log file 

C            Raymond Atta-Fynn, Dept. of Physics 

C            The University of Texas at Arlington 

C            Date: 09-30-2007 

C            Use at your own risk 

 

             subroutine rwfiles 



 

 187

 

             implicit none 

             real xx(1,1500),EMIN,EMAX,sigma 

             real yy(1,4500),alpha_gap,beta_gap,gap 

             real fac,xx2(1,1500),yy2(1,4500),ehomo, elumo 

             integer occupied, unoccupied,ii,np,jj,iset 

             integer occupied2, unoccupied2 

             character*20 fname1, fname2, contcheck 

 

             write(*,*) 

             write(*,*)'*********************************************' 

             write(*,*)'*                                               *' 

             write(*,*)'*  Program Gaussian_dos                        *' 

             write(*,*)'*  Computes DOS from Gaussian log file        *' 

             write(*,*)'*                                               *' 

             write(*,*)'*********************************************' 

             write(*,*)'DO YOU WANT TO CONTINUE?' 

             write(*,*) 

             write(*,*)'ENTER yes or no' 

             read(*,*)contcheck 

             write(*,*) 

             write(*,*) 

             if(contcheck=='yes')goto 156 

             if(contcheck=='no')then 

                write(*,*)'ABORTING .........' 

                write(*,*)'GOODBYE           ' 
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                write(*,*) 

                write(*,*) 

             if(contcheck=='yes')goto 156 

                stop 

             end if 

 

156         continue 

 

             write(*,*)'Enter 0 for only ALPHA or 1 for ALPHA-BETA' 

             read(*,*)iset 

             write(*,*)'Enter total number of points' 

             read(*,*)np 

             write(*,*)'Enter broadening factor sigma' 

             read(*,*)sigma 

 

             fac=2.*13.605698 

             if(iset.eq.0)then 

 

             open(11,file='ALPHA_EIG.DAT',status='unknown') 

 

             read(11,*)occupied 

             read(11,*)(xx(1,jj),jj=1,occupied) 

             read(11,*)unoccupied 

             read(11,*)(yy(1,jj),jj=1,unoccupied) 

             close(11) 

             elumo = yy(1,1)*fac 
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             ehomo = xx(1,occupied)*fac 

             alpha_gap = yy(1,1) - xx(1,occupied) 

             alpha_gap = alpha_gap*fac 

             gap = alpha_gap 

             ii=occupied+unoccupied 

             open(14,file='alpha_data.out',status='unknown') 

             fname1 = 'alpha_data.out' 

             write(14,*)ii 

             do jj=1,occupied 

                write(14,'(f13.6)')xx(1,jj)*fac 

             end do 

             do jj=1,unoccupied 

                write(14,'(f13.6)')yy(1,jj)*fac 

             end do 

             close(14) 

             open(15,file='dos_parameters.dat',status='unknown') 

             write(15,*)'np',np 

             write(15,*)'EMIN',  ehomo - 10. 

             write(15,*)'EMAX',  ehomo + 10. 

             write(15,*)'sigma',sigma 

             write(15,*)fname1 

             write(15,*)'HOMO',xx(1,occupied)*fac 

             write(15,*)'LUMO',yy(1,1)*fac 

             close(15) 

             goto 125 

             end if 



 

 190

 

             open(11,file='ALPHA_EIG.DAT',status='unknown') 

             open(12,file='BETA_EIG.DAT',status='unknown') 

 

             read(11,*)occupied 

             read(11,*)(xx(1,jj),jj=1,occupied) 

             read(11,*)unoccupied 

             read(11,*)(yy(1,jj),jj=1,unoccupied) 

             read(12,*)occupied2 

             read(12,*)(xx2(1,jj),jj=1,occupied2) 

             read(12,*)unoccupied2 

             read(12,*)(yy2(1,jj),jj=1,unoccupied2) 

             close(11) 

             close(12) 

             alpha_gap = yy(1,1) - xx(1,occupied) 

             alpha_gap = alpha_gap*fac 

             beta_gap = yy2(1,1) - xx2(1,occupied2) 

             beta_gap = beta_gap*fac 

             gap = min(alpha_gap,beta_gap) 

             ii=occupied+unoccupied+occupied2+unoccupied2 

             open(14,file='alpha_data.out',status='unknown') 

             fname1 = 'alpha_data.out' 

 

             write(14,*)ii 

             do jj=1,occupied 

                write(14,'(f13.6)')xx(1,jj)*fac 
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             end do 

             do jj=1,unoccupied 

                write(14,'(f13.6)')yy(1,jj)*fac 

             end do 

             do jj=1,occupied2 

                write(14,'(f13.6)')xx2(1,jj)*fac 

             end do 

             do jj=1,unoccupied2 

                write(14,'(f13.6)')yy2(1,jj)*fac 

             end do 

             close(14) 

 

             open(15,file='dos_parameters.dat',status='unknown') 

             write(15,*)'np',np 

             write(15,*)'EMIN',  ehomo - 10. 

             write(15,*)'EMAX',  ehomo + 10. 

             write(15,*)'sigma',sigma 

             write(15,*)fname1 

             IF(gap.eq.alpha_gap)THEN 

                elumo = yy(1,1)*fac 

                ehomo = xx(1,occupied)*fac 

                write(15,*)'HOMO',xx(1,occupied)*fac 

                write(15,*)'LUMO',yy(1,1)*fac 

             END IF 

             IF(gap.eq.beta_gap)THEN 

                elumo = yy2(1,1)*fac 
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                ehomo = xx2(1,occupied2)*fac 

                write(15,*)'HOMO',xx2(1,occupied2)*fac 

                write(15,*)'LUMO',yy2(1,1)*fac 

             END IF 

             close(15) 

 

125          continue 

 

             write(*,*) 

             write(*,*) 

             write(*,*)' E_LUMO=', elumo 

             write(*,*) 

             write(*,*)' E_HOMO=', ehomo 

             write(*,*) 

             if(iset.eq.0)then 

                write(*,*)' HOMO-LUMO GAP in eV =', gap 

             else 

 

                write(*,*)' ALPHA HOMO-LUMO GAP in eV =', alpha_gap 

                write(*,*)' BETA HOMO-LUMO GAP in eV =', beta_gap 

             end if 

             write(*,*) 

             return 

             end
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