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ABSTRACT 

 

DEFECT STUDIES IN Cu-BASED P-TYPE TRANSPARENT CONDUCTING OXIDES 

 

FNU AMEENA, PhD 

 

The University of Texas at Arlington, 2012 

 

Supervising Professor:  Michael Jin 

 

  

Among other intrinsic open-volume defects, copper vacancy (VCu) has been 

theoretically identified as the major acceptor in p-type Cu-based semiconducting transparent 

oxides, which has potential as low-cost photovoltaic absorbers in semi-transparent solar cells.  

A series of positron annihilation experiments with pure Cu, Cu2O, and CuO presented strong 

presence of VCu and its complexes in the copper oxides.  The lifetime data also showed that the 

density of VCu was becoming higher as the oxidation state of Cu increased which was consistent 

with the decrease in the formation energy of VCu.  Doppler broadening measurements further 

indicated that electrons with low momentum made more contribution to the contributed as pure 

Cu oxidizes to copper oxides. 

The metastable defects are known to be generated in Cu2O upon illumination and it has 

been known to affect the performance of Cu2O-based hetero-junctions used in solar cells.  The 

metastable effect was studied using positron annihilation lifetime spectroscopy and its data 

showed the change in the defect population upon light exposure and the minimal effect of light-

induced electron density increase in the bulk of materials to the average lifetime of the 
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positrons.  The change in the defect population is concluded to be related to the dissociation 

and association of VCu – VCu complexes.  For example, the shorter lifetime under light was 

ascribed to the annihilation with smaller size vacancies, which explains the dissociation of the 

complexes with light illumination.  Doppler broadening of the annihilation was independent of 

light illumination, which suggested that the chemical nature of the defects remained without 

change upon their dissociation and association – only the size distribution of copper vacancies 

varied. 

 The delafossite metal oxides, CuMIIIO2 are emerging wide-bandgap p-type 

semiconductors.  In this research, the formation energies of structural vacancies are calculated 

using Van Vechten cavity model as an attempt to study the effect of the size of the MIII cation in 

the delafossites starting from Cu2O.  Comparison of the formation energies between Cu2O and 

delafossite oxides clearly showed that the equilibrium concentration of the vacancies depended 

strongly on the structural parameters varied by the presence of different MIII cations.  In 

particular, the size of the MIII cation greatly influenced the defect formation energies of VCu.  It 

was observed from our calculations, as the size increases the formation energy decreases.  
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CHAPTER 1 

INTRODUCTION 

1.1 Research Objective 

The objective of this thesis is to understand intrinsic defects of Cu-based p-type transparent 

conducting oxides (TCOs). We investigated critical questions in the field of p-type TCO 

materials by identifying the defects present.  In the photovoltaic hetero-junctions made of the 

intrinsic p-type TCOs, the formation and ionization energies of intrinsic point defects become 

important since they determine much part of the equilibrium charge carrier concentration in the 

material, junction properties, and the recombination of photo-generated carriers. There are a 

number of theoretical studies those have predicted copper vacancies (VCu) to be major 

acceptors in all p-type Cu-based TCOs due to their low formation energies and ionization 

energies [1, 2].  To start with, we chose to identify the defects present in Cu2O since it makes 

itself an interesting material due to its simple structure and forms a basic parent material to 

understand the defects in other ternary p-type TCO materials, here in our case delafossites with 

a chemical formula (CuMIIIO2).  There is also a lively debate going on the possibility of 

synthesizing intrinsically n-type Cu2O under acidic environment [3, 4], which further questions 

the chemical identity of the major point defects in Cu2O in general.  In this work, positron 

annihilation lifetime spectroscopy (PALS) [5, 6] in conjunction with Doppler broadening 

spectroscopy (DBS) and photoluminescence (PL) spectroscopy were performed to identify the 

major defects in Cu2O. Another interest phenomenon of Cu2O is the thermally activated 

persistent photo conductivity (PPC) [7-9], in which the high conductivity state of Cu2O created 

by its exposure to light for a short period of time can prolong days under dark at room 

temperature. The presence of the metastable complexes in Cu2O was revealed by PALS and 

DBS in this study in order to explain PPC. Fundamental understanding of structural defects in 
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Cu-based delafossite materials is important for realizing their potential as intrinsic p-type 

semiconductors. In particular, the equilibrium concentration of free charge carriers contributed 

from the defects is the major interest in this study. We calculated the defect formation energies 

of Cu-based delafossites and Cu2O using Van Vechten Cavity model (VVCM) to see the effect 

of electronic structure on them. The study discusses how the defect formation energies depend 

on the size of the MIII cation, bond length between Cu-Cu atom, and the covalency in the 

compounds.   

1.2 Overview of TCOs 

1.2.1 Introduction to TCOs 

 TCO materials are remarkably interesting due to the combination of high conductivity in 

the order of 10-4 
Ω⋅cm and high transparency in the visible spectrum. The band gap is generally 

as large as 3∼4 eV and their properties can be exploited in several applications - transparent 

electrodes for photovoltaic cells and flat panel displays (FPD), optical coating in low-emissivity 

windows, electro-chromic windows, touch-sensitive control panels, and defrosting windows in 

vehicles [10-17].  Badekar et al [10] discovered CdO as the first TCO thin film with an optical 

band gap of 2.3 eV and a transparency of over 85 % in the visible spectrum and a resistivity of 

2∼5 x 10-4 
Ω⋅cm [18]. Other examples of TCO thin films such as ZnO, SnO2, and In2O3 were 

discovered later [19].  Making these applications often requires the exploration and the 

synthesis of new n-type and p-type TCO materials. Usually doping in TCO can be achieved by 

fabricating them with a non-stoichiometric composition or by introducing extrinsic dopants.  

Doping oxides results in increasing the electrical conductivity and most common doped-TCOs 

include Al-doped ZnO, Sn-doped In2O3 (ITO), and Sb- or F-doped SnO2 (FTO) [19].  The current 

TCO industry is in scarcity of the resource materials since most dominant applications including 

(Flat Panel Displays) FPDs and architectural applications utilize much ITO and FTO materials. 

For example, the annual consumption of TCO coated glass primarily for low emissivity coatings 

in the United States was 7.3 × 107 m2 or >27 mi2 in 2004 [20].  The volume of FPDs produced 



and the volume of ITO coatings produced continue to grow rapidly.  The market for FPDs in 

2011 is estimated to be over $125 billion and is predicted 

forecast of market size is shown in Fig. 1.  

 

Figure 1.1 2011 quarterly worldwide FPD annual forecast reports [data taken from display 

Hence there is a huge demand for new materials taking into consideration their potential for the 

above mentioned applications as well as for accomplishing the goal of increasing 

and transparency which depends on a deeper understanding of the structure and electro
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1.2.2 n-type TCOs vs p-type TCOs

The properties of TCOs such as band gap, carrier concentration, and carrier 

arise from the nature of their electronic structures. The n
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conduction band shown in Figure 1.2 

cations have large spatial sizes.  Also the small effective masses of these compounds ranging 
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which can reach up to 440 cm2

we show mobility and carrier density values of few n

Figure 1.2 (a) The band structure of ZnO showing that conduction band minimum (CBM) is 
formed mainly by metal s orbitals and valence band maximum (VBM) is formed by oxygen 2p 

orbitals. (b) wave functions calculated by 
functions 
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type TCOs were not in full realization until Kwazoe et al. [23, 24] discovered a functional p-type 

TCO thin film, CuAlO2 and opened up a gateway for developing p-n junctions which can 

generate electricity by absorbing UV/VIS light. Kawazoe et al [23] proposed the chemical design 

of p-type conducting wide band gap oxides.  There is a strong localization of positive holes at 

the valence band edge of the typical oxide materials due to the ionicity of metallic oxides.  Thus 

the holes are trapped inside as deep acceptors and need high energy to overcome large barrier 

height to move around in the crystal lattice resulting in poor hole mobility.  The possible solution 

was to introduce a degree of covalency in the metal-oxygen bondings by mixing orbitals of 

metal cat-ions with O 2p level delocalizing the holes in the valence band edge.  This principle 

was called chemical modulation of valence band (CMVB) and is shown in Figure 1.3. 

  

 

Figure 1.3 Illustration showing the principle of chemical modulation of valence band (CMVB). 
The top of the valence band consists of cation d and oxygen 2p orbitals. The energy of the 

closed shell cations are assumed to be the same as that of oxygen 2p electrons [23]. 
 

Other examples of p-type TCOs which used doping technique is N-doped ZnO because the 

activation of the dopants seemed difficult [25].  Yet, the light emitting diodes made of ZnO p-n 

junction were demonstrated [26].  While the intrinsic ZnO has been mostly used as an n-type 

TCO, it has been also considered as a candidate for high hole mobility p-type oxide among the 
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other oxides because the O 2p level is pushed up by the presence of the shallow Zn 3d level, 

and its dispersion is increased by O 2p – Zn 3d coupling [27].  

 Other p-ype oxides made of transition metals have been also reported [28, 29] for the 

fabrication of p-n hetero-junctions [30].  However they often suffer very small built-in-potentials 

due to very shallow valence band maximum (VBM) very close to conduction band minimum 

(CBM) of n-type TCOs 

 The band alignment of several n-type oxides compared with p-type oxides are shown in 

Figure 1.3 The VBMs of In2O3 and SnO2 are very deep, ∼8 eV from the vacuum level (Evac), 

whereas ZnO has a shallow VBM due to shallow d levels and is a good hole-injection layer.  

The VBMs of p-type oxides with transition metal elements are more shallow by 2-3 eV than the 

materials those can be used as an n-type partner in the junction. Nonetheless, the point defect 

density should be minimized since doping favors  acceptor defects in ZnO due to the deep 

levels  as compared to other p-type oxides. 

 

Figure 1.4 The energy band diagram obtained from photoemission spectra shows the valence 
band maximum (VBM) (red) and the conduction-band minimum (CBM) (blue) of TCOs. Inset (b) 

shows the blue emission from a ZnO p-n junction LED [21]. 
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1.2.3 Cu-based p-type TCOs 

The simplest form of the metal oxide according to CMVB starts with copper oxide. 

Especially the group of Cu-based p-type TCOs with a delafossite structure and a chemical 

formula of CuMIIIO2 where MIII is a trivalent cation, have drawn attention, and their examples 

include CuAlO2, CuGaO2, CuInO2, CuScO2, CuYO2, CuBO2 and CuCrO2..  The small band gap 

(2.17 eV) of Cu2O is not sufficient for a TCO material used in visible spectral range [31].  Hence, 

the band gap is enhanced by alloying Cu2O with binary trivalent MIIIO2.  These ternary oxides 

retain the valence band features of Cu2O with the Cu states dominating the top of the valence 

bands [24, 32]. The enhancement in the band gap has been attributed to reducing the 

dimensionality of the Cu-Cu interactions in Cu2O by alloying with the MIIIO2.  Their crystal 

structures manifest the argument more clearly.  As shown in Figure 1.5 (a), Cu2O has a simple 

cubic lattice structure with a space group of O4
h, Pn3m [33]. Fig. 1.5 (b) shows the delafossite 

structure of CuMIIIO2 which belongs to a space group of R3m in which each Cu atom is linearly 

coordinated with two oxygen atoms with a covalent bond, forming O-Cu-O dumbbells parallel to 

the c-axis and in turn coordinate to MIII atom via ionic force to form MIIIO2 octahedral units. 

These layers are stacked alternatively resulting in a hexagonal or a rhombohedral unit cell [34].  

   

 

 

 

 

 

 

 

 

 



Figure 1.5 (a) Cubic crystal structure of Cu
Delafossite crystal structure of CuM
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(a) Cubic crystal structure of Cu2O, grey atoms are Cu and black are O atoms (b) 
tal structure of CuMIIIO2, black atoms are O, dark grey and light grey atoms are 

MIII and Cu respectively. 

Conductivity studies of CuAlO2 showed a promising value of 17 S/cm corresponding to 

a hole concentration of 1.2 x 1020 cm-3 [35, 36]. With the relatively low mobility of CuAlO

conductivity in delafossites, in general, is primarily limited by hole concentrations.  Previous 

study says the hole contribution in CuAlO2 and other delafossites is mainly determined by Cu 

ies [38]. Nagarajan et al [39, 40] observed increasing conductivity with decreasing ionic 

  

O, grey atoms are Cu and black are O atoms (b) 
black atoms are O, dark grey and light grey atoms are 

showed a promising value of 17 S/cm corresponding to 

[35, 36]. With the relatively low mobility of CuAlO2 [37], 

conductivity in delafossites, in general, is primarily limited by hole concentrations.  Previous 

and other delafossites is mainly determined by Cu 

] observed increasing conductivity with decreasing ionic 
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radius of the MIII cation, which was explained by the decrease in the bond length between the 

Cu-O atoms because it leads to better overlap of Cu 3d orbitals with O 2p orbitals resulting in a 

higher hole mobility.  It should be noted, however, that the study does not necessarily predict 

the higher hole mobility in Cu2O (100cm2V-1s-1) [41] because its pristine structure is different 

from that of delafossites and the bond length of Cu-O is longer than delafossites.  In fact, the 

mobility of Cu2O is expected to be comparable to or higher than that of delafossites due to the 

presence of potentially facile carrier paths, Cu-O-Cu chains those are missing in CuMIIIO2 [39].  

The covalent interactions between the MIII cation and oxygen in Cu-based delafossite TCOs 

were also discussed [42].  Also, a different study discussed the effect of the MIII cation size on 

Cu-Cu distances which can affect the conductivity as holes transport through Cu atoms [43].  

This would probably explain why CuAlO2 intrinsically has a higher conductivity compared to 

CuScO2 and CuYO2 [43] since the ionic radius of Al is smaller than those of Sc and Y. However 

the size dependence could not explain why doped conductivity of CuCrO2 is higher than doped 

CuAlO2.  

1.3 Intrinsic defects in Cu-based p-type TCOs and the scope of the thesis research 

1.3.1 Chemical identification of defects in Cu2O 

The carrier concentration which is an essential characteristic in determining its electrical 

conductivities of the TCO materials, strongly depends on the intrinsic defects present and their 

formation energies. Cu2O shows intrinsically a p-type conduction and the comparison between 

the conductivity and capacitance-voltage measurements shows that it is a compensated 

material i.e., the acceptor concentration is always higher than donor concentration, and the ratio 

of NA/ND in most cases lies between 1 and 10  [7,45-46].  However in Cu2O, the nature of the 

intrinsic point acceptors and donors is not completely clear.  Both high temperature experiments 

[46] and ab-initio calculations [1] suggest that the p-type conductivity is due to the presence of 

Cu vacancies.  There are few studies stating n-type Cu2O could be made using electro-

deposition by varying pH of the solution.  But theoretically it was proved that Cu2O cannot be 
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intrinsically n-type oxide, since the n-type defects the most popular being oxygen vacancy has 

high defect formation energy (∼ 1.2 eV) and deep ionization levels such that they are resonant 

in the valence band. It was also suggested that the electrodeposited Cu2O exhibited n-type 

conduction due to external impurities like Cl [3].  Although there have been several defect 

characterization techniques including PL [48], deep level transient spectroscopy (DLTS) [49], 

PALS used to study the intrinsic defects in Cu2O experimentally, they are indirect in making the 

chemical identity of the defects.  Hence this provided us a motivation to further probe the 

chemical identity of the nature of defects in Cu2O using PALS and DBS.  PALS conjectured with 

DBS is used in this study as DBS is an effective method to reveal the chemical nature of the 

defect that involves in the positron annihilation process.  The basic principles of PALS and DBS 

are discussed elaborately in chapter 2.   

1.3.2 Light induced metastable defects in Cu2O 

It has been proposed that the metastable defects observed in the Cu2O junctions 

produce time-dependant capacitance, series resistance (Rs), open circuit voltage (Voc) and short 

circuit current (Jsc) can be explained by the mechanism that governs PPC [7,50]. There are 

several interpretations of PPC effect, out of which the most accepted theory was Kuzel’s 

interpretation of association and disassociation of intrinsic point defects during heating and 

illumination of the sample [51, 52] - the higher conduction upon illumination is mainly due to the 

increase in intrinsic acceptor concentration due to mainly disassociation of neutral Cu-Cu 

complexes. There are several models based on electronic mechanism [53-55] to explain the 

PPC effect out of which the model of Schick and Trivich [53] proposed that photo-excited 

electrons are trapped into the donor states decreasing the compensation and increasing 

conductivity.  They used thermally stimulated conductivity experiments to validate their 

theoretical model.  The Strasbourg group [54, 55] advanced the idea into a four donor level 

electron trap model and introduced a band of recombination centers in the sub-bandgap to 

explain the PPC spectrum as well as to calculate the decay time constant of the 
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photoconductivity.  All these electronic trap models were disapproved by Biccarri et al [56] since 

the hole capture rate should be smaller than electron emission rate to have an electron trap, but 

PPC decay time constants experimentally measured showed that the hole capture cross section 

is � 10-23 cm2, a value uncommonly small compared to the typical hole capture cross section of 

the charged defects (10-15 cm2) in semiconductors. Also Biccarri claimed they observed a 

constant ionized donor concentration and an increase in acceptor concentration under like 

unlike Schick and Trivich’s model, which predicted decrease in ionized donor density after 

illumination. Biccarri further showed, in his transient capacitance measurement on the junction 

structure under forward and reverse biases, which the time constant for donor filling was much 

larger than what the trap model would predict.  Hence Biccarri et al [56] developed a model 

based on intrinsic defect complexes (VCu
- – VO

+) to explain their PPC data.  However, there has 

not been any study to directly confirm the defect-based models and their chemical nature.  In an 

attempt to answer relevant questions, we have studied the light induced metastable defects 

using PALS and DBS if there is any. 

1.3.3 Defect formation energies of intrinsic defects in Cu-based TCOs  

There have been theoretical intrinsic defect studies of Cu-based delafossite materials 

using LDA and the studies indicated that the electronic structure of delafossites is important in 

determining the defect formation energies of the intrinsic defects.  For example, Nolan et al [2] 

investigated the p-type nature of Cu-based delafossites by calculating the formation energies of 

intrinsic defects and related the dimensionality of Cu-Cu interactions and the proximity of Cu 

atoms to VCu formation energy.  It was qualitatively explained that the low formation energy in 

Cu2O (0.74 eV) compared to CuAlO2 (0.98 eV) was due to the longer bond length of Cu-Cu and 

more open structure in Cu2O compared to CuAlO2.  Generally, the major acceptor defects in 

CuMIIIO2 (M
III = Al, In, Y, Sc, and Cr) are copper vacancies due to their low formation energy 

[57-61], which gives rise to p-type conduction.  Though they found other type of defects like 

oxygen interstitials in CuAlO2, CuScO2, CuYO2 and CuCrO2 and CuIn antisite defects in CuInO2, 
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which have low formation energies compared to copper vacancies they do not contribute much 

to conduction due to their deep ionization levels. The values of defect formation energies of 

copper vacancies along with the ionization levels obtained from several studies have been 

compiled in Table 1.1.  It should be noted that each LDA calculation has a unique set of input 

parameters used and the care needs to be taken when the data in the table is compared to 

each other. In order to make a systematic comparison among delafossites with different MIII 

cations and the effect of the cation size on the defect formation energy, the structural and the 

electronic information of several delafossites are entered into Van Vechten Cavity Model 

(VVCM) and the defect formation energies of the intrinsic defects are calculated in this study. 

The principles of VVCM are further discussed in detail in chapter 5. 

Table 1.1 Defect formation energies of various Cu-based oxides along with the ionization 
energies from the literature [57-61]. 

 
TCO Formation energy of 

VCu (eV) 
Ionization energy 

of VCu (eV) 

CuInO2 0.49[61] 0.33[61] 

CuCrO2 0.95[60] 0.37[60] 

CuAlO2 0.98[2] 0.68[2] 
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CHAPTER 2 

EXPERIMENTAL TECHNIQUES AND MATERIALS 

2.1 Experimental Techniques 

2.1.1 Positron Annihilation Spectroscopy (PAS) 

2.1.1.1 Introduction 

It was discovered that the positron can be trapped in the crystal defects, i.e. the wave 

function of the positron is localized at the defect site until annihilation.  Since then, Positron 

spectroscopy was used first to detect thermal vacancies in metals [62], in ionic crystals [63], and 

later in semiconductors [64]. The trapping of a positron in defects is based on the formation of 

an attractive potential at open-volume defects, such as vacancies, vacancy agglomerates, and 

dislocations.  The sensitivity range for the vacancy detection in metals starts at about one 

vacancy per 107 atoms. The positron trapping behavior in semiconductors is more complex 

compared to metals since positron as a charged particle is sensitive to the charge of the 

defects.  Neutral and negative vacancy-type defects, as well as negative ions are the dominant 

positron traps in semiconductors.  This defines the power of the positron methods in contrast to 

most electrical and optical spectroscopies. 

2.1.1.2 Positron Sources and its Decay Scheme 

Positrons can be obtained from the β+ decay of a radioactive isotope.  For example, 

22Na decays according to the reaction, Na22       Ne22 + β + ϑe + γ.  Na22 is the most commonly 

used positron source due to its several advantages including high positron yield (90.4%) and its 

easy handling in the laboratories which are sodium salts in aqueous solutions, such as sodium 

chloride and sodium acetate.  The half-life of 22Na is 2.6 years and its cost also makes this a 

useful positron source.  Other radioactive isotopes include 64Cu, 58Co, 68Ge etc. The decay 

scheme of 22Na is shown in Figure 2.1. 90.4 % of the 22Na source  decays by emission of a 
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positron (β+) and an electron neutrino to the excited state of 22Ne,  and after 3.7ps the  ground 

state of 22Ne is reached  by emission of a �-quantum of 1.274 MeV. The other processes which 

happen with lower probabilities during this decay with lower probabilities are electron capture 

(EC) and direct transition to the 22Ne ground state (in Figure 2.1 direct transition is denoted by 

the left arrow). 

 

Figure 2.1 Decay scheme of the radioactive isotope, 22Na [65]. 

 2.1.1.3 Principles   

Positrons generated from an isotope source (e.g.22 Na) first penetrate into the sample, 

thermalize within a few ps, and diffuse to interact with electrons to be annihilated.  The 

electromagnetic interaction between electrons (e-) and positron (e+) makes the annihilation of 

the e- - e+ pair in which the total energy of the annihilating pair is transferred to the quanta of the 

electromagnetic field, two γ photon, which are emitted in the opposite directions [66].  This 

reaction can be expressed as the following two photon annihilation process, 

��  �  ��  �  � �  �                                                                         (2.1) 

The total energy of the emitted photon is conserved and given by rest mass energy, E (= m0c
2), 

where m0 is the rest mass of the electron and c is the velocity of a photon in a vacuum. The 

above process is characterized by positron annihilation rate, λ (= 1/τ), where  τ is the lifetime of 

the positron. The positron lifetime is registered as the time difference between the emission of 

the 1.27 MeV γ photon and the 0.511 MeV γ from annihilation.  The annihilation rate also 

depends on the electron density, ne sampled by the positron. Apart from this, the energy of the 
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two annihilated photons is shifted by an energy, ∆E (= ±cpz/2), called the Doppler shift, and also 

the angle between the emission directions of the two photons is given by ∆θ (= px,y/m0c), where 

px,y and pz denote longitudinal and transverse components of the electron momentum 

respectively (Figure 2.2).  Hence, from PAS, we could estimate λ, and ∆E together with ∆θ, 

using PAS and measuring Doppler shifts of annihilation photon energies plus angular 

correlation curves respectively. This is schematically explained in Figure 2.2.  

 

 

Figure 2.2 Typical scheme of positron experiments [65]. 

Doppler broadening spectroscopy (DBS) records the shift of energy, ∆E of the 0.511 MeV 

annihilation line in an energy-dispersive spectrometer.  The angular deviation, ∆θ of the 

annihilation quanta is measured from angular correlation of annihilation radiation. 

2.1.1.4 Positron Lifetime Measurements 

The annihilation of a positron is a random process, and the lifetime spectrum is a 

statistical distribution which is a representation of characteristic lifetimes of the annihilations 

occurred in the sample from the time positron was injected into the sample.  In a defect free 

material, the positron decay spectrum is a simple exponential decay whereas the spectrum of a 

material with defect sites where positrons can be trapped is a superimposition of a number of 

exponential decays. The experimental setup to measure the positron lifetime is shown in a 

simple block diagram in Figure 2.3 (a) and the sample and source prepared in a sandwich 

arrangement is shown in Figure 2.3 (b). 
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 (a) 

 

(b) 
 

Figure 2.3 (a) Experimental set-up to measure positron lifetime (b) Sandwich arrangement for 
sample and a positron source [65]. 

 

As shown in the block diagram, the source is sandwiched by two identical samples and 

the entire arrangement is placed between two scintillator detectors, S1 and S2, coupled to a 

timed analyser. The detectors are fed through the single channel analysers (SCA) which are 

tuned for the energy of the two photons and connected to the time-to-amplitude converter (TAC) 

with a start signal coming from 1.274MeV γ-photon and a stop signal from 0.511MeV γ-photon.  
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The amplitude of the output pulse is proportional to the time difference between the birth and 

the annihilation γ-quanta and, thus, represents a measure of the positron lifetime.  The single 

annihilation event is stored after analog-digital conversion in the memory of a multi-channel 

analyzer (MCA).  The channel numbers of the MCA represent the time scale.  In this study, 

more than 5X106 annihilation events were recorded for each lifetime spectrum. The time 

resolution of the spectrometer was determined by the scintillators and it was about 180 ∼ 280 

ps.  The source and the two identical samples were separated by a thin Kapton foil.  In order to 

ensure the almost complete annihilation of positrons in the specimen volume the foil is placed in 

between the samples.  A minimum sample thickness is required to make sure that the essential 

fraction of positrons annihilates in the sample pair.  

2.1.1.5 Data Analysis 

The positron lifetime spectrum is generally the sum of the exponential decay curves 

given by the following equation,  

	 
��
�

 �  ∑ ��� �� exp�	����,          ∑ ���  � 1                                                                             ( 2.2) 

 where n(t) is the probability that the positron is alive at time t after its birth and �� is the lifetime 

associated with a decay curve with its initial intensity, ��. Each lifetime represents the specific 

type of the defect where positrons are trapped and annihilated as well as the annihilation in the 

bulk of the material.  The number of components to be resolved in the lifetime spectrum 

depends on the mutual separation of the individual lifetime components their intensity of 

instrumental resolution, source lifetime, and the statistics.  There are several standard computer 

programs available for the decomposition of the spectra - for example, POSITRONFIT or 

PATFIT by Kirkegaard et al [67].  For data analysis, background first needs to be subtracted 

from the spectrum and it is followed by the source correction where the characteristic lifetime 

spectrum of the source is subtracted, which is generally determined by an individual method. 

The source components are varied using a single component spectrum of a defect free sample 

to get a good a good fit. The fitting process continues by varying the parameters for the 
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component decay curves until the variance of the fit satisfies the minimum requirements.  Size 

and concentration of defects can also be obtained from the lifetime value and its intensity.  An 

example of an experimental lifetime spectrum of Si is shown in Figure 2.4.  Two curves of 

lifetime spectrum are plotted in the Figure 2.4, one for the as grown sample and the other for 

plastically deformed sample.  The curve of the deformed sample is located higher compared to 

the as-grown indicating the occurrence of long-lived components.  After the decomposition of 

the spectrum the long lifetime components which are related to the defects ��  (320ps) and 

�� (520ps) are found.  They are shown as straight lines in the semi logarithmic plot in the Figure 

2.4, below.  The deviations from the straight lines of higher lifetime components are caused due 

to annihilations in the source and the background contribution. Always a background subtraction 

followed by a source correction has to be performed to avoid these kind deviations. The 

characteristic lifetime spectrum of the source needs to be subtracted from the obtained 

spectrum of the sample.  The determination of the source spectrum is performed by a individual 

method by analyzing a one-component spectrum of a defect-free sample. Only one lifetime 

component corresponding to the bulk lifetime �� is found which is given by 218ps as shown in 

the Figure 2.4.  
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Figure 2.4 Example of a positron lifetime spectrum of as-grown (Czochralski-grown) Si and 
plastically deformed Si showing a bulk lifetime of 160ps and defect lifetimes of 320 ps and 520 

ps [68]. 
 

2.1.2 Doppler Broadening Spectroscopy (DBS) 

2.1.2.1 Principle and Experimental Set-up 

During the annihilation process of the positron, the momentum exchanges between the 

electron and the positron occurs and it must be conserved into the γ-photon pair.  The 

broadening (∆E) of the 511 KeV annihilation line occurs due to the Doppler shift in the energy of 

the annihilating photons and it is equal to ±cpz/2 where  ! is the longitudinal component of the 
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momentum of the annihilation pair along the direction of the gamma emission.  The momentum 

of the positron after thermalization in the sample is smaller than that of the electron, which 

allows to probe the electron distribution around the annihilation site.  The effect of localization of 

the positrons in lattice defects enables us to find out the electron distribution around the open 

volume defects.  When there is a localization of positrons in the open volume defects, the 

fraction of valence electrons annihilating increases compared with that of core electrons.  Also 

the momentum of the valence electrons gets lower, the momentum distribution of annihilating 

electrons shifts to smaller values causing smaller Doppler broadening.   The major strength of 

DBS is its sensitivity on the chemical environment of the annihilation site. In fact, the chemical 

surroundings influence the electron momentum distribution than the electron density.   

The experimental setup used for DBS in this study is schematically shown in Figure 2.5.  

A liquid-nitrogen cooled Ge detector was used as it served as a high resolution energy-

dispersive detector system.  The source is sandwiched between the sample pair similar to 

positron lifetime experiments.  In our experiments we used one detector as shown in the 

following figure.  The background can be reduced by using a Doppler broadening coincidence 

technique, which registers both the γ-quanta coming from the two sample pairs.  The charge 

separation occurs of the annihilated photons by an applied high voltage of several kV and is 

converted by a preamplifier to an electrical pulse.  The multi-channel analyzer (MCA) registers 

the photon energy which is the amplitude of the electronic pulse.  The stabilizer which is a part 

of the MCA allows the long-term collection of several million counts.  The time of the 

measurement of the spectrum is comparable to the positron lifetime spectrum.  
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Figure 2.5 Experimental setup for measuring Doppler broadening spectrum [65]. 

2.1.2.2 Data Analysis  
 
  The typical spectrum of DBS is shown in the Figure. 2.6. The spectrum of defect free 

sample looks broader than that of the defective sample.  The DBS spectrum is often 

characterized by ‘S’ (shape) and ‘W’ (wing) parameters and they respectively measure the 

interaction of the electron-positron pair with the low-momentum valence electrons and high-

momentum core electrons. The parameters are calculated respectively as the ratio of the center 

and the wing area of the spectrum to the entire area of the spectrum. The interval limits are 

chosen symmetrically around the energy of E0 = 511 keV for the calculation of the S parameter, 

E0 ± Es.  The energy limits to determine W parameter should be chosen in such a way as to 

have no correlation effects with the S parameter. These chosen limits are kept constant for all 

spectra to be compared. In the figure 2.6 we could see the limits of ‘S’ were set to (511±0.8) 

keV for the determination of S and to (511 + 2.76) and (511 +4) keV for W. are always fixed in 

order to compare the parameters of different samples.  We fix our energy limits of both S and W 

parameters to about 10 channel widths from the 511 KeV annihilation line. 
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Figure 2.6 DBS spectra from defect-free GaAs sample (triangles) and the plastically deformed 
GaAs sample (circles).  As gives the area under the curve close to 511 KeV γ-energy 

characterizing the low momentum parameter, S and Aw gives the area under the curve away 
from 511 KeV γ-energy characterizing the high momentum parameter, W [68]. 

 

2.2 Materials  

 PALS and DBS measurements were done on three different samples including Cu2O 

powder (Alfa Aesar, 99.9%), CuO powder (Alfa Aesar, 99.9%) and a 1mm-thick disk of Cu 

(United Copper industries, 99.9%). The powder samples, Cu2O and CuO were characterized by 

scanning electron microscopy (SEM) (Hitachi, S-3000N) and X-ray diffraction (XRD) Siemens 

D-500 powder diffractometer , (PANalytical, X’Pert Pro) to determine the particle size, surface 

morphology, and the crystal structure.  We also performed energy dispersive X-ray 

spectroscopy (EDS) attached to the SEM (Hitachi, S-3000N) to check the chemical composition 

of the samples.  Additionally, the samples were thermally annealed at 350 ~ 400 oC under 



vacuum prior to any measurement in order to remove 

their synthesis and fabrication. 

Figure 2.7(a) SEM image
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vacuum prior to any measurement in order to remove any metastable defects remained after 

their synthesis and fabrication.  

 

(a) 

  

(b) 
 

Figure 2.7(a) SEM image of as-received Cu2O at 10K magnification (b) SEM image of 
as-received at 2.37K magnification. 

 
 
 
 
 
 
 
 
 
 

  

metastable defects remained after 

at 10K magnification (b) SEM image of 



Figure 2.8 SEM image of as

 

As shown in Figures 2.7 and 2.8, the average particle size of the Cu

whereas the particle size of CuO was 1 

powder samples plays an important role in positron spectroscopy experiments.  

positron enters the sample, it diffuses about 100 nm before annihilation.  To avoid the positron 

penetration into the grain boundaries, the particle size or the grain diameter generally should be 

larger than the positron diffusion length [69].  Si

in this study, there was no probability of the positron being trapping on the surface of the 

particles.  EDS data showed that the compositions of the samples were consistent with the the 

information provided by the vendors.  For example, Table 2.1 showed that the composition of 

Cu2O was very close to the stoichiometry of 2 to 1.     
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Figure 2.8 SEM image of as-received CuO. 

shown in Figures 2.7 and 2.8, the average particle size of the Cu2O was over 5 

whereas the particle size of CuO was 1 - 3 µm on average.  The size of the particle of the 

powder samples plays an important role in positron spectroscopy experiments.  

positron enters the sample, it diffuses about 100 nm before annihilation.  To avoid the positron 

penetration into the grain boundaries, the particle size or the grain diameter generally should be 

larger than the positron diffusion length [69].  Since the particle size was in the order of few 

in this study, there was no probability of the positron being trapping on the surface of the 

particles.  EDS data showed that the compositions of the samples were consistent with the the 

by the vendors.  For example, Table 2.1 showed that the composition of 

O was very close to the stoichiometry of 2 to 1.      

 

 

 

 

 

  

 

O was over 5 µm, 

m on average.  The size of the particle of the 

powder samples plays an important role in positron spectroscopy experiments.  Once the 

positron enters the sample, it diffuses about 100 nm before annihilation.  To avoid the positron 

penetration into the grain boundaries, the particle size or the grain diameter generally should be 

nce the particle size was in the order of few µm 

in this study, there was no probability of the positron being trapping on the surface of the 

particles.  EDS data showed that the compositions of the samples were consistent with the the 

by the vendors.  For example, Table 2.1 showed that the composition of 
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Table 2.1 EDS compositional analysis on Cu2O before annealing. 

 

 

 

 

The XRD data (Figures 2.11 and 2.12) confirmed the simple cubic structure of Cu2O with a 

(111) preferred orientation (PDF# 77–0199) and the tenorite crystal structure of CuO with both 

(002) and (112) orientations (PDF# 74-1021).  Additionally, the phase of Cu2O remained 

unchanged after annealing as XRD after annealing did not show any diffraction peak associated 

with CuO (Figure 2.13).   

 

Element  Atomic%  

Cu K 76.24 

O K 23.76 
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Figure 2.9 XRD of Cu2O before annealing. 
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Figure 2.10 XRD of Cu2O after annealing. 
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Figure 2.11 XRD of CuO. 
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CHAPTER 3 

POSITRON ANNIHILATION IN COPPER OXIDES AND ITS DOPPLER BROADENING: 
CONNOTATION OF OXIDIZING Cu AND THE PRESENCE OF Cu VACANCIES 

 

3.1 Introduction 

  
In this study, systematic analysis of positron annihilation in Cu, Cu2O, and CuO has 

revealed the common presence of copper vacancies, which is consistent with the change in the 

formation energy of copper vacancy in the materials.  Besides, Doppler broadening of γ-

emission from the annihilation showed that the density of low- and high-momentum electrons 

respectively increases and decreases as the degree of covalency in the material increases. The 

intrinsic open-volume defects determine the type of majority carriers in semiconducting copper 

oxides (CuO and Cu2O), which can be low-cost p-type photovoltaic absorbers in semi-

transparent solar cells.  Using transparent conducting oxides (TCOs) as active photovoltaic 

junction materials and light absorbers in solar cells is an attractive approach to realize various 

semi-transparent building-integrated energy-harvesting applications because their large optical 

band gaps (~2 eV) allow a certain level of transparency in the visible spectrum of natural light. 

The large band gap, in general, provides a high built-in potential of the junction particularly 

enabling voltage-driven applications even though the current generated is relatively low. In fact, 

hetero-junctions between p-type Cu2O and n-type ZnO-based TCOs have achieved a power 

conversion efficiency up to 4.04% [70, 71]. Finding device-quality p-type TCOs, however, has 

been challenging because the hole mobility in metal oxides is generally low due to the lack of 

covalency in their valence bands.  Cu-based oxides are often exceptional because having 

energy level of the fully filled d orbital of the copper close to the 2p orbital of oxygen allows 
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sizeable covalency in their bonds forming a substantially delocalized valence band edge [23].  

Intrinsic form of Cu2O, for example, has a bandgap of about 2.17 eV [31], often shows p-type 

electronic conduction [7, 46]. 

In this work, positron annihilation lifetime spectroscopy (PALS) in conjunction with 

Doppler broadening spectroscopy (DBS) and photoluminescence (PL) spectroscopy was 

performed on pure Cu and copper oxides in order to understand the electronic alteration made 

on Cu by its oxidation and its implication in the electronic environment of vacancies in copper 

oxides. 

3.2 Experiments 

PALS and DBS measurements were done on three different samples including Cu2O 

powder (Alfa Aesar, 99.9%), CuO powder (Alfa Aesar, 99.9%) and a 1mm-thick disk of Cu 

(United Copper industries, 99.9%). Each sample was mounted in a plastic container for the 

PALS and DBS measurements. 22Na and 68Ge were used as a positron source respectively for 

PALS and DBS and the activity of the source was 7.5 #Ci and 1.7 #Ci correspondingly.  The 

source was covered by thin Kapton foil and sandwiched by two identical samples. Two units of 

photomultiplier tube with a BaF2 γ-scintillator (Photonics, xpq2020) and a high-purity(HP) Ge 

coaxial γ-detector (Canberra 2020) were used for PALS and DBS respectively and ORTEC 

electronics include a multi-channel analyzer and a time-to-amplitude converter. The LT 

spectrometer setup if a fast-fast system using EEG model 583 Constant Fraction Discriminators 

(CFDs) and an EGG Time to Analog Converter (TAC) model 566.  The resolution of the lifetime 

spectrometer used and the HP-Ge detector ranges about 400-450ps and 1.3KeV respectively.  

The number of counts for each PALS spectrum was about 106 and the data was analyzed using 

an analysis software (LT, version 9) [72]. The lifetime spectra analyzed after subtracting the 

background and the source corrections were deconvoluted into Gaussian resolution functions 

with their characteristics lifetimes.  For the deconvolution process, the lifetime associated with 

the annihilation in the bulk of material was fixed according to the literature value and the number 
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of lifetimes was specified by users.  The S and W parameters from DBS are determined 

respectively from the energy range of 511 ± 1 keV and 508 ± 1/514 ± 1 keV.  The PL 

measurements were performed at room temperature using an Ar laser with an excitation 

wavelength of 532 nm. 

3.3 Results and Discussion 

The annihilation parameters for all the samples are compiled in Table 3.1 The bulk lifetime of 

121 ps was fixed for pure Cu according to the reported lifetime value [73, 74].   While the 

lifetime of 165 ps was also identified in the disk of Cu and assigned to VCu, relatively high 

formation energy of VCu (1.13 ~ 1.28 eV) in pure Cu [75] and its consequently low population 

explain very small contribution of VCu (~ 2%) in positron annihilation. Although the 

experimentally determined lifetime associated with VCu was rarely reported, the set of lifetimes 

obtain from Cu is quite consistent with previous studies [73-74, 76].  Unlike the pure Cu, copper 

oxides showed clear presence of open-volume defects in the positron annihilation. Two 

characteristic lifetimes (230 ps and 358 ps) were found in the Cu2O with the fixed bulk lifetime of 

171 ps [5].  The lifetime of 230 ps is first assigned to VCu as their dominant presence is 

expected from its low formation energy (< ~ 0.7 eV) [1]. The longer lifetime of 358 ps is 

attributed to the clusters of VCu because defects with a larger open-volume have a lower 

electron density and it takes longer time for positrons to annihilate. While the presence of 

complexes between Cu and O vacancies as another type of large open-volume defects in Cu2O 

is possible, it is less likely to be the origin of the longer lifetime because their formation energy 

is generally much higher than that of VCu - 4.58 eV for 2VCu+VO complex, for example [77], and 

the stable charge state of the complex has been estimated to be positive, from which the 

positron is expected to have a relatively low probability of annihilation at the complex. The 

lifetimes from pure Cu are generally shorter than those from copper oxides because metallic Cu 

has a large coulomb screening from the dense population of free electrons. Overall, 30 ~ 40% 

of the � - radiation was from the annihilation at defects. For the CuO sample, the bulk lifetime of 
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169 ps was fixed according to a previous PALS study [6] and two lifetimes of 230 ps and 469 ps 

were also identified and assigned respectively to VCu and the clusters of VCu due to the lowest 

formation energy of VCu (< ~ 0.5 eV) among other defects in CuO [78]. The lower formation 

energy of VCu in CuO compared to Cu2O can explain the longer lifetime of the vacancy cluster in 

CuO because the bigger size of cluster can be expected from the higher population of VCu in 

CuO. Higher defect density also explains its relatively large contribution (~66 %) in positron 

annihilation. 

Table 3.1 Positron annihilation parameters, the defect and the bulk LT values and the S, W 
parameters for copper disk and copper oxide samples. 

 

Sample Lifetime  
(ps) 

Contribution 
(%) 

Defect  
assigned S W 

Cu disk 
121 98.1 bulk 

0.4837 0.0474 
176 (±12) 1.9 VCu 

Cu2O 
171 68 bulk 

0.5168 0.0358 230 (±24) 22.1 VCu 
358 (±21) 9.9 VCu clusters 

CuO 
169 34.1 bulk 

0.5260 0.0287 230 (±15) 40.0 VCu 
469 (±31) 25.9 VCu clusters 

 

The data from DBS provides further insight on VCu and also difference in the electronic 

structure between Cu and copper oxides in general. While the S and W parameters are rather 

similar among copper oxides, the pure Cu shows comparably lower S and higher W (Table 3.1). 

One possible explanation can come from the difference in the chemical nature of the vacancies 

in copper oxides and the pure Cu. Since VCu in pure Cu with a face-centered cubic crystal 

structure must have Cu atoms as its neighboring atoms, the difference between copper oxides 

and Cu can be explained only by the presence of VCu coordinated by oxygen atoms. Assuming 

the electron momentum distribution in the bulk of Cu and the vicinity of VCu in Cu is similar 

because Cu is a mono atomic metal, the S and W parameters purely from the positron 

annihilation at VCu could be similar with those of bulk annihilation. The nature of the ionic 
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bonding component between Cu and O can easily support the premise of VCu surrounded by 

oxygen atoms. Cu2O has a simple cubic crystal structure [33] and a Cu atom is coordinated with 

two nearest-neighboring O atoms while four Cu atoms surround one O atom tetrahedrally. 

Monoclinic CuO also shows that Cu and O atoms are coordinated by each other and a Cu atom 

is neighboring with 4 O atoms in an approximately square planar configuration [79]. The 

presence of VCu was further complemented by room-temperature PL measurement of Cu2O 

(Fig. 3.1) showing a luminescence peak at 965 nm. The PL signature can be assigned to VCu 

according to the previous PL study performed with Cu2O synthesized under high oxygen 

pressure to promote the high concentration of copper vacancies [80]. 

 

Figure 3.1 Room Temperature PL measurements of Cu2O. 

Further discussion is possible from the set of S and W data plotted in the S-W plane, which 

shows a linear trajectory between S and W (Fig. 3.2). As often appeared in DBS studies in the 

literature [81, 82], the linearity can be explained by the change in the concentration of the 

identical defect in the series samples and it supports the presence VCu as both S and W vary 

almost linearly with the concentration of VCu. However, care must be taken in the analysis 

because S and W also include the contribution from the annihilation in the bulk of materials. As 
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a matter of fact, a higher density of core electrons in the pure Cu than oxides can explain its 

relatively higher W and lower S compared to those of oxides. Since the annihilation is from 

either bulk of material or defects, it is not surprising that the S and W also linearly scale with the 

amount of the contribution from the bulk annihilation. Consequently, the difficulty of analysis lies 

in the fact that increasing the level of oxidation from pure Cu to CuO via Cu2O increases both 

the concentration of VCu and the content of oxygen in the bulk of materials and the resulting 

change in S and W can be explained by either of them or both. 

 

Figure 3.2 S-W plot of the Cu2O, CuO and Cu disk. 

The overall difference in the momentum density of electrons relevant to the positron 

annihilation in Cu and copper oxides is conjectured through Figure 3.3.  The normalized DBS 

spectra clearly show the difference between pure Cu and copper oxides (Figure 3.3(a)). 

Because the standard DBS such as what was performed in this study has high intensity of 

background in W region [83], the focus of the analysis is made on the S region. The ratio 

between normalized spectra of pure Cu and copper oxides (Figure 3.3(b)) has clearly showed 

that the density of low momentum valence electrons (up to 10-2 m0c) increases proportionally 

with the level of oxidation, while the contribution from higher momentum core electrons changes 
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in an opposite way.  Deeper understanding of the change in the momentum density of electrons 

can be sought theoretically and a previous study on Fe3O4 confirmed that the even weak 

covalency between Fe 3d and O 2p states can tremendously modify the momentum distribution 

[84].  Intuitively, the increase in the degree of covalency is expected to modify the momentum 

distribution at VCu-related defects as well as in the bulk of copper oxides in the same context 

and deconvoluting the entire DBS data into each contribution from bulk and defects remains to 

be studied. Intuitively, the increase in the degree of covalency is expected to modify the 

momentum distribution at VCu-related defects as well as in the bulk of copper oxides in the same 

context and deconvoluting the entire DBS data into each contribution from bulk and defects 

remains to be studied. 
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(a) 

 

(b) 

Figure 3.3 (a) Normalized DBS spectra of Cu, Cu2O, and CuO 
(b) Ratio of the Normalized spectra of copper oxides to pure Cu. 
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3.4 Summary 

In conclusion, the characteristic lifetimes of VCu and its clusters in positron annihilation were 

identified and the presence of VCu was further supported by the analysis of Doppler broadening 

and photoluminescence measurement.  The change in the momentum distribution of electrons 

participating in the positron annihilation was systematically explained by the degree of 

hybridization between Cu 3d and O 2p states.  It is likely that the hybridization makes similar 

impact on momentum distribution at both bulk and defects and it would be difficult to use it as a 

basis for deconvoluting the entire annihilation into each contribution. 
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CHAPTER 4 
 

LIGHT- INDUCED METASTABLE DEFECTS IN Cu2O STUDIED BY POSITRON 
ANNIHILATION SPECTROSCOPY 

 
4.1 Introduction 

 
As introduced briefly in chapter 1 (Sections 1.1 and 1.3.2), PPC effect in (Cu2O) has 

been reported by several groups and explained by different electronic models [50-56]. PPC 

effect describes an increase in the conductivity of Cu2O upon light illumination and its extremely 

slow decay in dark at room temperature.  The equilibrium state of the conductivity can be 

quickly re-established by heating the sample at an elevated temperature as the process turned 

out to be thermally-activated. From the explanation of the electronic model [53] the increase in 

conductivity was attributed to increase in acceptor concentration in Cu2O.  Due to the PPC 

effect a metastable defects influence the junction characteristics of Cu2O/ZnO solar cells 

including open circuit voltage, short circuit current, and series resistance [7, 50].  

Although the identity of the metastable defects is very important, there has been no 

definitive experimental study, which clarified the origin of these metastable defects till date.  In 

this part of study, the effect of light illumination on the defect complexes in Cu2O has been 

investigated using positron annihilation lifetime time spectroscopy (PALS). Because the positron 

lifetime is sensitive to the type of defects, the presence of the light-induced metastable defects 

was expected to be reflected by the change in the lifetime of positron.    

As mentioned in the section 1.3.2, two interpretations exist to explain the PPC effect - 

Kuzel’s theory and electron mechanism. Kuzel’s theory proposes that the association and 

dissociation of the intrinsic point defects occurs during heating and illumination processes 

respectively.  Electron mechanism explains PPC effect as the phenomena in which electrons 

are trapped in deep centers and then re-emitted slowly with time. These theories are explained 

in detail in the following section. 
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4.2 Background 

4.2.1 Defect complex model 

Kuzel et al [51, 52] supposed that both single Cu vacancies and complexes formed by 

two Cu vacancies are acceptors.  At equilibrium, most of the Cu vacancies are coupled with 

each other to form complexes in the dark.  Illuminating the sample dissociates the complex and 

each complex gives rise to two copper vacancies, thus increasing the acceptor concentration to 

twice its original number.  This can be described as follows. 

 

$%&' � $%&'                   �$%& � $%&�'                                                                                           (1) 

 

When oxygen vacancies (VO) are present as donors, several other possible complexes 

can exist as follows [9, 85].  

    

$%&� � $(�                      $%&� 	 $(�                                                                                                 (2) 

 

$%&' � �$%&� 	 $(��                      $%&' 	 �$%&� 	 $(��                                                                         (3) 

 

From scheme (2), the association makes one acceptor (VCu) and one donor (VO) 

dissappear and NA–ND (the total acceptor concentration and donor concentration) remains 

constant.  According to Kuzel’s [51, 52] experiments scheme (2) was not possible since there 

was a increase in the conductivity when the sample was illuminated and it decreased when the 

same sample was heated at a temperature of 150°C. According to the above explanation if NA-

ND has to remain constant, then they should observe an increase in conductivity, then with 

illumination there should be association of the defects and during heating they should 

dissociate, which is contradictory to the observations. Also the calculations of their pre-

exponential factors of their samples did not agree with the pre-exponential factors for the 
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sample having high concentration of donors formed by oxygen and hence ruled out scheme (2).  

The complexes described by scheme (3) are also possible and they are analogical to the 

complexes of color centers in ionic crystals.  During the cooling process of the sample the 

concentration of V-
Cu and V+

O will be reduced by the formation of neutral pairs (V-
Cu V

+
O) [85]. In 

conclusion from the Kuzel’s work when Cu2O is illuminated dissociation occurs mainly due to 

scheme(1). According to Bloem’s work there is a possibility of all the three schemes.  While the 

above mentioned results are possible explanations to explain the PPC effect, the electronic 

models [53,9,55] explain this phenomenon based on a changed concentration of un-ionized 

acceptors due to preillumination.  

4.2.2 Electronic models 

   This section presents a detailed introduction of the electronic models to explain the 

PPC effect in Cu2O.  Trapping mechanism was first introduced by Schick et al [53].  Illumination 

causes the transfer of electrons from the ionized acceptors states into the trapping states or the 

donor states and hence increases in the conductivity by increasing the ratio between the 

number of acceptors to the number of donors.  This effect persists after the illumination if the 

donor level is deep enough because the trapped electrons will be emitted after a long time.  To 

calculate the energy levels associated with the defect levels in their model, they performed 

thermally stimulated conductivity (TSC) experiments.  They measured conductivity with the 

illumination at low temperatures and then in the dark increased the temperature at a constant 

rate.  The peaks which emerged in the TSC curve were due to the thermal emission of the 

electron from the donor levels and the temperatures at which these peaks occurred denoted the 

trap depths that represent the position of the defect levels (donor levels) in the band gap.  The 

proposed energy level diagram of Cu2O according to the results from the experiments (TSC 

curves) is shown in Figure 4.1 and it consists of two donor levels - 1.03eV and 1.34eV below 

the conduction band – those were assigned to different charge states of oxygen vacancy.  

Meanwhile, the acceptor level located at 0.4 eV above the valence band was assigned to Cu 
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vacancy.  They referred to Bloem’s work to assign the defect levels as oxygen and copper 

vacancy levels.  To calculate the energy difference between the trap levels and top of the 

valence band, they measured excess conductivity as a function of photon energy.  The energy 

at which the excess conductivity became zero was the energy difference between the trap level 

and the top of the valence band and they were 1.1 eV and 1.3 eV as shown in Figure 4.1. The 

results were, however, inconsistent with to their hypothesis because the sum of the donor level 

with respect to the conduction band edge and the corresponding energy level found by excess 

conductivity measurements was not equal to the band gap of Cu2O. The sum was found to be 

2.33 eV for one trap level and 2.44 eV for another and either of them was slightly greater than 

Cu2O band gap which is 2.1eV. Apart from this there was no experimental evidence to identify 

the defect levels except their results were based on Bloem’s work.  This model is inadequate in 

explaining the PPC effect and, hence more elaborate models were needed. 

 

 

 

  

 

Figure 4.1 Proposed energy level diagram for Cu2O.  The lowest level is an acceptor level and 
the two higher levels are trap levels [53]. 

 

A similar model proposed by Strasbourg et al [9,55] to explain PPC included four donor 

levels (two shallow and two deep levels) and a band of recombination centers extending from 

0.45 eV to 0.65 eV from the valence band as shown in Figure 4.2.  The chemical nature of 

these trap levels was not studied.   
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Figure 4.2. Electronic model proposed by Strasbourg group. 

Biccari et al [54,56] disapproved any of the electronic models because, to have an 

electron trap, the hole capture rate should be smaller than the electron emission rate.  However, 

their experiments and calculation showed that the hole capture cross section was << 10-23 cm2, 

which is uncommonly small compared to the cross section seen in typical semiconductors (∼10-

15 cm2).  

4.2.3 Acceptor-Donor complex model to explain PPC effects 

From the above sections, we have seen that the electronic models could not explain 

some of the experimental results.  They were based on one or more electronic levels which can 

only emit or capture carriers.  Biccari et al [54, 56] developed a defect complex model based on 

a mechanism analogous to that involved in the dynamics of iron-boron complexes in silicon to 

explain the PPC effect in Cu2O.   To calculate the defect concentration, conductivity vs. 

temperature experiments have been performed on two samples - one equilibrated (kept in the 

dark until the conductivity reached minimum) and the other pre-illuminated (illuminated with 

white light until the conductivity reached maximum).  The results (Figure 4.3) and it shows that 

the hole concentration of the pre-illuminated sample was about 3∼7 times higher than the 

equilibrated sample throughout the entire temperature range. 
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Figure 4.3 Hole concentration as a function of temperature [56]. 

The experimental data was fitted with (4.1), which is valid for any p-type semiconductor, 

to obtain acceptor concentration, NA, ionized donor concentration, ND
+, and acceptor energy 

level, EA.   

 �)�  �  	 *� + ,-
./0 123 � 45�6  �  *� 7+ ,-

./0 123 � 45�6� �  8,9,0
./0 123                                                          (4.1) 

where Nv is the effective density of states of the valence band and it is equal to 2.13 × 1015 T3/2 

cm-3.  k is the Boltzmann constant and the values of NA, ND
+, EA, and the compensation ratio of 

NA/ND
+ from the fit are shown in Table 4.1. The above expression holds only if ND

+ is constant 

during the measurements, and this assumption was validated since the donor levels are deep in 

Cu2O and do not contribute towards the donor concentration.  From Table 4.1, it is seen for the 

preilluminated case the acceptor concentration is twice of the equilibrated case. 

 

 

 

 
 
 



 

44 
 

 

Table 4.1 Acceptor concentration, NA, ionized donor concentration, ND
+, and acceptor energy 

level, EA obtained from the fit of p(T) using equation 4.1 [56]. 
 

 

Other set of experiments were performed to measure PPC decay time constants.  

Samples were illuminated until the photo-conductivity reached their maximum and the 

conductivity was monitored under the dark at three different temperatures.  The results are 

shown in Figure 4.4. 

 

Figure 4.4 PPC decay of Cu2O under the dark as a function of time at three different 
temperatures [56]. 

 

After the light was switched off, the conductivity decayed exponentially. The 

conductivity decayed much faster at higher temperature (393K) compared to low temperature 

(353K). The data was fitted by an exponential fit and is denoted by a red straight line as shown 

in Figure 4.4.  The PPC was monitored as a change with respect to dark conductivity, σ0.  The 

PPC decay constants were plotted according to Arrhenius plot as a function of temperature 

which showed an activated behavior and fitted by the following equation. 
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       �::% �  �'�;<<= �>?�3
                                                                                                (4.2) 

where τPPC is the decay time constant, τ0 is a constant, and EPPC is the activation energy 

calculated from the fit.  The decay time constant at three different temperatures and the values 

obtained from the exponential fit are shown in Table 4.2.  

Table 4.2 PPC decay times for three samples at different temperatures. 

 

To explain the results from the experiments, a defect complex model was introduced.  

The model was based on the effect of electrostatic interaction between the defects on their 

electronic levels in the band gap.  The defect complex (VCu - VO) denoted by W was formed by 

pairing a donor (VO) with an acceptor (VCu).  In this model, it was assumed that the acceptor is 

Cu vacancy and the donor is oxygen vacancy.  This complex, W can exist in four possible 

charge states ++, +, 0, and -.  The two stable configurations are W+ and W0 assuming the 

interaction is mainly electrostatic.  From the temperature range of the above experiments, the 

complex W+ is always stable and W0 dissociates spontaneously. The binding energies of 0.84 

eV and 0.42 eV correspondingly for W+ and W0 were calculated assuming the donor-acceptor 

distance of 0.48nm.  Figure 4.5 shows a proposed diagram of the energy levels.  VCu
- as the 

acceptor level is known to be approximately at 0.3 eV from the top of the valence band and the 

other two electronic levels are VO
++/+ and VO

+/0 associated with the isolated oxygen vacancy with 

a positive correlation energy, U by assuming the isolated metastable oxygen vacancy is VO
+ and 

the equilibrated state is the doubly charged positive state.  The complex W introduces three 

levels including W++/+, W+/0 and W0/-, whose energies are determined by the binding energies of 

the defects. At a minimum distance between the donor and the acceptor, the oxygen vacancy 

level shifts upward by 0.42 eV while the copper vacancy level shifts downward by 0.84eV as 
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shown in Figure 4.5 and the electronic levels of the complex states were chosen according to 

the experiments.  According to this model, a negative VCu
- during its random walk associates 

with a single VO
+ to form a complex W0.  Unless this captures a hole to become a W+, the 

complex, W0 is not stable.  

 

Figure 4.5 Representation of the defect electronic levels using acceptor-donor complex model 
[56]. 

 
Interpretation of the experimentally obtained ND and NA values using this model is 

explained as follows.  For the sample kept at dark, VCu is identified as the acceptor and the 

donor in the new model is complex W+. The NA corresponds to the acceptor vacancy 

concentration [VCu] and this number does not include the VCu which are bound to the complexes 

since they are not acceptors.  ND corresponds to the total number of oxygen vacancies in the 

complex.  The total number of Cu vacancy concentration both bound and unbound is given as 

[VCu]tot= [VCu] + [VO]tot.  In order for Cu2O to show p-type conduction, [VCu]tot should be always 

greater than 2[VO]tot. Hence, for the dark sample, [VO]tot = 4.92 × 1014 cm-3 and [VCu]tot = 1.06 

×1015 cm-3 according to the data from Table 4.1. When the sample is illuminated, the complexes 
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become neutral due to the capture of photo-generated electrons and many of them dissociates 

because they are unstable in the given temperature range. The isolated double charged oxygen 

vacancy emits a hole becoming a VO
+ since the level VO

++/+ is in valence band.  While the donor 

concentration remained same as its concentration before the illumination because for one W+ 

only one VO
+ is formed from a W+ upon light exposure, the concentration of Cu vacancies 

increased due to the dissociation of the neutral complex which was responsible for increase in 

conductivity.  They also numerically solved the equation which relates to the rate of association 

of Cu vacancies with oxygen vacancies, which included five parameters -[VCu]tot, [VO]tot, EA, DVCu 

(diffusion coefficient of Cu vacancy), and fdiss (fraction of dissociated complexes).  Both vacancy 

concentrations agreed well with their experimental results as well with the numerical fits, but 

there was a strong discrepancy in their DVCu results obtained from the experiments and the fit.  

They pointed out that the discrepancy was possibly from the fact that there was a significant 

error in their model or that the acceptor is something other than Cu vacancy and it has a lower 

diffusion coefficient than that of Cu vacancy.  

4.3 Hypothesis and the design of experiments 

As per our knowledge, there were no experiments to determine the chemical identity of the light 

induced metastable defects and there were no positron studies to study the open volume 

defects in Cu2O under light till date. The observations from the PPC effect in Cu2O showed that 

the conductivity increase was due to the increase of the acceptor concentration under light 

illumination. As shown from Chapter 3, PALS and DBS experiments can identify the open 

volume defects as well as its chemical nature.  The variation of the vacancy size can be 

determined from the changes in positron lifetime.  The lifetime increases as the size of the 

vacancy increases. Therefore, we can hypothesize that the average lifetime of Cu vacancies 

(chemical nature confirmed from our DBS experiments in chapter3) should decrease under light 

compared to the dark sample. Additionally, DBS would tell the chemical nature of the defects 

contributing to the PPC effect because the dissociation of the complex under light might 
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generate enough difference in the chemical environment PALS experiments were performed on 

three samples of Cu2O powder (Alfa Aesar, 99.9%).  The samples were first annealed at 400°C 

under vacuum to remove any metastable defects built-in during its fabrication process and 

equilibrated under dark condition at all times after annealing until positron measurements were 

performed.  Sample 1 (S1) was equilibrated under dark for several days before measurements. 

Sample 2 (S2) was illuminated with a 60 W tungsten lamp before measurements and also 

during measurements. During the exposure to the light, the temperature was carefully 

monitored to avoid any heating from the irradiation. Finally, PALS was repeated for S2 as soon 

as S2 was placed under dark in order to verify that the influence of light on the positron lifetime 

due to the change of the free electron density in the bulk of Cu2O. This measured is referred as 

Sample 3 (S3). DBS was performed on S1 and S2.  Each measurement was repeated 2-3 times 

to test the reproducibility of the data.  The information on the positron sources, spectrometers, 

and other electronics used in PALS and DBS was already provided in chapter 3.   

4.4 Results and discussions 

The results obtained from the measurements on the three samples which are positron 

lifetime (LT) values and vacancy contributions are presented in Tables 4.3 ∼ 4.5.  The positron 

annihilation data was first analyzed by fixing the bulk LT of Cu2O (171 ps) in accordance with 

the analysis made in chapter 3 and other two LTs are left to vary freely to fit the data.   The 

results of the analysis is shown in Table 4.3 and it shows three LT values for S1, 171ps, 326ps, 

and 2240ps with contribution of 48.81%, 50.71%, and 0.48% respectively.  326ps is possibly 

due to di-vacancies of Cu and possibly bigger clusters of Cu vacancies because there should 

be a high concentration of complexes of Cu vacancy under dark condition.  The higher LT value 

2240ps can be neglected due to its low intensity compared to other LTs. For S2, we observed 

171ps, 256ps and 543ps with contribution of 0.1%, 92.5% and 7.4% respectively.  Although 

171ps was again attributed to the bulk annihilation, its contribution was too small and physically 

meaningless.  This is considered as an artifact of the analysis because high contribution of 
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256ps indicated that there was an increase in the population of the identity that has a lower LT 

than 326ps observed from the sample kept under dark – we expect the identity to be the Cu 

vacancies with smaller size ‘on average’ than the average size under dark.  As the average 

lifetime of the Cu vacancies becomes much closer to a true value of the bulk LT, the fitting 

process simply picked 256ps with high contribution instead of being able to separate the 

contribution properly between bulk and defect annihilation. In fact, the bulk LT was expected to 

decrease, if it occurs in any degree, upon light exposure because of the increase in the free 

electrons in the material due to band-to-band transition, which was not visible in the data from 

the illuminated sample.  The overall behavior seems consistent with the hypothesis established 

earlier.  S3 shows a similar behavior as S2 with LT values of 171ps, 272ps and 933ps with 

contribution of 7.1%, 90.9% and 2.07% respectively.  Bulk LT shows a higher contribution of 

7.1% compared to S2 and this may be due to the slow recovery of the metastable to the stable 

state.  

Table 4.3 LT values from S1, S2 and S3 with a fixed bulk LT. 

Sample  LT 1 
(ps) 

Intensity  
(%) 

LT 2 
(ps) Intensity (%) LT 3 

(ps) 
Intensity  

(%) 

S1 171 48.81 (326±15) 50.71 (2240±20) 0.483 

S2 171 0.1 (256±10) 92.5 (543±15) 7.4 

S3 171 7.1 (272±12) 90.9 (933±10) 2.07 

 

Because the analysis made with Table 4.3 suffered the artifact associated with the fixed 

bulk LT and the change in entire size spectrum of the Cu vacancies, the fitting was repeated 

without fixing the bulk LT and by using only two LTs as the fitting parameters as an attempt to 

present the overall change in the spectrum of Cu vacancies more effectively.  Unlike the 

expectation, the average lifetime in the short time period (Lifetime 1) as well as its contribution 

varied little among S1∼S3 regardless of the history of the samples and it was difficult to make 
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any meaningful discussion.  Although the attempt was made to show the average change in the 

materials, having only two lifetimes in the fitting process significantly decreased the resolution. 

Table 4.4 Two LT values from S1, S2 and S3 without fixing any LT. 

Sample  LT 1 
(ps) 

Intensity  (%) LT 2 
(ps) 

Intensity  
(%) 

S1 (260±5) 97.50 (850±15) 2.50 

S2 (250±5) 94.10 (574±12) 5.9 

S3 (262±5) 97.06 (811±8) 2.94 

 

Finally, it was determined that using three LT parameters would provide better 

resolution and the fitting was repeated with three LT and without fixing bulk LT (Table 4.5).  This 

time, the results clearly showed the average change in the defect population upon light 

exposure and the minimal effect of light-induced electron density increase in the bulk of 

materials.  First, LT1 (198 ps) with a contribution of 69.6% for the dark sample increased to a 

higher LT of 250 ps with a higher contribution of 93.8% after illumination, which can be clearly 

explained by the increase in the concentration of smaller Cu vacancies including its mono 

vacancies.  According to the hypothesis, after the light radiation the conductivity rise observed 

from the previous studies is due to higher concentration of the Cu monovacancies due to the 

dissociation of the complex VCu + VCu.  Although further analysis and the modeling is possibly 

necessary to extract the precise size distribution of the Cu vacancies, the experiments 

confirmed that the average size of Cu vacancies was decreased to a smaller size upon light 

exposure potentially supporting the hypothesis.  Furthermore, little change in LT1 as well as its 

contribution between S2 and S3 has indicated that the increase in the free electron density in 

the bulk of Cu2O upon light exposure had little effect on the lifetime of the positron. 
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Table 4.5 Three LT values from S1, S2 and S3 without fixing any LT. 

Sample  LT 1 
(ps) 

Intensity 
(%) 

LT 2 
(ps) 

Intensity  
(%) 

LT 3 
(ps) 

Intensity  
(%) 

S1 (198±15) 69.6 (377±15) 30 (3590±20) 0.355 

S2 (250±12) 93.8 (571±16) 2.4 (588±15) 3.9 

S3 (256±14) 94.02 (581±15) 5.73 (5400±18) 0.259 

 

Our data seems to follow the association and the dissociation of complexes of Cu 

vacancies, with the light radiation proposed by Kuzel et al [51-52]. However the defects 

responsible for the lower LT components due to dissociation of the complexes might be from 

VCu
- + VCu

-, or VCu
- + VO

+ depending on the concentration of the defects, as well as the 

fabrication of the sample.  The DBS results shown in Figure 4.6 indicated there was little 

difference between the Doppler curves for the dark and the illuminated samples. The (S, W) 

parameters for S1 and S2 are (0.556, 0.0269) and (0.558, 0.0263) respectively.  Although this 

requires further experiments and discussions, electron momentum distribution in Cu vacancies 

might be similar regardless of their sizes.  In fact, this indirectly supported that the major defect 

complexes those respond to light were Cu vacancy complexes instead of Cu-O vacancy 

complexes proposed by Biccari et al [54, 56].   
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Figure 4.6 DBS spectra of Cu2O sample before and after illumination. 

4.5 Summary 

Using PALS, we experimentally showed a signature of light induced metastable defects 

originated from the Cu-Cu complex which is obvious from a change in positron LT and defect 

population contributing to the LT change with and without light radiation.  Our results are in 

accordance with that obtained by various groups previously due to PPC effect, by confirming 

our hypothesis stating that the conductivity rise during illumination is due to high concentration 

of Cu mono-vacancy concentration.  The LT values of S1 and S2 are different showing a 

signature of defects caused by light illumination. Analysis with the three LT parameters for S1 

showed a LT of 198 ps with a contribution of 69.6 % and S2 showed a LT value of 250 ps with a 

defect population contribution of 93.8 % attributed to increase in Cu mono-vacancy contribution.    

S2 and S3 showed similar LT values proving the bulk LT is not much affected by the light 
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radiation compared to the change in defect population and its impact to their lifetimes. The DBS 

results although did not show much difference between S1 and S2, but can conclude that no 

change in the chemical environment was identified because of the presence of majority of Cu-

Cu complexes and not the Cu-O complex.  
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CHAPTER 5 
 

INTRINSIC DEFECT STUDY IN Cu-BASED TRANSPARENT CONDUCTING OXIDES  
 

5.1 Introduction 
 

   In this part of the study, several factors were investigated which play an important role 

in determining the electronic conductivity of the Cu-based delafossite compounds with a 

chemical formula of CuMIIIO2 including Cu2O.  Cu2O was also explored since the delafossite 

compounds have the same valence band features as Cu2O and could be used as a basic 

comparison how the conductivity changes by adding a MIII cation into the crystal structure.  The 

particular effort was made for understanding the effect of MIII cation size on the vacancy 

formation energy in the compounds because it has been known that the vacancy defects in the 

compounds provide free holes in the conduction band and the concentration of the hole carriers 

is partially determined by the vacancy formation energy.  Other factors which define the 

electronic structure of the delafossite compounds for example bond lengths between two Cu 

atoms affecting the defect formation energies were also discussed in this work.  

 Several groups attempted to explain the trend in conductivity and mobility with the 

presence of the MIII cation in the delafossite compounds. Nagarajan et al [40] explained the 

increased conductivity in few delafossite compounds is due to the smaller ionic radius of the MIII 

cation which leads to a better Cu d orbital overlap with the MIII states and hence a good hole 

conductivity.  Scanlon et al [86] demonstrated the importance of increased covalency between 

the MIII states and oxygen as the size of the MIII cation increases.  The above arguments 

discussing the affect of the MIII cation provided us a motivation to calculate the defect formation 

energy of intrinsic defects in delafossite compounds, which could provide further insight to 

calculate the concentration of the acceptors.  There have been a number of studies to calculate 

the formation energies of intrinsic defects in delafossite compounds using local density 



 

55 
 

 

approximations (LDA) [57-61], but to the best of our knowledge till date the affect of MIII cation 

on the defect formation energies has not being investigated.  In an attempt we employed the 

generalization of Van Vechten Cavity Model (VVCM) to calculate formation energy of neutral 

intrinsic defects.  VVCM uses several input parameters such as bond lengths, band gaps, unit 

cell parameters and covalent or ionic radii.  Hence using VVCM it could be readily seen that the 

affect of the above mentioned parameters on the vacancy formation energies and the 

parameters actually define the electronic structure on the vacancy formation energies.  

Introduction to VVCM is given in detail in section 5.2.  As discussed in the explanation above 

electronic structure of the delafossite compounds play an important role in determining the 

conductivity properties.  Similarly in this study we wanted to explore how the electronic structure 

affects the defect formation energies of intrinsic defects of few Cu-based delafossite 

compounds (CuAlO2, CuInO2 and CuCrO2).  The properties of these delafossite compounds 

have been introduced in chapter 1 some of which include p-type conductivity, wide band gap 

which are very essential in fabrication p-n heterojunctions.  P-type transparent conducting 

oxides (TCO) are important since majority are n-type and wide band gap(≥2.5) become 

essential for a high transparency(≥85%) novel TCO applications.  CuInO2 showed a bipolar 

(both p-type and n-type) conduction and a large direct band gap (3.12eV) [87] compared to 

other delafossite compounds and could be material of interest in the field of p-n homojunctions.  

CuCrO2 on the other hand showed a very high conductivity (220 S cm-1) [44] when doped with 

an extrinsic dopant and is a material of growing interest in the field of delafossite compounds.  

CuAlO2 is the parent p-type delafossite compound fabricated by Kawazoe et al [23-24] with a 

wide band gap (2.75eV) [86] and its electrical properties are always compared to other 

delafossites.  Hence we chose CuAlO2, CuCrO2, CuInO2 along with Cu2O for our defect study.  

Though we calculate the defect formation energies of other intrinsic defects in the 

above mentioned compounds our focus is on the effect of MIII cation size of the defect formation 

energy of Cu vacancies(VCu).  VCu are major acceptor type defects due to their low formation 
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energies and shallow ionization levels in delafossite compounds and Cu2O which give rise to p-

type conduction. The equilibrium concentration of VCu in Cu2O is found close to the 

experimentally observed concentrations ranging between 2 X1018 cm-3 and 2 X 1020 cm-3 [88].  

Please refer to Table 1.1 for comparison of Cu vacancy formation energies and ionization levels 

of other delafossite compounds.  

5.2 Theory of VVCM 

5.2.1 Introduction  

According to VVCM [89], for any semiconductor a vacancy, VX is considered as a 

macroscopic cavity having a surface area, ‘A’ as determined by the equilibrium shape of the 

cavity.  Its formation energy (∆Hf)
 is given by the combination of the surface energy predicted 

from the density of ‘free’ valence electrons [90] and the bonding energy due to the short-range 

covalent force [91-95].  In its mathematical expression 

∆AB  �$C�  � DEFG � E�                                                                                  (5.1) 

where Es
m explains the metallic contribution of its surface enthalpy and  E�is the heat of 

bonding, which could be determined both experimentally and theoretically.  

To calculate the surface area of the cavity ‘A’ we need to assume that the vacancy 

cavity has its equilibrium shape. The surface area of the cavity and its volume is defined by the 

dimensions of the Wigner-Seitz radius (rw). When a vacancy cavity is created by removing an 

atom from the crystal lattice the equilibrium shape changes since the surface energy of this 

cavity is a function of the orientation of the crystal.  Hence the surface areas of vacancy cavities 

are always larger than the areas of the equilibrium shape and need to be multiplied by a 

geometrical factor to the spherical areas.  For example, the shape of the vacancy cavities in Si 

and Ge are octahedral. The shape of the vacancy cavity is obtained by drawing a Wigner-Seitz 

surrounding the vacancy atom.  The geometrical factor of 1.18 is determined by equalizing the 

spherical volume to the vacancy cavity volume [89].   
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5.2.2 Surface plasmon theory to determine EFG [90] 

When a surface is newly created inside a material due to the collective motion of the 

electrons, the surface energy defined as EFG arises.  According to this theory, when a separation 

occurs by splitting the crystal by a distance, ‘d’  a pair of surface modes have been created from 

the bulk material defined by longitudinal plasmon frequency HI  and a transverse plasmon 

frequency H? .  The motion of the collective modes whose direction is defined by a wave vector 

‘k’, is parallel to the surface. Now when the two created surfaces are further pulled off to an 

infinite distance, there is asmall adhesion energy to replace the new bulk modes.  The above 

phenomenon is illustrated in Figure 5.1.  Hence the metallic contribution to the surface energy is 

given by the following expression 

 EFG �  √� �**KL MHNOP�  � QRF�
S �3

                                                                                       (5.2) 

where ‘HN’ is the bulk plasmon frequency and OP is the surface plasmon cutoff wave vector and 

Q is the universal constant, and RF is the density parameter and is  given by the following 

equation 

                 RF   �  T �8LU* �3 T V,WU* �3
                                                                                                    (5.3) 

where $ is the volume of the unit cell which has 4 atoms and X is the number of free valence 

electrons. 

 

Figure 5.1 Dispersion relation for bulk solid with two branches of surface plasmon modes   
showing how the surface energy changes before splitting the crystal into two and after with 

respect to the plasmon modes [90]. 
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5.2.3 Penn-Philips Model to determine Eb [89, 91-92] 

The enthalpy of a semiconducting phase relative to the jellium model reference will be defined 

as the heat of bonding (Eb).  The jellium- metal reference state is a good choice when we 

approach the study of semiconductors from the nearly–free electron approximation. Hence to 

calculate Eb we use the isotropic - Penn – model which is a highly simplified approximation of a 

semiconductor, where the true electronic band structure and Brillouin zone are replaced by a 

spherically symmetric structure and zone with a symmetric band gap, EY as shown in Figure 

5.2.  EY is adjusted such that the optical dielectric constant,  approaches the band gap in the 

long wavelength limit and is given as follows. 

              Z' � 1 �  [\]^;_ `� a1 	 b � *� b�c                                                                                  (5.4) 

where HN  is the plasma frequency of the free electron gas and is equal to  [4e 4.�� f.3 `* �3
 

(f.  and � are the rest mass of the electron and its charge respectively).  B is given by the 

Equation 5.5, 

              b �  ;_8;g,hi                                                                                                                  (5.5) 

Where Ej,kG is the Fermi energy of a free electron gas or the jellium metal reference state 

having the same electron density as the valence electron density of the semiconducting phase.  
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Figure 5.2 Electronic band structure based on the Penn-Philips model showing the energy 
(Eg/4Ef) of the idealized semiconductor (shaded area) [89, 91-92]. 

 
The total energy of all occupied, valence band states of a semiconductor based on the 

Penn-Philips model which is referred to the heat of bonding (Eb) is always less than that of the 

jellium metal (Ejm) for which the band structure is a free electron parabola with the same bottom 

of band energy.  The crystal potential which produces the band gap pushes the valence band 

states below the energy of the free electron gas as it pushes the conduction band states above 

that energy, but only the valence band states are occupied.  If the bottom of the band energies 

is assumed to be same, the energy of the model semiconductor would be less than the energy 

of the jellium metal by the amount indicated in the shaded area of Figure 5.2.  Van Vechten [89] 

calculated the energy(heat of bonding) due to the opening of the band gap and the formation of 

the bonds exactly and analytically given by the following equation.  

                 E �  �  	Ej,kG l3b�n1 � lnnb 23 rr 	 4b�s                                                                 (5.6)                                                                         

5.3 Calculations of Wigner-Seitz radii 

 To calculate the surface energy and surface area of the vacancy cavity Wigner-Seitz 

radii should be determined first. Polyhedral structure of the cavity can be found by assuming 

there is no structural relaxation in the crystal structure during vacancy formation. Using the 

equations [5.7] ∼ [5.10], we solved Wigner-Seitz radii of Rt%&, Rt(  and Rtuvvv
 corresponding to Cu, 
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O and MIII atoms respectively by assuming that the ratio of the Wigner-Seitz radii is equal to the 

ratio of the ionic radii (IR) and the total volume of the unit cell is equal to the addition of all the 

Wigner-Seitz cells in the unit cell. 

                                      R�w�%&  /R�w�(  �  Rt%&  /Rt(                                                                                      (5.7) 

                                      R�w�uvvv  / R�w�( �   Rtuvvv  /Rt(                                                                                 (5.8) 

                             $  �   4%&$t%&  �  4($t(
  

 
       (for Cu2O)                                                       (5.9) 

                                    $  �   4%&$t%& �  4($t(   �  4uyyy$tuvvv
  (for CuMIIIO2)                                  (5.10) 

In the equations, $ is the volume of the unit cell, $tz is the spherical volume of the Wigner-Seitz 

cell for each atom, and 4z (x=Cu, O, {yyy ) is the number of the particular atoms in the unit cell 

of  Cu2O and CuMIIIO2. R�w�%& ,R�w�( ,R�w�uvvv    are the ionic radii of the Cu, O & {yyyions respectively. 

The structure parameters which include the lattice constants (a, c and u in units of Å), bond 

lengths, ionic radii (IR) and the total volume of the unit cells of Cu2O and CuMIIIO2 were taken 

from the X-ray diffraction data in the literature [96-98,86,77] and are compiled in Table 5.1.  

Table 5.1 Structural information of Cu2O and delafossites from the literature. 

 

*Notation in the table used for labeling delafossite compounds (DFC), 

CuInO2(CIO),CuCrO2(CCO),CuAlO2(CAO). 

 
*DFC 

Lattice parameters  
a(Å)     c(Å)       u(Å) 

Vol.(Å 3) 
 

Cu-O 
( Å) 

 
 

MIII-O 
( Å) 

 

Cu-Cu 
( Å) 

  

IR(Å) 
 

Cu 
 

O MIII 

CIO 
 

CCO 
 

CAO 
 
Cu2O 

3.29 
 

2.97 
 

2.86 

17.38 
 

17.10 
 

16.95 

0.105 
 

0.106 
 

0.109 

163.21 
 

130.72 
 

120.18 
 

1.84 
 

1.84 
 

1.86 

2.17 
 

2.03 
 

1.93 

3.29 
 

2.97 
 

2.86 

0.46 
 

0.46 
 

0.46 
 

1.38 
 

1.38 
 

1.38 

0.80 
 

0.61 
 

0.53 

4.27 77.85 1.85  
 

3.04 0.5 1.35  



The cubic structure of Cu2O shown in Figure. 5

the shape of the O vacancy cavity is a tetrahedron, 

shape.  The crystal structure of the delafossites is shown in Fig

vacancy cavities with the shape of a dodecahedron, 

respectively. 

 

Figure 5.3 Crystal structure of Cu
tetrahedron. Each atom is color
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O shown in Figure. 5.3 which includes Cu and O vacancy cavities 

the shape of the O vacancy cavity is a tetrahedron, and a Cu vacancy cavity has an octahedral 

he crystal structure of the delafossites is shown in Figure. 5.4 including Cu, M

the shape of a dodecahedron, an octahedron, and a tetrahedron

 

Figure 5.3 Crystal structure of Cu2O along with the vacancy cavities of Cu-octahedron and O
Each atom is color-coded (Cu - yellow; O- black). 

 

  

vacancy cavities – 

Cu vacancy cavity has an octahedral 

Cu, MIII, and O 

and a tetrahedron 

 

octahedron and O-



Figure 5.4 Crystal structures of delafossites along with the vacancy cavities of Cu
dodecahedron, O-tetrahedron and M

The calculated values of the defect formati

Table 5.2 along with their metallic contributions and covalent contributions of the total formation 

energies. The defect formation energies of the Cu vacancy is ranked as 

Cu2O<CuInO2<CuCrO2<CuAlO

since it is the major acceptor defect in the Cu

the introduction section. of V

the order of Cu2O<CuInO2<CuCrO

major factors which determine the 

unit cell.  Because VVCM predicts the area
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Crystal structures of delafossites along with the vacancy cavities of Cu
tetrahedron and MIII-octahedron. Each atom is color-coded (Cu 

black; MIII - grey). 
 

5.4 Results and discussion 

The calculated values of the defect formation energies of  ,  

Table 5.2 along with their metallic contributions and covalent contributions of the total formation 

energies. The defect formation energies of the Cu vacancy is ranked as 

CuAlO2 discussion will focus on the defect formation energy of V

since it is the major acceptor defect in the Cu-based oxides as mentioned in the earlier part of 

of VCu is of the order of Cu2O<CuInO2<CuCrO2<CuAlO

CuCrO2<CuAlO2 and the values are shown in the table.  

major factors which determine the are the size of Wigner-Seitz cell and the volume of the 

Because VVCM predicts the area-normalized  to be uniform throughout the 

  

 

Crystal structures of delafossites along with the vacancy cavities of Cu-
coded (Cu - yellow; O- 

 are shown in 

Table 5.2 along with their metallic contributions and covalent contributions of the total formation 

energies. The defect formation energies of the Cu vacancy is ranked as 

discussion will focus on the defect formation energy of VCu 

based oxides as mentioned in the earlier part of 

CuAlO2 and Eb is 

and the values are shown in the table.  The two 

eitz cell and the volume of the 

to be uniform throughout the 



 

63 
 

 

material with the free valence electrons governing the entire bonding, the larger the Wigner-

Seitz radii (WSR), the larger the surface area of the cavity and the bigger the energy is needed 

to create a vacancy.  For both Cu2O and delafossite, the Wigner-Seitz radii depend on the ionic 

radii of the Cu, O & MIII ions and as the size of the MIII ion decreases the lower the surface area 

of the cavity and as the volume of the unit cell gets smaller the AEs
m increases hence the order 

of metallic component thus obtained Cu2O<CuInO2<CuCrO2<CuAlO2. Hence our calculations 

showed that as MIII cat-ion size increases AEs
m decreases. 

Table 5.2 Calculated defect formation energies of vacancies in Cu-based oxides. 

In the previous section the dependence of the Wigner-Seitz radii, the volume, the 

surface areas of the vacancy cavity on the surface energy which is the metallic contribution of 

the total defect formation energy of the cavity was discussed.  The results obtained from the 

covalent contribution are discussed as follows.  This energy which is denoted by Eb called the 

heat of bonding is calculated using the isotropic-Penn model as discussed in the above section.  

Compound  VX 

 

∆∆∆∆Hf(Vx) 

(eV) 

AES
m 

(eV) 

A(Å)2  Es
m (1015 

eV/cm 2) 

(WSR) 

rw(Å) 

Eb (eV) 

 

 
 

CuInO2 

VCu 1.81 0.30 6.0 0.66 0.66 1.51 

VIn 2.54 1.03 15.64 0.66 1.05 1.51 

VO 5.52 4.01 60.76 0.66 1.79 1.51 

 
 

CuCrO2 

VCu 2.15 0.39 4.88 0.80 0.56 1.76 

VCr 2.42 0.66 8.33 0.80 0.75 1.76 

VO 6.03 4.27 53.45 0.80 1.69 1.76 

 
CuAlO2 

VCu 2.3 0.40 4.71 0.86 0.55 1.90 

VAl 2.43 0.53 6.21 0.86 0.65 1.90 

VO 6.33 4.43 51.56 0.86 1.66 1.90 

Cu2O 
 

VCu 1.40 0.40 8.33 0.49 0.75 1.0 

VO 4.78 3.78 74.38 0.49 2.03 1.0 



 

64 
 

 

The band gap Eg was calculated from the dielectric constant ε which was known from the 

literature and Fermi energy EF of the free electron gas. 

 As shown in the Table 5.3, the Eb values obtained from the calculations is the order of 

Cu2O<CuInO2<CuCrO2<CuAlO2.  The volume of the unit cell gets bigger as the size of the MIII 

cation in the delafossite compounds increases.  This might be due to the stacking of the MIII-O 

layers in the crystal structure making the volume bigger.  If volume of the unit cell gets bigger 

we obtain low Eg and EF values, since these values depend on the density of the free valence 

electrons as shown in the equations 5.4 and 5.5.  Higher contribution from the valence electrons 

interacting with the MIII cation gives a lower Eb value.  For Cu2O, since there is no MIII cation 

present and hence the volume of the unit cell is smaller than the delafossite compounds and the 

number of valence electrons is smaller and hence obtain low Eg and EF values.  From our 

calculations it clearly shows that as MIII cat-ion size increases Eb decreases in the order of 

Cu2O<CuInO2<CuCrO2<CuAlO2.   

Table 5.3 Calculated Eg and EF according to the dielectric constants from the literature [99-102] 

Compound  EF(eV) Eg(eV) Dielectric constant  | 

CuInO2 15.97 9.7 5.5  

CuCrO2 18.69 10.3 5.46  

CuAlO2 19.76 11.2 5.1  

Cu2O 12.47 6.32 7.11  

 

   The bond length between Cu atoms (Table 5.1) also is an important factor in 

determining the defect formation energies of Cu vacancies in delafossites.  It was observed in 

the previous work, Cu2O has a lower formation energy of Cu vacancy than CuAlO2 because 

three-dimensional Cu-Cu interaction in Cu2O makes it easier to form VCu compared to the two 

dimensional network of CuMIIIO2 [2].  This emphasizes that both the proximity of Cu atoms and 

the dimensionality of the Cu-Cu interaction affects the defect formation energies of Cu 
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vacancies in Cu2O and its derived compounds from our calculations. According to Table 5.1, as 

the size of the MIII ion increases, the Cu-Cu and Cu-O-Cu bond lengths increase and cause 

larger volume deformation, hence a higher chance of hole hopping via channels Cu-Cu or Cu-

O-Cu  The total formation energy of VCu which is a sum of AEs
m and Eb is of the order of 

Cu2O<CuInO2<CuCrO2<CuAlO2.  From our calculations as the size of the MIII ion increases the 

defect formation energy of Cu vacancy decreases.  The carrier concentration of Cu vacancies 

can be estimated from the defect formation energies and from our results the defect 

concentrations would be the order of Cu2O>CuInO2>CuCrO2>CuAlO2. Discussion on the hole 

mobilities in the delafossites can be further supported by the theoretical calculations.  The 

effective mass �f}� is given as follows 

              *G}�;�  �  *\~>  
;
�                                                                                                             (5.11) 

where E(k) is the band edge energy of the wave vector k, which can be obtained from different 

methods of LDA calculations.  Table 5.4 shows the hole effective masses of CuCrO2, CuAlO2 

[86], and CuInO2 [103]. They were calculated along [100], [010] and [001] directions.  The table 

particularly shows that CuAlO2 and CuCrO2 have relatively large hole effective masses along 

[001] compared to [100] and [010] while the effective masses along [100] and [010] directions 

are isotropic for all three compounds.  The authors of the studies, therefore, explained that the 

holes are expected to hop from Cu to Cu in CuCrO2 and CuAlO2 while the hole conduction in 

CuInO2 is likely to occur along the MIII
3O2 layer due to its low effective mass along [001] 

direction.  The mobility of CuInO2 is also expected to higher than those of CuCrO2 and CuAlO2 

due to its lower effective mass.  It’s an intriguing physical question why there is a huge 

difference in the effective mass along the [001] direction in those compounds as the 

theoretically calculated results only explain numerically.   
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Table 5.4 The theoretically calculated effective hole masses of CuInO2, CuCrO2, and CuAlO2 in 
the units of free electron mass along [100], [010] and [001] planes [86,103]. 

 

 

Recent work of Scanlon et al [86] discussed the order of degree of covalency between 

the MIII cation and oxygen in the delafossite compounds affect the conductivity properties.  

According to the local density approximation (LDA) studies in the literature [86, 103], the order 

of degree of covalency between the MIII cation and oxygen in the delafossite compounds 

presented in this study follows as, Cr-O < In-O < Al-O from their calculated Bader partial 

electron charges (Table 5.4).  As shown in the table, the charge of Cr, In, Al is +1.68, +1.83, 

+2.48 respectively and the charge for O of the three compounds are -1.10, -1.17 and -1.50 

respectively, which indicates Cr-O are less ionic than In-O and Al-O.  Al and O are most ionic 

among them, hence there is no major covalent mixing of the Al states with the O 2p states.   

Whereas Cr states have the highest covalent interactions with O 2p states in the valence band 

giving rise to higher carrier mobility CuCrO2 than the other compounds.  In-O are less ionic 

compared to Al-O according to the calculated charges.  The degree of covalency trend follows 

the experimental conductivity trend (CuCrO2>CuInO2>CuAlO2). 

 

 

 

 

 

Compound  m100 m010 m001 

CuAlO2 2.60 2.60 58.43 

CuCrO2 2.96 2.96 7.21 

CuInO2 3.22 3.22 0.68 
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Table 5.5 Bader partial electron charges for CuCrO2, CuInO2 and CuAlO2 calculated using LDA 
[86, 103]. 

 
                Compound  

Atom 
CuCrO 2 CuInO 2 CuAlO 2 

Cu +0.52 +0.50 +0.52 

MIII +1.68 +1.83 +2.48 

O -1.10 -1.17 -1.50 

     

So far from the previous work and VVCM calculations the parameters which define the crystal 

structure of Cu-based oxides affect the defect formation energy of Cu vacancy, carrier 

concentration of the holes, mobility and conductivity. 

           Since VVCM uses many approximations and depends mainly on the observed and 

theoretically calculated parameters like band gaps, lattice parameters, bond lengths and ionic 

radii, calculations of Cu vacancy defect formation energies in delafossite compounds and Cu2O 

are not really close to LDA calculations but follow the trend as shown in the Table 5.6 for 

comparison.    

Table 5.6 Formation energies of Cu vacancies in CuAlO2 [2], CuCrO2 [60], CuInO2 [61] 
calculated using LDA in comparison with the calculated results obtained in this study using 

VVCM. 
 

 

 

 

 

 

 

 

 

Compound  Formation energy of V Cu (eV) 

LDA VVCM 

CuAlO2 0.98 2.3 

CuCrO2 0.95 2.15 

CuInO2 0.49 1.81 
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5.5 Summary 

Using VVCM we calculated the defect formation energies of intrinsic defects in Cu-

based p-type delafossite oxides. We show that the size of the MIII cation plays a major role in 

determining VCu formation energies. The larger the ionic size the smaller the Cu vacancy 

formation energy observed and follows the order as [Cu2O (1.40eV) < CuInO2 (1.81eV) 

<CuCrO2 (2.15eV) < CuAlO2 (2.3eV)]. The individual contributions [the metallic(AEs
m) and the 

covalent (Eb)] in determining the total formation energy also have been affected by the size of 

the cation, since Wigner-Seitz radii and volume of the unit cell are the major factors in the 

calculation of metallic and covalent contributions respectively which depend on the ionic radii of 

the MIII cation.  The bond lengths between Cu-Cu are observed to affect the Cu vacancy 

formation energies from our calculations.  The larger the Cu-Cu distance the easier to form VCu 

and hence a low defect formation energy and follow the trend [CuInO2 (1.81eV) < CuCrO2 

(2.15eV) < CuAlO2 (2.3eV)]. We found higher formation energies for oxygen vacancies and 

hence do not contribute for the conduction due to their low concentrations. The defect formation 

energies for the other intrinsic defects is of the order of  $uvvv � $(  in all the delafossites 

depends majorly on the surface areas of the cavities. 
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CHAPTER 6 

CONCLUSIONS AND FUTURE WORK 
 

6.1 Conclusions 
 

Two main objectives in this research are to identify the chemical nature of the major 

intrinsic structural defects in Cu2O primarily using positron annihilation lifetime spectroscopy 

(PALS) and Doppler broadening spectroscopy (DBS) and to calculate the defect formation 

energies of intrinsic defects in p-type Cu-based TCO materials by employing Van Vechten 

cavity model (VVCM) in order to explain their electronic conductivities.  The defects play an 

important role in determining the majority carrier type, carrier mobility and its and its 

concentration.   

The strong presence of copper vacancy (VCu) and its clusters in copper oxides were 

identified using their characteristic lifetimes and was further supported by the analysis of 

Doppler broadening and photoluminescence measurement.  The difference observed in the 

DBS spectra of Cu2O and CuO also revealed the change in the momentum distribution of 

electrons participating in the positron annihilation between them, and it was systematically 

explained by the degree of hybridization between Cu 3d and O 2p states.  The S-W plot also 

confirmed that the dominant presence of Cu vacancies in the copper oxides.     

Persistent photoconductivity (PPC) observed in Cu2O has been a primary cause for the 

time-dependent instability of the electronic devices made of Cu2O and one classification of the 

theory has been explaining PPC using the dissociation of the vacancy complexes upon light 

exposure and their slow recovery.  Again, PALS and DBS were used in this study in order to 

identify the light-induced meta-stable vacancies.  For the first time in this field, we showed a 

direct evidence of the metastable vacancies using the positron lifetime analysis.  The increase 

in the defect population contributing to Cu mono vacancies after light radiation as compared to 
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before illumination showed that copper vacancy complexes dissociated under light.  The DBS 

showed no difference between the dark and the illuminated samples, indicating that the 

chemical identity of the dominant vacancies in the sample before and after illumination 

remained similar while its size spectrum could change upon light exposure, which further 

supported the dissociation of copper vacancy complexes under light  PALS also verified that the 

increase of the free electron density in the bulk of Cu2O upon light exposure had a minimal 

effect on the lifetime of positron and the change observed was mostly from the change in the 

size spectrum of Cu vacancies. 

In Cu-based delafossites, we identified VCu as the major acceptor due to its low 

formation energy – it had the lowest formation among other mono-vacancies and it was followed 

by the formation energies of VM
III and VO in order.  The MIII size effect on VCu formation energy 

was studied using Van Vechten cavity model (VVCM).  The calculation showed that  the larger 

the ionic radius of MIII cation is, the lower VCu formation energy is.  The calculation showed 

further that the bond length between Cu-Cu was another important factor, which affects the VCu 

formation energy in Cu-based delafossites.  The larger the distance of Cu-Cu is, the easier to 

form VCu in the delafossite compounds it becomes.  It should be noted though that, even though 

Cu-Cu distance in Cu2O is smaller than that of CuInO2, the formation energy of VCu in Cu2O was 

lower than CuInO2.  

6.2 Future work 

To confirm the theoretically calculated VCu formation energy in Cu2O, it is possible to 

calculate the concentration of Cu vacancies at different temperatures by analyzing the positron 

annihilation data obtained at those temperatures.  The experiments need to be designed to 

determine trapping coefficient using an individual reference method for Cu vacancies and 

eventually to determine positron trapping rate.  More experiments using PALS and DBS can be 

performed to see how the size of the vacancy and the vacancy concentrations vary in Cu2O to 

further support our existing results. This could be explored by measuring the positron lifetime 
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change as a function of temperature, since temperature can change the defect size and 

concentrations.  

Theoretical calculations of positron lifetime would further confirm our PALS results since 

lifetime values are mainly dependent on the statistics, the fitting of the spectrum, and several 

other instrument-related parameters including resolution, source and background correction etc.  

We could make a concrete estimate of defect concentrations of Cu vacancies and other intrinsic 

defects using vacancy formation energies from VVCM and compare with existing observed 

results. The defect formation energies of intrinsic defects using VVCM could be applied to other 

binary and ternary oxides including ZnO and In2O3 in order to study how their crystal structures 

affect the formation energies and VVCM is a simple way to estimate. Since VVCM is limited to 

few compounds with a particular electronic configuration for the covalent contribution of defect 

formation energies, a more generalized model of VVCM has to be developed which could be 

applied to other compounds.  The VVCM calculation can be also improved by designing 

experiments to measure the heat of bonding (Eb) from the actual material because the 

theoretical calculations of Eb performed in this study used the dielectric constant of the material 

off the literature, which, we think, might be a source of error in our calculations.  
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