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ABSTRACT 

 

ACCELERATED SIMULATION OF SUPERCAPACITORS USING ORDER REDUCTION 

TECHNIQUES AND WAVEFORM RELAXATION METHODS  

 

FATIH CINGOZ, MS 

The University of Texas at Arlington, 2011 

 

Supervising Professor: Dr. Ali Davoudi 

Supercapacitors are promising energy storage devices due to their capability to deliver 

high peak current and to capture a huge amount of energy in a short time with very low internal 

power loss. They are candidate component to be used in as a secondary energy storage device 

in hybrid electric vehicles (HEV)). Precise model development and accelerated simulation 

environments are needed to minimize the design time (and subsequently the product-to-market 

time) and minimize the hardware redesign and retrofit.   

Transmission line and RC parallel-branch equivalent models show relatively higher 

accuracy in predicting the dynamic behavior of the device. They also have shown features such 

as easy parameter identification from experimental data and easy adaptation to other system 

simulation tools. However, these circuit models have higher order compared to the other existing 

equivalent circuit model, and are computationally intensive.   

This thesis provides an extensive characterization analysis for a commercialized 

supercapacitor by means of electrochemical impedance spectroscopy (EIS). Based on the EIS 

measurements, the circuit parameters for both circuit models (RC parallel-branch and 

transmission line models) have been extracted and validated.  First, the performance of the 
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order reduction techniques, when applied to high-order RC parallel-branch models, has been 

investigated. It has been shown that the high-order RC parallel-branch models, which show high 

accuracy in dynamic behavior of the supercapacitor, can be effectively reduced to low order 

models. The reduced-order models can be computed faster without compromising the model 

accuracy. Then, the features of the transmission line model of supercapacitor have been 

exploited by one of the waveform relaxation methods, which is an iterative method used for 

solving differential equations, in order to obtain fast time-domain simulation of supercapacitor. 

These aforementioned studies have been performed using numerical simulation and hardware 

measurement.  
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CHAPTER 1 

INTRODUCTION 

1.1 Background and Discussion  

In contrast to the conventional vehicles, Hybrid Electric Vehicles (HEVs) have more 

electrical components such as AC motors, DC/AC power converters, embedded supervisory 

controllers, Energy Storage Units (ESU), etc. Among these, ESU requires deep consideration in 

the design procedure since it plays a key role in providing sufficient energy and power to sustain 

normal operation of the vehicle. This unit usually consists of fuel cell stacks, batteries, and 

supercapacitors. The ESU used in HEVs is basically expected to densely supply and absorb 

energy in the sudden accelerating and regenerative breaking instants, respectively. This 

expectation, if satisfied, can significantly improve the vehicle performance. In order to design 

such an ESU, a better understanding of the system requirements and dynamics during a test 

drive is crucial. Due to the sophisticated dynamic interactions among the electric components 

and the neeed of having interdisciplinary knowledge (interaction of mechanical and electric 

components), a suitable ESU design offers a challenging procedure. Furthermore, prototyping 

the whole system including supervisory controllers, converters and electric machines to test an 

ESU is difficult, costly, and time consuming. Therefore, modeling and simulation before 

prototyping and assembling are necessary steps toward optimizing the ESUs for size and 

weight.   

The ESU is expected to provide instantaneous high power and also sufficient energy 

with a long lifespan and long lifecycle in HEV applications.  It also needs to be charged fast 

enough to store as much energy as possible during regenerative braking. Since batteries are low 

cost and high energy dense, they are typically used in ESU as a primary energy storage device.
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Figure 1.1 Sample of electric power architecture in HEVs. 

 
However, the short lifecycle, slow charge and discharge rate, and low current capacity of the 

batteries limit their applications in HEV. These drawbacks have been recently alleviated by 

adding supercapacitors in ESU as shown in Figure 1.1. Compared to a battery, a supercapacitor 

has a longer lifecycle, higher efficiency, faster charging and discharging rate, and wider 

operating temperature range. Due to the fast charging rate of supercapacitors, the vehicle kinetic 

energy can be sufficiently absorbed and stored. Furthermore, since supercapacitors have much 

higher power density than batteries, they also can meet the high instantaneous power demand 

during acceleration while the batteries can usually provide power for the constant speed vehicle 

operation. This duty sharing strategy lengthens the lifespan of the battery and improves the 

vehicle performance [1], and at the same time it increases reliability of the ESU [2]. Table 1.1 

gives a detailed comparison of batteries and supercapacitors. 
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Table 1.1 Comparisons of supercapacitors and batteries [3] 

 Battery Super-capacitor 

 
Power   Density 

Energy Density 

Discharge Time 

Charge Time 

Lifecycle 

Efficiency 

Operating Temp. 

Safety 

Maintenance 

 
50-200 W/kg 

20-100 Wh/kg 

0.3-3 hrs 

1-5 hrs 

500-2000 

70-85% 

0
 o

C – 60 
o
C 

Good 

Good 

 
1000-2000 W/kg 

1-10 Wh/kg 

1-30 sec 

1-30 sec 

>500.000 

90-95% 

-40
 o

C – 70 
o
C 

Good 

Very Good 

 

Although battery and supercapacitor combination proposes remarkable advantages, it 

raises new challenges in the ESU design procedure including:  

 A proper control strategy is required to split the flow of power between the battery and 

the supercapacitor, and thus to effectively improving the battery life.  

 During charging and discharging stages, dynamic responses of both storage 

components need to be precisely investigated. 

 Size and weight of the storage components should be optimized in order to reduce the 

overall cost.  

ESU designers utilize simulators, such as ADvanced VehIcle SimulatOR (ADVISOR), 

Virtual Test Bed (VTB), and Power-train System Analysis, to overcome these aforementioned 

challenges. These simulation tools particularly allow users to observe and explore dynamic 

response of a complex interdisciplinary system with the help of incorporated circuit-based 

models used in the virtual modules [4]-[6]. Designers investigate the optimal control strategy for 

the ESU by observing the dynamic response of the storage devices at various urban driving 

maneuvers. As a result, the power controller, which is in charge of sharing the energy and power 

between the battery and supercapacitor, can be efficiently designed. Moreover, optimal values 

for battery and supercapacitor and the voltage leveling converters, connecting storage devices to 
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the internal DC bus (see Figure 1.1), can be designed easily to meet the power and energy 

requirements [7]. Therefore, one must notice that the optimal ESU design can be achieved when 

a precise battery and supercapacitor model is incorporated in the simulators. Due to the demand 

for precise equivalent circuit models, several models for supercapacitor and battery have been 

proposed [8]-[13]. 

1.2 Motivation and Objective 

The current profiles applied to supercapacitors in HEV applications comprise frequent 

charge and discharge pulses as investigated in [14] and [15]. During normal operation of a HEV, 

the supercapacitor bank repeatedly supplies charging and discharging current pulses in 

accordance to vehicle speed profile, which typically consists of stop-and-go micro-cycles [15]. 

This indicates that the supercapacitor covers much faster dynamics than the battery, and thus, 

this thesis has focused on equivalent circuit models for supercapacitor which can precisely 

model dynamic behavior of this component.   

Different models have been proposed for supercapacitor namely: classical RC model, 

three branch model, transmission line model, and RC parallel-branch model. Each model has its 

own advantages and disadvantages according to the specific operational considerations. The 

classical RC model of a supercapacitor is not feasible for characterizing the supercapacitor in a 

wide range of frequencies [12]. Three-branch model [13] shows good accuracy in a time range of 

30 minutes, but it is not appropriate for transient simulations since the parameters of the model 

are calculated though constant current tests [16]. RC parallel-branch model [18] and 

transmission line model alleviate the problems of the former models and is the best choice as far 

as simulating the dynamic behavior of supercapacitor is concerned. These models show high-

order properties due to their higher number of passive components. Accordingly, these models 

are computationally inefficient in simulations. Computational efficiency in ESU analysis is of 

concern since the design procedure is based on trial and error, and the users need to execute 

the models several times. Therefore, even a small improvement in simulation time is highly 
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desired by the designers. From general perspective, analysis of large supercapacitor packs 

requires highly efficient computational methods that also provide high accuracy. 

 In this research, since better understanding of the equivalent circuit models requires 

extensive knowledge of the electrical features of supercapacitors, this work first investigates 

fundamentals and the frequency analysis of supercapacitors.  Subsequently, the model order 

reduction technique is used to extract the low-order dynamic model of supercapacitors from the 

high-order RC parallel-branch model. In other words, the original high-order state-space model 

has been replaced by a low-order state-space model through the order reduction process. This 

process almost preserves the input-output relationship. The reduced order model shows an 

acceptable accuracy while significantly reducing the computational time in simulations. Second, 

this thesis also focuses on the waveform relaxation (WR) method to be applied to the 

transmission line model of supercapacitor. Computational speed-ups in simulations are obtained 

by developing algorithms for WR techniques, namely: circuit partitioning, time windowing, and 

scheduling. In general, the objective is to accelerate the execution procedure of the investigated 

models while the accuracy is kept within acceptable levels.  

1.3 Thesis Outline 

The rest of the thesis is organized as follows: Chapter 2 reviews the physical and 

electrochemical basics of supercapacitor technologies. In Chapter 3, first, electrochemical 

impedance spectroscopy (EIS) is used to characterize the input impedance of a commercialized 

supercapacitor within a wide range of frequency for different bias voltages. Then, based on the 

measured impedance, the existing equivalent circuit models will be extracted. In Chapter 4, the 

model order reduction techniques are discussed and applied to the validated high-order RC 

parallel-branch model. The Chapter 5 focuses on the accelerated simulation of the validated 

transmission line model using the waveform relaxation method. Finally, Chapter 6 provides the 

conclusions of this research and future directions.   
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CHAPTER 2 

OVERVIEW OF SUPERCAPACITORS 

2.1 Description of Supercapacitors 

For over a century, conventional capacitors have been only employed in low power 

applications such as memory backup supplies or analogue circuits due to their low capacitance. 

However, manufacturers have produced materials featuring high surface-area and low 

resistance. As a result, a unique energy storage device that capable of storing relatively higher 

energy in the form of electrical charge has been produced. Over the years, this storage device 

has been named by many manufacturers, which are: supercapacitors, dynacaps, gold 

capacitors, and electrochemical double layer capacitors [18], [19]. Throughout this thesis the 

term ‘supercapacitors’, which is mostly used trade name and settled by Nippon Electric 

Company (NEC), will be used.  

Supercapacitors are constructed of high surface electrode materials (e.g., activated 

carbon), and thin electrolytic dielectrics in order to boost up the capacitance value. As a result, 

supercapacitors show the ability to store larger amount of energy than conventional capacitors, 

while still preserving high power density characteristics of conventional capacitors. The Ragone 

plot, which represents a device’s energy and power capabilities, depicted in Figure 2.1, shows 

the most recent position of supercapacitor among the other storage devices. Compared with 

batteries, supercapacitors have longer lifecycle, higher efficiency, faster charge/discharge 

capability, and wider operating temperature range. Therefore, they have received a significant 

attention by many researchers for to be utilized in a variety of potential applications such as 

memory backup, quick charge, battery life improvement, and uninterruptable power supplies 

[20].  Recently, they are also used in a wide range of high-power applications such as advanced 
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transportation (e.g. HEVs, buses, and power-trains) and electric utility applications (e.g. 

stabilization, voltage regulation, and power factor correction of transmission lines) [21]. 

 
 

Figure 2.1 The Ragone plot of different energy storage devices [20] 
 

2.2 History of Supercapacitors 

The practical utilization of supercapacitors was first introduced in 1957, when General 

Electric Company (GEC) developed the first patented supercapacitor.  As shown in Figure 2.2 

(a), it is made of porous carbon electrodes modified based on a double-layer capacitance 

mechanism for electric charge [19]. Another patent for supercapacitor was placed by the 

Standard Oil Company (SOHIO) for practical applications in 1966. Figure 2.2 (b) illustrates the 

structure of supercapacitor patented by SOHIO. This company became unsuccessful in the 

commercialization of their invention and thus licensed the technology to NEC. In the following 

years, advanced supercapacitors featuring high internal resistance were produced by NEC and 

employed mostly in memory backup applications [18]. In 1978, the same company marketed the 

first supercapacitor products used as memory backup in computers. The manufacturing of 

supercapacitors accelerated after 1980, and many companies listed in the Table 2.1 [22] have 
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begun to market their products in various sizes and types. As an example of commercial 

supercapacitor, Figure 2.3 shows supercapacitors named ‘boostcap’ which is manufactured by 

Maxwell Company in USA. 

  

(a) (b) 

Figure 2.2 The supercapacitors produced by (a) GEC [23] and (b) SOHIO [24]   

 

 
Figure 2.3 A range of supercapacitor cells and modules sold by Maxwell Company [25] 
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Table 2.1 Current companies manufacturing supercapacitors 

Company Country 
Energy Storage and 

DC Voltage Ratings 
VDC /Cell 

ECOND Russia 40 kJ, 14 - 200 V modules 0.9 

Elit Stock Company Russia 50 kJ, 14 - 400 V 9 

EPCOS AG Germany 15 kJ, 2.5 V – 40kJ, 14 V 2.5-2.7 

ESMA Joint Stock Company  Russia 
20 kJ – 1.2 MJ, 14 V 

30 MJ, 180 V modules 
1.4-1.6 

Maxwell Technologies Inc. USA 8 kJ, 2.5 V 2.3-2.5 

NESS Capacitor Company Korea 18 kJ, 2.7 V 2.5 – 2.7 

NEC Tokin Japan 8 kJ, 14 V 0.9 

Okamura Laboratory Inc.  Japan 
1350 – 1500 F, 2.7 V 

35 F, 346 V, 75 F, 54 V 
2.5 – 2.7 

Panasonic Japan 6 kJ, 2.5 V 2.5 – 2.7 

Saft France 10 kJ, 2.5 V 2.5 – 2.7 

2.3 Principles of Supercapacitors 

Due to the operation similarity of conventional capacitors and supercapacitors, in this 

section the operation principles of electrostatic capacitors will be briefly reviewed. Basically, 

electrostatic capacitors are made of two parallel metal electrodes (also known as conducting 

plates) separated by a dielectric (e.g., air, paper, polyester, oxide, vacuum, etc), as shown in 

Figure 2.4.  

 
 

Figure 2.4 Simplified structure of electrostatic capacitor 
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Once the capacitor is subjected to an electric potential across the electrodes, electrons 

start flowing and an electrical charge accumulates on both the positive and negative electrodes. 

In case of removing the potential, the energy is discharged only if there is a physical connection 

between the conducting plates, otherwise the capacitor remains charged [26].  

The strength of dielectric, measured in volts per meter, plays a crucial role in 

determining the operating voltage of the capacitor. The strength of dielectric is determined by   

achievable maximum electric field without dielectric breakdown [26]. The dielectric strength 

depends upon the thickness and type of the material. High dielectric strength is always desired 

in order to achieve high capacitance value and maximum operating voltage of the capacitor. The 

capacitance value of the capacitor and stored energy is defined by the following equations:   

 

d

A

V

Q
C   (2.1) 

 
QVCVE

2

12

2

1


 
(2.2) 

where C  is capacitance in Farads, Q  is the charge in Coulombs, V  is electric potential in Volts 

across the conductors,   is the dielectric constant, A  is the surface area of the electrode, and d  

is the distance between electrodes. The power of the capacitor is given by  

 

R

V
P

4

2


 

 

(2.3) 

where the R  is the internal resistance. 

Supercapacitors accumulate the electrical charge inside the surface of electrode 

material soaked in the electrolytic solution. Since the supercapacitors are constructed of two 

electrodes separated by a porous membrane, an electrical layer is formed at each electrode-

electrolyte interface by the stored charge. This electric charge separation leads to the electric 

double-layer present.  In 1853, Helmholtz first described the electric double-layer model to study 

the capacitive properties of electrode/electrolyte interface. According to the model, each 

electrode/electrolyte interface consists of two monolayers, in which one forms on the positively 

or negatively charged electrode while the other is comprised of ions in the electrolyte [20]. With 
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the presence of the electric potential across current collectors, electrons begin to flow and 

accumulate on the negative electrode, which attracts the cations (positive ions) into the electrode 

surface to balance the charge. In the same way, the anions (negative ions) are attracted by the 

electron vacancies on the positive electrodes into the electrode surface to balance the charge. 

The division of accumulated ionic and electronic charge is the origin of the term ‘double-layer’ 

capacitor. Double-layer capacitance forming on both negative and positive electrodes is added in 

series to the total of capacitance of the supercapacitor [19]. A simplified cation accumulation on 

the electrode surface is illustrated in Figure 2.5. 

 
 

Figure 2.5 Simplified caution accumulation on the negatively charged electrode [19] 

 
When the electrical potential is applied across the current collectors, two layers are 

formed as the inner and outer layers, as shown in Figure 2.5. The inner layer (Helmholtz layer) is 

essentially made of non-conductive solvent molecules; the outer layer (diffused layer) is mainly 

made of solvated ions that are surrounded by the solvent molecules [27]. The separation d  

between the ions and the polarized electrodes is in the order of a few angstroms. The differential 

capacitance modeled by Helmholtz can be written as 

 

d

A
CH





4


  
 

(2.4) 

where C is the capacitance, A is the surface area,   is the relative dielectric constant, and d  is 

the thickness of the double layer. Helmholtz double-layer method has been found to be 

insufficient to model the double layer capacitance because it does not take the voltage and 
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temperature dependency of the capacitance into account. In 1900, another double-layer model 

was developed by Gouy and Chapman. Basically, these researchers have studied the 

capacitance dependency on the operating voltage and ionic concentration. The differential of 

Gouy-Chapman capacitance is described by  

 










RT

F

RT

c
AZFCGC

2

2
cosh

2 

 
 

(2.5) 

where A  is surface area,   is the dielectric constant, Z  is the ionic charge number,   is 

overvoltage, the voltage across the double-layer, c  is the density of the ions, R  is the gas 

constant, F  is the Faraday constant, and T  is the absolute temperature. Later in 1924, Stern 

improved the Gouy-Chapman model by adding a compact layer. Stern combined the both 

Helmholtz capacitance and diffused layer (Gouy-Chapman) capacitance in series connection 

[28], which leaded to the following double-layer capacitance expression:   

 

















GCH

s

CC

C
11

1

 
 

(2.6) 

2.4 Structure of Supercapacitors 

The functional components composing the basic structure of a supercapacitor are 

electrode materials, electrolyte solution, and separator. The basic structure of charged and 

uncharged supercapacitor is described in Figure 2.6. These components have a significant 

impact on the supercapacitor operation and performance.  A brief review of these components 

will be given in the following subsections. The interested reader can find comprehensive 

discussion of these components and their classifications in [29].    
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Figure 2.6 The basic structure of the supercapacitor modified from [19] 
 

2.4.1 Electrode materials 

The surface characteristics of the electrode materials considerably affect the double-

layer capacitance. The most widely used electrode materials in a supercapacitor are carbons, 

and metal oxides. As shown in Figure 2.6, electrodes are connected to current collectors, which 

are also enclosed with external metal leads to compose the negative and positive terminals of 

the device.  

Carbon is the most popular electrode material for supercapacitors due to its low price, 

high surface area, commercial availability, and high electrochemical stability. It is possible to 

have high-surface area of up to 2500 m
2
/g  with carbons in different forms such as glass, 

powder, fiber, foam, annotates and carbon aerogels [18], [29], [30]. One may assume that the 

specific capacitance can be increased proportionally as the surface area of carbon-based 

electrode is increased. However, this is not true because the surface area is not the only factor 

influencing the capacitance. The accessibility of the electrolyte ions to the porous electrode also 

has significant influence on the capacitance. If the pore size is kept very small to achieve high-

surface area electrodes, the mobility of electrolyte ions thorough the pores will decrease. Hence, 

manufacturing porous electrodes possessing very small pores will not increase the capacitance. 

Therefore, the pore size must be chosen according to the type of electrolyte solution in such a 

way that the ions can easily access to the deeper sides of the pores while keeping the surface 
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area in high levels. There is another tradeoff between energy and power density because of the 

size of the pores. The conductivity of the electrode material has a direct influence on power 

density, but it is inversely proportional to particle size. Although the small particles are desirable 

for higher capacitance they increase the internal resistance, which limits the power density. 

Power density can be increased with activated carbon electrodes possessing larger pores. On 

the other hand, this will decrease achievable charge storage due to reduced surface area [18].     

Metal oxides, e.g., RuO2 and IrO2, are also utilized as an electrode material in the 

supercapacitors. They were mostly used in electrode materials in early supercapacitors utilized 

for space and military applications [30] because of their high specific capacitance and low 

resistance, which resulted in very high powerful supercapacitors. For example, the US Army 

Research Lab has built supercapacitor cells with an energy density of 8.5 Wh/kg and a power 

density of 6 kW/kg [32]. These supercapacitors, however, are too costly and their nominal cell 

voltages are relatively low, typically around 1V [15].  

2.4.2 Electrolytes 

The type of electrolyte also has a significant impact on the characteristics of the 

supercapacitors. The achievable voltage of a cell depends upon the breakdown voltage of the 

electrolyte. As expressed in Equation (2.2), the cell voltage has a direct relationship with the 

possible energy density. Moreover, power density is dependent on electrolyte conductivity 

because most of equivalent series resistance comes from the electrolyte. The most common 

types of electrolytes are: organic and aqueous electrolytes.          

Organic electrolytes are the most attractive electrolytes due to their higher dissociation 

voltage. These electrolytes allow manufacturers to produce supercapacitors operable at voltages 

in the range of 2-2.7 [15]. However, organic electrolytes have a considerably high specific 

resistance, which limits the cell power. Compared to organic electrolytes, aqueous electrolytes 

have a lower breakdown voltage, usually 1 V, but they offer better conductivity [15]. Thus, the 

supercapacitors using aqueous electrolytes can achieve relatively higher power densities. As 

previously discussed, since the charge capacity of a supercapacitor depends upon the 
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accessibility of the ions to the pores on the surface of the electrode, the size of the ion and pore 

must be optimized to achieve the best pore size distribution. To summarize, the capacitance, 

energy density, and power density of a supercapacitor is greatly influenced by the type of 

electrolyte.  

2.4.3 Separator 

The separator is used to prevent the electrical contact between the two electrodes, but 

thanks to its porous structure, it allows ionic charge transfer. The types of the separators 

currently used in supercapacitors are polymer or paper separators, which can be utilized with 

organic electrolytes, and ceramic or fiber separators, which are usually used with aqueous 

electrolytes. For high supercapacitor performance, the separator must have high electrical 

resistance, high ionic conductance, and a small thickness [33]. 
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CHAPTER 3 

SUPERCAPACITOR CHARACTERIZATION AND MODELING  

3.1 Characterization of Supercapacitor    

The power analysis of HEVs under normal operation explores that frequent charge-

discharge pulses are mostly required within the short time durations of acceleration and braking 

[34]. As already mentioned, these discontinuous power requirements are met by supercapacitors 

within time ranges varying from a few milliseconds to tens of seconds. It is, therefore, significant 

to understand the dynamic behavior of supercapacitors in case of HEV applications. For this 

reason, researchers in the field of supercapacitors have followed different methodologies for the 

characterization of the supercapacitors in order to better understand the supercapacitor electrical 

behavior. These methodologies can be classified as constant power test, constant current test, 

voltamperometry test, and impedance spectroscopy test [34], [35]. Among these methods, 

impedance spectroscopy test is the most convenient, effective, easy and accurate method [34]. 

In this research, electrochemical impedance spectroscopy (EIS) test is performed on a 2 kF 

Maxwell supercapacitor and the results are given in this section. Experimental procedure for EIS 

is explained in subsection 3.1.1. Analysis of the measurements is discussed in subsection 3.1.2. 

Finally, voltage dependency is studied in subsection 3.1.3.  

3.1.1 Electrochemical Impedance Spectroscopy 

EIS is used for characterization of the electrochemical behavior of energy storage 

devices. It is an excellent tool for studying the frequency response of the electrode materials. 

The EIS measurements have been, therefore, performed by several researchers to characterize 

the electrode materials in batteries, supercapacitors and fuel cells [13], [17], [36]. During the EIS 

analysis, a frequency sweep is performed on the supercapacitor within a certain frequency 
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range. The test is carried out at various voltage levels in order to investigate the dependency of 

the dynamic behavior of the supercapacitor to operating voltages. 

   

(d) (c)

(b)

(a)

 
 

Figure 3.1 Test bench overview: (a) Metrohm Autolab PGSAT 302N (b) Current booster  
(c) Maxwell BCAP2000 supercapacitor (d) Laser thermometer 

 
The experimental test bench, shown in Figure 3.1, is set up and the data is recorded for 

a Maxwell Technologies BCAP2000, with nominal capacitance of 2 kF and rated voltage of 2.7 

V. In this experiment, the impedance data are recorded at different dc voltages varying from 0 to 

2.5 V and at the room temperature of 22 
o
C. A Metrohm Autolab PGSAT 302N with a FRA 

module and current booster is used to measure the impedance and charge the supercapacitor. 

In addition, a laser thermometer is used to measure the temperature. After biasing the 

supercapacitor at the desired level, a small amplitude ac voltage (typically 5 mV) 

 )sin()( 0 tUtU AC 
 

 

(3.1) 

is supplied to the supercapacitor. The resulting current amplitude and its phase are measured 

with respect to the applied voltage over a wide frequency range, from 10 mHz to 10 KHz. 

 )sin()( 0   tItI AC  
 

(3.2) 

These EIS measurements are then used to calculate the real and imaginary part of the 

impedance as shown by the following fundamental impedance equation: 
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3.1.2 Analysis of Impedance Spectroscopy Measurements 

Through the subsections of this chapter the impedance data recorded at the fixed dc 

bias voltage of 2.5 V and at a room temperature of 22 
o
C will be used to explore the 

characteristics of the supercapacitors. The experimentally recorded real and imaginary parts of 

the impedance are plotted as a function of frequency on a log-log scale in Figure 3.2. The results 

clearly show that the real and imaginary part of impedance changes as a function of frequency.    

The squares in Figure 3.2 show the experimental data for the real part of impedance. As 

can be seen, the series resistance reduces as the frequency decreases. For frequencies lower 

than 10 mHz, the real part increases substantially due to the self-discharge, which is the result of 

the leakage current and internal charge distribution [35]. Supercapacitors used in HEVs are 

operable during short time ranges; however the supercapacitors self-discharge is 

characteristically observed in the order of hours. Thus, the self-discharge characteristic is usually 

 
 

Figure 3.2 Imaginary and real part of  supercapacitor impedance as a function of frequency 
with bias voltage of 2.5 V and a temperature of 22 

o
C 
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not driven with detailed parameters in many dynamic circuit models particularly developed for 

vehicular applications.  

The frequency range between 10 mHz and 1 KHz gives the information on the 

equivalent series resistance (ESR). As the frequency reaches up to 1 KHz, the ESR slightly 

reduces down to its minimum value about 0.368 mΩ. This value represents the electronic 

resistance, eR , between the electrode and the current collector metal. The real part variation of 

impedance within the frequency ranges from 10 Hz down to 10 mHz is described by the 

electrolyte resistance, elR , inside the electrolyte solution. This variation can be justified by the 

fact that as the frequency decreases, ions can easily reach the deeper zones of the activated 

carbon pores, and consequently, their longer displacement within the electrolyte results in higher 

electrolyte resistance [29]. The characteristics of electrolyte resistance will be discussed in 

greater detail in subsection 3.2.1. Lastly, the supercapacitor inductance and parasitic inductance 

of all the connecting cables are responsible for the increase at frequencies higher than 1 KHz 

[36]. In HEV applications, the frequency range of the current profiles applied to supercapacitor is 

mostly between 10 mHz and 1 KHz, therefore the resistance variation at frequencies higher than 

1 KHz is unnecessary to model.  

The circles in Figure 3.2 represent the imaginary part of impedance obtained from EIS. 

The imaginary part can be evaluated based on the resonance frequency value, which has been 

found to be approximately 50 Hz. The investigated supercapacitor behavior becomes inductive 

at any frequency higher than 50 Hz and capacitive at any frequency lower than 50 Hz. The 

supercapacitor equivalent series inductance can be calculated in the high frequency range ( f

>50 Hz) with the following equation:  

 fZLs  2/)Im(
 

 

3.4 

Then, the double-layer capacitance value can be determined using the known inductance value 

in the following expression: 

  )Im(221 ZLffCdl  
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where sL is the inductance , f is the frequency, and Z is the impedance [7].   

3.1.3 Voltage and Thermal Dependence 

In contrast to the electrolyte capacitor, where the capacitance variation is linear 

regardless of voltage variation, the supercapacitor capacitance changes with bias voltage. As 

depicted in Figure 3.3, the imaginary part of the impedance decreases when the voltage level 

increases from 0 to 2.5 V. This result also indicates that the capacitance value of the 

supercapacitor increases when the bias voltage level is increased and reaches its maximum 

value at low frequency of 10 mHz.    

 
 

Figure 3.3 The imaginary part of supercapacitor impedance for different bias voltages vs. 
frequency 
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Figure 3.4 The supercapacitor capacitance as a function of voltage at 22 
o
C  

 
Figure 3.4 represents this variation with voltage levels varying from 0 to 2.5 V. The increase in 

capacitance can be explained by either the decrease of the distance separating the charges or 

the increase of the dielectric constant of the electrolyte [36]. The total supercapacitor 

capacitance can be simply expressed by the following equation: 

 )(0 VCCCsc 
 

 

(3.6) 

where the 0C  is the capacitance at 0V , and  )(VC  takes the capacitance variation into 

account. The precision in modeling can be improved by taking the capacitance variation into 

account. Moreover, the ESR slightly decreases with increasing voltage level as represented in 

Figure 3.5 
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The supercapacitors particularly used in vehicular applications are naturally exposed to 

different temperature levels. Therefore, it is also necessary to investigate the electrochemical 

behavior of supercapacitors under different operating temperatures to improve the preciseness 

of supercapacitor modeling. In the low frequency range of voltage disturbances, the ESR gently 

increases when the temperature decreases. Furthermore, the capacitance remains intact when 

the temperature changes [36]. 

 In conclusion, the capacitance depends only on the operating voltage, while the ESR 

depends on both operating voltage and temperature. In this research, the dependency of 

capacitance and ESR on the operating voltage has been studied. Regarding the dependency of 

the parameters on temperature, this paper only relies on previous studies due to the lack of 

necessary technical equipment. Therefore, the parameters of circuit-based models that will be 

investigated in the following chapters will be determined with the impedance data recorded at 

constant temperature of 22 
o
C.  

 

 

 
 

Figure 3.5 Measurement of the supercapacitor resistance at various bias voltages of 0.002, 
0.5, 1, 1.5, 2.0 and 2.5 V and a temperature of 22 

o
C 
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3.2 Modeling of Supercapacitor 

To design a well-optimized ESU for HEVs during simulation-based analysis, one needs 

an equivalent circuit model describing dynamic behavior of the supercapacitors precisely. For 

this reason, many researchers have devoted their studies to the equivalent circuit models of 

supercapacitor [7], [13], [17], [35]-[37]. These circuit- models are aimed to be integrated into the 

practical simulators in order to allow designers easily find the best control strategy for the ESU.  

3.2.1 Overview of existing equivalent circuit models 

The supercapacitors are constructed in such a way that the electrode-electrolyte 

interface is distributed in space with porous electrode materials in order to maximize the surface 

area. The electrolyte resistance and double-layer capacitance spread deeply into the electrode 

pores. As a result, instead of a single capacitor, which is charged and discharged in linear 

fashion, a theoretical model composed of nonlinear capacitors and resistors, as shown in Figure 

3.7, has been proposed [38]. Even though theoretical model helps to understand the physical 

phenomena, it is very complex for practical usage and includes many undetermined parameters. 

As shown in Figure 3.8, a classical RC model has been, thus, proposed for simplicity. It 

comprises three main parameters: a capacitor, dlC , an equivalent series resistance (ESR), and 

an equivalent parallel resistance (EPR). ESR and EPR model ohmic loss during charge-

discharge and the impact of the leakage current in the long term performance, respectively.. Due 

to its simple topology, it can be easily integrated into many systems and can be quickly 

simulated. Besides that, the parameter identification is relatively easier among the other 

equivalent circuit models. However, the classical RC model shows high accuracy only in low 

frequency applications. It is inadequate to model the supercapacitor behavior at high frequencies 

[12]. Therefore, more detailed circuit models displaying satisfactory accuracy in a wide frequency 

range have been proposed: three-branch model [13], transmission line model [37] and parallel 

RC model [17].  
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Figure 3.6 The supercapacitor theoretical model 
 

 

 

 

 

 

In 2000 Zubieta and Bonert developed a nonlinear three-branch circuit model for power 

electronic applications [13]. They incorporated a nonlinear capacitance, fC , varying as a function 

of terminal voltage to consider the bias voltage dependency of capacitance, as shown in Figure 

3.9. The charge redistribution in pore sections through the electrode-electrolyte interface is also 

considered by adding additional RC branches. These branches are determined in such a way 

that each has well different time constant. The first branch, which has much lowest time 

constant, models the fast charge- discharge behavior in the time range of few seconds. The 

second branch is referred as delayed branch and usually models the behavior over the range of 

few minutes. Lastly, the third branch, also known as slow branch, models self-discharge 

behavior for time longer than 10 minutes. In addition to the RC branches, a leakage resistor has 

been included parallel to RC branches to govern leakage current effect. The model displays 

 
 

Figure 3.7 The  supercapacitor  classical RC model 
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acceptable accuracy in time range of 30 minutes at voltage levels above 40% of the rated 

terminal voltage [13]. For longer time and lower terminal voltage, its simulation results do not 

match with measured data. In this research, for more precise analysis, we will utilize the 

equivalent circuit models developed based on the porous structure of the Supercapacitor: 

transmission line and parallel RC branch model. 

3.2.2 Porous Electrode Theory 

The porous structure of an electrode has significant effects on characteristics of the 

supercapacitor. An extensive analysis of the porous electrode has been first conducted by de 

Levie to explore the effect of porosity on the electrolyte resistance and double layer capacitance 

[37]. In 1963, the same researcher developed the Porous Electrode Theory. According to this 

theory, the impedance of a single pore in the electrodes is adequate to investigate the porous 

behavior if all pores on the electrodes are assumed to be identical, cylindrical, and not 

interconnected. Additionally, the total impedance on both porous electrodes is assumed to be 

the same. Figure 3.9 (a) and (b) illustrates the internal structure of supercapacitor and a small 

section of a porous electrode including ideal cylindrical pores, respectively. Considering the 

aforementioned assumptions, the impedance behavior of a single cylindrical pore of length l  

can be represented by homogeneously distributed electrolyte resistance elr
 
and double layer 

capacitance dlc . A single cylindrical pore of length l with distributed RC network is shown in 

Figure 3.9 (c).  

 
 

Figure 3.8 Three-branch equivalent circuit model of supercapacitor developed by Zubeta and 
Bonert 
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Figure 3.9 (a) A small structure of supercapacitor (b) 3-D visualization of ideal porous electrode 
(modified from [19]) (c) Distributed model of a single pore 

 

Assuming that elr  and dlc  are the electrolyte resistance and the double-layer 

capacitance per unit length    of the pore, respectively, the analytical expression of the pore 

impedance is calculated by linking the current ),( xti and the voltage ),( xtV  equations as 

following: 
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The resulting impedance is: 



 

27 

 
 lrcwj

cwj

r
Z eldl

dl

el
p  coth

..
 

 

(3.9) 

The local electrolyte resistance elr  and double-layer capacitance dlc  can be replaced with     

 lrR elel   (3.10) 

 lcC dldl 
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The resulting impedance of the pore is [37]:  
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Considering the limiting cases for 0  and   
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the Equation (3.9) can be simplified into the complex pore impedance at low and high 

frequencies as following in Equation (3.15) and Equation (3.16) : 
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(3.16) 

As also can be understood from the simplified Equation (3.15), in the low frequency band the 

impedance curve becomes perpendicular to the real axis, which implies the pure capacitive 

behavior. As the frequency increases, the impedance curve makes an angle of 45
o
 with the real 

axis (see Equation 3.16) and crosses the real axis at the resonance frequency. Two independent 

parameters ( sL and eR ) are also added to the porous impedance pZ
 
to model the inductive 

behavior and electronic resistance (also known as high frequency resistance) of the 

supercapacitor, respectively. Consequently, the equivalent circuit can be driven by the following 
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parameters: an inductance sL , an electronic resistance eR , pore impedance pZ . Figure 3.11 

depicts the equivalent circuit model of the supercapacitor.   

 
 

Figure 3.10 The equivalent circuit model based on the Porous Electrode Theory 
 

Based on the Porous Electrode Theory, two proposed equivalent circuit models, transmission 

line model and RC parallel-branch model, have been proposed.  

3.2.2.1 Transmission Line Model of Pore Impedance 

The simplest way to implement the pore impedance pZ  into the simulators is to use the 

transmission line topology from which Equation (3.12) has been calculated. Figure 3.11 shows 

the corresponding equivalent circuit model, namely transmission line model (TLM). TLM has 

been used for supercapacitor modeling in several applications due to following advantages: 

 It physically captures the distributed nature of the supercapacitor and takes into 

account both dynamic and longtime behaviors.  

 Experimental data can be easily fitted to its performance within a wide range of 

frequencies.  

 It can be easily adapted to other system simulation software tools to find numerical 

and analytical solutions [4]. 

 
 

Figure 3.11 The transmission line model of pore impedance 
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3.2.2.2 RC parallel-branch Model of Pore Impedance 

The RC parallel-branch model has been proposed by Buller based on the Porous 

Electrode Theory. Figure 3.12 illustrates the RC parallel-branch model. Buller simply used an 

alternative analytical representation of the pore impedance by employing the pulse response of

pZ . 
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With the pulse response of a parallel RC branch  
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The resulting parameters of the pore impedance can be written as 
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Figure 3.12 The RC paralel-branch model of pore impedance 
 

In addition to the advantages presented by TLM, the RC parallel-branch model displays 

faster convergence in simulations as well. The main difference between these two models is the 

different analytical representation of the pore impedance. In both circuit models, as the number 

of RC branches increases, they characterize the porous nature of the supercapacitor more 

precisely.  Accordingly, simulation results show a better agreement with the measured data. 

However, that results in higher order models displaying high computational cost in simulations. 
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In the following chapters, the order reduction techniques and waveform relaxation methods will 

be applied to high-order RC parallel-branch model and five-stage TLM, respectively.  
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CHAPTER 4 

REDUCED ORDER ANALYSIS OF HIGH-FIDELITY RC PARALLEL-BRANCH MODEL OF 

SUPERCAPACITOR 

4.1 Order Reduction Theory 

The order reduction process is used to simplify the complexity of high-order systems by 

replacing the original high-order state space with a lower-order space. In this way, systems can 

be easily controlled, efficiently optimized, and rapidly simulated. Several researchers have 

devoted their studies to the order reduction and model specification: Newton [39], Taylor [40], 

Euler [41], Lagrange [42], and Fourier published their work on model simplification and function 

approximation in 1704, 1715, 1755, 1759, and 1807, respectively. Pade’s PhD dissertation and 

his approximations were published in 1892 [43]. Lanczos [44], Arnoldi [45], Saad/Schultz [46], 

and Fletcher [47] developed their iterative methods, basics of moment-matching Krylov 

subspace techniques, in 1950, 1951, 1976, and 1986, respectively. Moore presented truncated 

balanced realization (TBR) [48] in 1981, and Glover published his well-known work on Hankel-

norm reduction [49] in 1984. Proper orthogonal decomposition was first presented by Sirovich in 

1987 [50]. Different classes of Krylov subspaces methods, explicit moment matching (asymptotic 

waveform evaluation introduced in 1990 [51]) and implicit moment matching (Pade via Lanczos 

introduced by Freund in 1993 [52] and Pade via Arnoldi introduced by Silveria in 1995 [53]) 

presently dominate the order-reduction realm. In the literature, order reduction techniques has 

been used to alleviate the computational intensity of high-fidelity magnetic equivalent circuit 

models and equivalent circuit models of supercapacitors [54]-[58].  

In this research, the model-order reduction techniques are only used as tools to extract 

the low order dynamic model of the high-order RC parallel-branch equivalent circuit model of 

supercapacitors. For this reason, the theoretical features of reduction techniques are beyond the 
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scope of this thesis. Among the linear reduction tools in the literature, only the most widely used 

techniques, Balanced-order and Krylov-subspace methods, will be examined and used 

throughout the thesis. Prior to the discussion of the investigated reduction techniques, this 

chapter first focuses on the analysis of the high-order equivalent circuit model and the derivation 

of the state space model.  

4.2 Analysis of High-Fidelity RC Parallel-branch Model 

In order to emphasize on the capability of handling higher frequency dynamics, the 

equivalent circuit model proposed by Buller has been renamed to high-fidelity model for the rest 

of the chapter. Based on the physical structure of the supercapacitor, the derived high-fidelity 

circuit model is shown in Figure 4.1, which can be also expressed by the following equation: 
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As already mentioned in previous chapter the parameters of the RC branches are identified by 

the following expressions.  
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In order to achieve an equivalent circuit model with validated parameters ( sL , eR , dlC  and elR ) 

the impedance spectrum data will be taken into account. Figure 4.2 shows the measured 

impedance data in Nyquist plane at the voltage level of 2.5 V.  

 
 

Figure 4.1 High-fidelity RC parallel-branch model of supercapacitor. 
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Figure 4.2 The Nyquist plot of the measured impedance of 2 kF supercapacitor at 2.5 V, 22 

o
C 

  
The unknown parameters can be determined based on the impedance spectrum data as 

shown in Figure 4.2. For the sake of the simple parameter identification, Equation (4.1) can be 

simplified by considering the limiting cases of the impedance curve. Also, as shown in Figure 

4.2, the impedance curve demonstrates perpendicular behavior to the real axis at low and high 

frequencies. Recalling Equation (3.15) for the low frequency band, Equation (4.1) reduces to  
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where LR , the total equivalent resistance of the supercapacitor at low frequencies, is defined  
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In high frequency band, using Equation (3.16), Equation (4.1) can be reduced to 
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As can be seen from Equation (4.6), the term including electrolyte resistance elR  is negligible at 

high frequencies and consequently the equation can be further simplified to the following 

expression: 
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(4.7) 

Thus, the electronic resistance, eR , and the series inductance, sL , can be easily determined at 

high frequencies. The elR can be determined with the known eR  at low frequencies by using 

Equation (4.5). The double-layer capacitance dlC can be calculated at low frequency of 10 mHz 

by recalling Equation (3.6) that has been derived in the previous chapter. In Figure 4.3 the 

measured impedance data is compared with the impedance predicted by high-fidelity model (60
th 

order). In the determined frequency range, the two plots perfectly match with each other.   

 

 
Figure 4.3 The bode plot of measured impedance and high-fidelity model impedance at 2.5 V, 

22 
o
C. 

  
The number of the RC branches determines the accuracy level of the equivalent circuit 

model. As shown in Figure 4.3, the high-fidelity circuit model shows better simulation results, 

which are in nearly perfect agreement with the measured data. However, the system becomes 

more complex, which leads to high computational cost in simulations. One solution to this 

problem is to reduce the system order by implementing order reductions techniques. The 

advantage of the reduction techniques is that a reduced circuit model displaying acceptable 

accuracy can be derived from the high-fidelity model. Figure 4.4 shows the overall process. First, 
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from the existing physical high-fidelity model, a high order state space model is derived. Next, 

the state-space model is reduced to a few dominant ODE’s. It will be shown that the reduced 

order model is in an acceptable match with the original model.  

 
 

Figure 4.4 Block diagram of model order reduction process. 
 

The state-space model of the high-fidelity circuit model, shown in Figure 4.1 is defined as 
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n  is the number of RC branches. The matrices DC,B,A, and in Equation (4.8) are  
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The transfer function of the system is defined as the input admittance of supercapacitor 
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Once the full order model is formulated, different order-reduction techniques can be 

considered to extract the low order model of supercapacitor. 

4.3 Order Reduction Framework 

The model order reduction will be utilized to reduce the order of the high-fidelity circuit 

model of supercapacitor. The standard state-space model of an equivalent circuit model can be 

presented by 
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A model order reduction process seeks to replace Equation (4.16) with a similar system with 

Equation (4.17) 

 
















ppp
r

np
rrrr

n
r

pn
r

nn
rrrr

r

dt

d

uDCu,DxCy

xBAu,BxA
x

,,~

,,

 
 

(4.17) 

The order of the reduced systems is, q  much smaller than the original order, n . Meanwhile, for 

the input, )(tu , the reduced-order model output, )(~ ty , closely resembles the original output, )(ty
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Likewise, transfer functions of systems in Equations (4.16) and (4.17) match for a given 

tolerance and frequency range  
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(4.19) 

The goal of order reduction is to find  rrrr DCBA in Equation (4.17) or )(srH  in Equation 

(4.19). 
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4.4 Balanced Order Reduction 

In the balanced order reduction technique the system is transferred to a base where the 

states are hardly reachable and observable. Later, those states or associated dynamics are 

truncated. This is done by changing the system coordinates such that the observability and 

controllability Gramian matrices are equal. The state vector of the balanced system is ordered 

based on the contributions to the input-output relationship (Henkel singular values). 

Subsequently, the last ),( qn state variables, or their dynamics, are eliminated for a given cut-off 

Henkel singular value. The variables  n  and q are the model order for the full and reduced order 

models, respectively. In the truncated balanced residualization (TBR) method, unimportant state 

variables are set to zero. In singular perturbation approximation (SPA) method [59], one may set 

the derivative of the “unimportant states” to be zero. Both methods rely on the information 

obtained from the controllability, cW , and observability, oW , Gramians    
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These Gramians are found by solving the following (dual) Lyapanov equations 
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Hankel singular values are extracted as the square roots of the products of eigenvalues of two 

Gramians 

 nieig oci ...1,)(  WW
 

 

(4.22) 

Hankel singular values contain useful information about the input-output relationship; the 

states with small singular values have a weaker effect on input-output relationships and most 

likely are less controllable/observable. Thus, states with smaller Hankel singular values can be 

removed. To accomplish this, one should use a change of coordinates to balance the system, 
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i.e., give it equal, diagonal Gramians. In particular, one may solve for a balancing transformation 

matrix T    
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This matrix then can be used to equate and diagonalize the Gramian matrices  
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 and to balance the state equations in Equation (4.16) by a change of coordinates 
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In the resulting balanced system, the full state vector is balanced and partitioned  based 

on state contributions to the input-output response (or corresponding Hankel singular values) 
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where 1x~  and 2
~x  are the state variables associated with significant and small Hankel singular 

values, respectively. As discussed previously, supercapacitors are modeled with the input 

voltage, inV , as the input variable,  u , and current, i , as the output variable, y . Thus one may 

have a partitioned system as   
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(4.27) 

From this point, one can use either the truncated balanced residualization (TBR) or 

singular perturbation approximation (SPA) approaches. In SPA, the reduced-order model is 

extracted by setting the derivative of the state variables with small Henkel singular values, 2x~ , to 

zero and modifying Equation (4.27) 
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The resulting reduced order model does not match at very high frequencies, but the dc-gain 

match between the reduced and full-order models is guaranteed [60] 
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In the TBR method, the reduced-order model is extracted by eliminating the state 

variables with small Henkel singular values, 2x~ , and truncating Equation (4.27) 
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The reduced and full order model transfer functions in Equation (4.19) do not match in DC, but 

converge to d  at a very high frequency 
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Error bounds for the thq order reduced model in the frequency domain can be calculated [61] as 
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TBR and SPA methods are projection-based and non-projection-based methods, 

respectively. Balanced order reduction method is appropriate for relatively small systems, e.g., 

less than 100 state variables. For large systems balancing and truncating the equations makes 

the reduction process computationally intractable.  

4.5 Krylov-subspace method 

Krylov-subspace methods are projection-based reduction techniques which basically 

project the higher order state space into a lower order space [62] - [64]. The state projection and 

order reduction can be written as  
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where W is the orthonormal projection matrix and is obtained from qth order Krylov-subspace 

by utilizing  the Arnoldi method [65], which is an orthogonal projection method.  
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where q  refers to the order of the reduced system, which is lower than the order of the original 

system, n . 

The construction of the one column of the projection matrix requires the iterative 

method. The iteration is initiated with the following normalized random vector 
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The rest of the columns in projection matrix are extracted using the following steps. First, an 

initial vector is selected for the 
thi column of projection matrix in the first loop where for qi .....2  
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Second, the orthonormal vector is generated by using the Gram-Schmidt procedure. For this, an 

inner loop is built where for 1.....1  ik  
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Once the projection matrix is generated, the full-order state vector, x , can be projected into a 

lower-order state vector by a similarity transform  
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where rx is the reduced-order state vector. The Krylov-subspace methods give accuracy results 

only in narrow frequency ranges, but they are mostly used in many system reduction processes 

due to their computational efficiency [66]. Both balanced order reduction (TBR and SPA) and 
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Krlov-subspace methods are adopted to extract the low order model of a supercapacitor in the 

following case studies. 

 

 

4.6 Case Studies 

A large parallel RC ladder structure is considered with the given circuit components and 

time constant values in Appendix A. The original model is of the 60
th
 order, and is numerically 

reduced to 4 dominant state variables using the balanced reduction techniques (TBR and SPA) 

and Krylov-subspace technique. Figure 4.5 shows the excellent agreement between input 

impedances predicted by both the full-order and reduced order model extracted by SPA method. 

As can be seen in Figure 4.6, the 4
th
 order reduced model extracted by TBR method also 

perfectly matches with the full-order model, but leads to a slight discrepancy at low frequencies (

f 0.1 Hz). In the case of the Krylov-subspace technique the 4
th
 order reduced model displays 

an acceptable accuracy for low frequencies, as shown in Figure 4.7; however, it begins deviating 

at frequencies higher than the resonance frequency, 50 Hz.  

It has been experimentally seen that the further reduced models (3
th
 or 2

nd
 order) 

extracted by all the reduction techniques investigated in this research do not have an acceptable 

match for practical usage.  Figure 4.8 displays the comparison of the 4
th
 order models reduced 

by all investigated reduction techniques. As already mentioned, since the supercapacitors used 

in vehicular power systems mostly function at the frequencies between 10 mHz and 1 KHz, the 

4
th
 order model extracted by the SPA method is the most suitable model. This reduced model 

can be used in simulation software tools in order to achieve acceptable results with less 

computational effort in simulations. As seen in Figure 4.9, the 4th order model reduced by the 

SPA is also compared with the 4
th
 order model that is extracted from the original model without 

any order reduction by using only two RC branches. It is clear that the 4
th
 order model reduced 

from the 60
th
 order model shows higher accuracy than the original 4

th
 order model, which proves 

the effectiveness of the adopted order-reduction method.  
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Figure 4.5 Frequency response of the supercapacitor impedance in 60

th
 and 4

th
 order models 

extracted by SPA method
 

 

 
 

Figure 4.6 Frequency response of the supercapacitor impedance in 60
th

 and 4
th
 order models 

extracted by TBR method 
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Figure 4.7 Frequency response of the supercapacitor impedance in 60th and 4th order 
models extracted by Krylov-subspace method 

 

 
 

Figure 4.8 Frequency response of the supercapacitor impedance in 60
th

 and 4
th
 order models 

extracted by: SPA , TBR, and Krylov-subspace methods 
 



 

44 

 
 

Figure 4.9 Frequency response of the supercapacitor impedance in 60
th
, 4

th
 models and 

reduced 4
th
 order model (by SPA method) 

 
In general, order reduction techniques simplify model formulation while preserving 

simulation accuracy. A high-order RC parallel-branch model (60
th
 order) is first set forth and then 

4
th
 order reduced models have been extracted using different numerical reduction techniques. It 

has been shown that among the reduction techniques used in this thesis, the SPA method is the 

most precise method for reducing the circuit-based high-order models. The accurate and fast 

simulation results can be achieved by using the extracted reduced model of the supercapacitor 

in simulation software tools in order to observe the dynamic behavior of the supercapacitor 

particularly operated in HEV applications.  
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CHAPTER 5 

ACCELARATED SIMULATION OF SUPERCAPACITOR USING WAVEFORM RELAXATION 

METHODS 

In this chapter, WR method and its implementation in TLM of supercapacitor is 

discussed. The advantages of WR method is efficiently exploited for TLM of supercapacitors for 

rapid simulation results. In the following sections, first, parameter identification and validation for 

the TLM will be introduced. Then, WR techniques are developed based on the characteristics of 

TLM. Finally, the efficiency of WR applied to TLM is demonstrated by simulating TLM via both 

WR and conventional methods and simulations results and improvements in speed is reported at 

the end. 

5.1 Waveform Relaxation Theory  

Waveform Relaxation (WR) is a family of iterative methods applied at differential 

equation levels. WR algorithms have been principally implemented in relaxation-based circuit 

simulators (e.g., RELAX, MOTIS, and SPLICE) to minimize the simulation time of transient 

response analysis in time domain [64]. WR method was first introduced by Lelarasmee in the 

early 1980’s to improve convergence speed of VLSI circuit simulation [67]. Later, it was used in 

fast-transient stability analysis of very large electric power systems [68]-[70]. Moreover, it has 

been used as a solution to 2-D transmission line problems [71]-[74].  The effectiveness of WR 

methods on fast time-domain simulation of power electronic systems has been also studied in 

[75]. In recent research, the WR method has been efficiently used in modeling multiple coupled 

transmission lines [76], [77] and also as a solution to the large multi-3D subsystem 

electromagnetic problems [78]. These decoupled subsystems are then discretized by stiffly 

stable implicit integration methods (e.g., Backward Euler and Trapezoidal rule) as is usually 

adopted in the process in the  



 

46 

standard circuit simulators (e.g., SPICE). The set of discretized algebraic-equations 

corresponding to the subsystem is computed independently until satisfactory convergence is 

achieved for a given time interval of interest. In case of nonlinear dynamic systems, the Newton-

Raphson method is also employed to acquire approximated linear algebraic equations for the 

associated nonlinear algebraic equations. In the final step, Gaussian elimination is utilized to 

solve the set of linear algebraic equations [67]. The process is repeated until all differential 

equations corresponding to the circuit components are solved.  Interested readers can find the 

convergence proof and more detailed information about WR methods in [79]-[82].  As an 

illustration, Figure 5.1 shows the general circuit simulation procedure based on the Gauss-

Jacobi relaxation scheme and Backward Euler integration method.  
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Figure 5.1 Circuit simulation procedure using Gauss-Jacobi waveform relaxation method  

In this chapter, the Gauss-Jacobi WR method will be used to decompose the 

transmission line model (TLM) of supercapacitor into sub-circuits. When the Gauss-Jacobi WR 

method is applied to TLM of supercapacitor, it acquires faster convergence than conventional 

methods due to .the following advantages of WR over a conventional method. 

 In conventional methods, the integration time-step is chosen sufficiently small such that 

the fastest-changing variable in the circuit can be accurately calculated. The rest of the 
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circuit variables are forced to be discretized uniformly with the same integration time-

step. As a result, the simulation takes longer time due to unnecessary solution points for 

relatively slow variables. However, each differential equation corresponding to circuit 

variables can be independently discretized with maximum possible time-step by using 

WR method. Accordingly, the total number of solution points can be reduced for the 

state variables displaying slow response in time. In this way, the efficiency of 

computation can be improved significantly for the systems exhibiting multirate (time 

scale separation) property. The practical use of multirate computation is first introduced 

by Gear [81], [84] for the circuits equipped with components varying at different rates in 

the same time interval. Since the TLM has state variables changing at different rates 

over the same given time interval, this strategy can be easily adopted to reduce the 

simulation time of TLM. For instance, the variable corresponding to the inductor current 

in TLM is much faster compared to the other variables, such as capacitor voltages at 

different nodes. In general, whereas the multirate property yields unnecessary solution 

points in conventional methods, it can be easily exploited by WR methods to decrease 

the simulation time [85], [86].       

 Another significant advantage of decomposition achieved by relaxation is to exploit 

latency property of the waveform of the sub-circuit variables. The long periods where the 

value of the variable remains constant is referred as “latency” [87].  By the means of a 

mechanism detecting the latency behavior of the waveform, this latent period can be 

bypassed without any computation. In other words, computation only occurs at the time 

points when a variation in the waveform is observed. It is not possible to exploit this 

property in the conventional methods since differential equations are solved 

simultaneously. The latency property is mostly exploited in digital circuits and power 

systems where the latent periods take place frequently [87]. In case of TLM, the latency 

has not been exploited due to the continuous small variations at state variables during 

the transient response.  
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 Lastly, the convergence of the small algebraic equations describing the behavior of the 

sub-circuits is much faster than the convergence of the large algebraic equations 

corresponding to the whole circuit. The reason is that the execution time of the matrix 

solution of the algebraic equations increases super-linearly with the size of the problem 

[70]. The speed improvement due to this property can be considerable especially for 

large integrated circuits [75].  

5.2 Analysis of Transmission Line Model (TLM) 

The TLM is a widely used equivalent circuit model to accurately simulate the dynamic 

behavior of supercapacitors due to the properties reported in subsection 3.2.2.1. TLM is also 

advantageous in WR convergence because of following particular specifications: 

 TLM of supercapacitors inherently displays multirate behavior due to very low 

inductance value and different capacitance values at nodes.  

 The circuit variables mostly couple to a small number of other variables, meaning that 

they are not intensely dependent on one another.    

 It is not equipped with any feedback or floating component, which usually causes 

deceleration in the rate of WR convergence [67].  

Considering the aforementioned features, the WR method, if employed, can efficiently 

ensure rapid convergence of the model. As discussed in Chapter 3, the precision of TLM can be 

increased by adding as many identical RC branches as possible. However, this leads to the 

complex analytical expression which is not practical and computationally heavy for simulation. 

For the sake of simplicity, only a five-stage network with non-identical RC branches, as shown in 

Figure 5.2, has been used in this study. The parameters of the model are identified from the 

experimental data, which has been obtained via electrochemical impedance spectroscopy (EIS) 

as discussed in Chapter 3.   
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Figure 5.2 Five-stage TLM of supercapacitor  
 

The trial and error method has been used to fit the experimental data into the mathematical 

expression of the impedance of the network. The impedance of TLM is shown by the following 

expression: 
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(5.1) 

 

 
  

Figure 5.3  Frequency responses of the measured impedance of supercapacitor and the 
impedance predicted by TLM. 
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Figure 5.3 shows the perfect match between the measured impedance data and the 

impedance predicted by the five–stage TLM. In the following sections, the WR method will be 

applied to this five-stage TLM and the WR techniques will be developed based on the parameter 

values given in Appendix B.  

5.3 Discussion of Waveform Relaxation Techniques  

The most widely used techniques in WR, such as circuit partitioning, time windowing and 

scheduling, will be discussed in this section. These techniques play an important role in the rate 

of the WR convergence. The idea behind the techniques and their implementation aspects for 

TLM will be discussed. 

5.3.1 Circuit Partitioning and relaxation process 

The extracted TLM is divided into smaller sub-circuits by means of the Gauss-Jacobi 

relaxation scheme, so called circuit partitioning. Circuit partitioning allows the solution of the 

differential equations corresponding to the sub-circuits with their own maximum possible 

integration time-step. Despite this advantage, the WR methods may decelerate the speed of 

simulation if there are any strongly coupled variables solved in different sub-circuits. As studied 

in [64], these tightly coupled variables must be lumped and the associated differential equations 

must be computed together with the uniform integration time-step. Moreover, improvement of the 

rate of WR convergence depends on separating the fast and slow circuit variables accurately in 

order to integrate with maximum possible integration time-step. Therefore, in circuit partitioning 

process, one must first determine tightly coupled variables and realize the fast and slow circuit 

variables in order to have proper circuit partitioning. To do so, the participation factor scheme, 

which has been used by many researchers as automatic identification of the time responses of 

dynamic system variables [75], [88], [89] has been used to determine the tightly coupled 

variables and to realize the fast and slow circuit variables.  

The concept of participation factors can be defined over a linear, time invariant system 

which can be described by state space formulation of the TLM shown in Figure 5.2. The state 

space description of five-stage TLM is 
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where x  is the state vector,  A  is the system matrix. u  is the system input and B  is the matrix  

governing the impact of the input on the state variables. For the five-stage TLM model shown in 

Figure 5.2, the state vector, x , the input vector, u , and the matrices,  A , B , C and D are  
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The participation matrix indicates the contribution of the state variable on the 

eigenvalues of the system matrix, A  and can be described by the following expression:  

    
nnkikinnki vwp


  P
 

 

 (5.10) 

where kip  is the participation factor of the     state variable on the     eigenvalue and is defined 

as  the multiplication of     entry of the     right , kiv  and left eigenvectors , kiw  of system matrix 

A . Assuming iv  and iw  are the right and left eigen-vectors corresponding to the     eigen-

value, i , of  , the eigen-vectors are normalized as below [75]: 
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The participation factor clearly identifies the contribution of the      state variables on the 

    eigen-value. A state variable can be categorized as a fast (or slow) variable according to its 

contribution to any fast (or slow) eigen-value. If its participation factor in fast (or slow) eigenvalue 

relatively contributes more, it can be categorized as a fast (or slow) variable. Moreover, tightly 

coupled state variables can be identified by their close contribution to the same eigen-values 

[70].  

The participation matrix,   for the five-stage TLM of the supercapacitor can be found as 
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41.0257.0198.0073.0058.00
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056.0615.0009.0171.0151.00

011.0096.0583.0157.0163.00

00047.0528.00029.0

0000003.00029.1

  

(5.12) 

The system matrix of TLM has six different eigenvalues: 109761  , 2.35932  , 66.2383  ,

65.314  , 55.995   and 288.16  . The participation matrix indicates that Li has maximum 

contribution on the fast eigenvalue, 1 , while 
1Cv  and 

2Cv  are more active on the other fast 

eigenvalue, 2 . The rest of the state variables, 
3Cv , 

4Cv  and 
5Cv , are more active in the slow 

eigenvalues, 4 , 5  and 6 , respectively. The participation matrix,  , implies that {
1Cv ,

2Cv } are 

tightly coupled due to their significant contribution on the mutual eigen-values. However, Li is 

decoupled from the rest of the state-variables because it has its only contribution on the fastest 

eigen-value. Therefore, the first state variable is partitioned node-by-node. The first two and last 

three voltage nodes are grouped together as intermediate and slow sub-circuits. Figure 5.4 

illustrates the partition of the TLM based on the GJ relaxation scheme.  
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Figure 5.4 Circuit interpretation of GJ-WR applied to the circuit shown in Figure 5.2. 
 

As can be seen from the partition matrix,  Li  changes very rapidly compared to the other 

circuit variables. As already mentioned, the standard simulators using the direct integration 

methods define the integration time-step to ensure accurate and stable solution of the fastest 

state variable. An identical time-step is uniformly used to discretize the differential equations 

corresponding to the slow variables such as 
5Cv , which results in unnecessary solution points. 

With the circuit partitioning shown in Figure 5.4, integration time-step of the system of differential 

equations corresponding to sub-circuits can be determined independently based on the speed of 

the associated variables. In this way, each sub-circuit of differential equations can be integrated 

with its own maximum possible time-step, which results in a substantial decrease in solution 

points. 

The resulting decomposed sub-circuits can be expressed by the following equations, 
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 where, for 3,2,1i , i
i Rx   is the subvector of unknown variables allocated to  -th sub-circuit 

and k  denotes the number of iterations . Note that each decoupled sub-circuit is analyzed 

individually for the entire simulation time interval at each iteration. The previous iterations of 

decoupled sub-circuits are regarded as decoupling inputs to the sub-circuit currently being 
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solved. The decoupling inputs are updated at the beginning of the following iteration for each 

sub-circuit. For example, while solving the differential equation associated with state variable
1Cv  

, the decoupled variable Li , is treated as input and only updated at the beginning of the next 

iteration.   

After the proper circuit partitioning, any stiffly stable numerical integration scheme can 

be used to discretize the differential equations of the sub-circuits. For simplicity, the Backward 

Euler scheme has been applied to each sub-circuit. The relaxation process is also carried out on 

the set of differential equations corresponding to associated sub-circuits. As an example, the 

second sub-circuit, which consists of two state variables, 
22 Cvx   and 

33 Cvx  , will be 

investigated. The parameters of matrices   and   are assumed to be as follows. 
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By recalling the Equation 5.14, the resulting differential equations corresponding to the second 

sub-circuit is  
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As seen from Equations (5.18) and (5.19), the variables 1x  and 4x  have some coupling effects 

on the second sub-circuit. These variables are already known values from the most recent 

previous iteration. Thus, during the computation of the second sub-circuit for the entire given 

time interval, they are treated as decoupling inputs of the second sub-circuit. If we assume 
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56 

  ,][ 1
3

1
2

1
2

Tkkk xx  x  and 

 

 (5.21) 

 
,

3332

2322
2 










aa

aa
A

 
 

 (5.22) 

 Equations (5.18) and (5.19) can be reorganized as below 
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where 2x  is the subvector of unknown variables assigned to the second sub-circuit, 2A  is the 

system matrix of the second sub-circuit and  k
2

~u  is the subvector of decoupling inputs. The 

differential equations of the second sub-circuit can be discretized by the Backward Euler formula 

as  
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where h  is the step-size and is given by nn tth  1 . 1nx , nx are computed values at time 1nt

and nt , respectively. The resulting discretized set of algebraic equations can be expressed as  
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where ih  is the maximum possible step-size for intermediate sub-circuit (second sub-circuit). If 

Equation (5.25) is reorganized 
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By employing the same procedure, the set of algebraic equations corresponding to the first and 

third sub-circuits can also be derived as   
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where fh  and sh  are the assigned time-steps for fast and slow sub-circuits, respectively. The 

state vectors, system matrices and decoupling inputs are  
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The Equations (5.26), (5.27), and (5.28) are solved for the entire given time interval at 

each iteration. Iterations are carried out repeatedly until acceptable convergence is achieved. 

Although the acceptable convergence is achieved with fewer solution points thanks to the 

optimized time-steps, the iterative property of the WR method has some disadvantages. If the 

satisfactory accuracy requires much iteration, the convergence rate of WR will decelerate and 

also storage requirement for the waveforms will increase [67]. However, one can avoid this 

disadvantage using another technique, so called time-windowing, which will be discussed in the 

following subsection.    

In conclusion, a well-defined circuit partitioning scheme helps to efficiently exploit the 

multirate behavior of TLM. The basic idea is that all discretized set of algebraic equations are 

iterated with different step sizes in order to reduce the number of the solution points. One should 

note that in case of computing the tightly coupled variables in different sub-circuits, the 

simulation time increases due to the increase in the number of required iterations for satisfactory 

accuracy [83].   

5.3.2 Time Windowing and Scheduling  

Another technique used in WR is ‘time windowing’. Whereas the circuit partitioning 

technique breaks the circuit into sub-circuits based on the characteristics of the variables, the 

time windowing technique breaks the analysis time of a variable into specific small time intervals 

describing a part of the whole waveform. As investigated in [75], the iterative solution may give 

accurate results within a certain time interval, but not outside of that interval. It has also been 

experimentally observed that partial waveforms require less iteration to achieve certain accuracy 
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for small time interval. In this way, the number of required iterations can be minimized and, 

consequently, the convergence rate can be increased substantially. Moreover, time windowing 

also reduces the storage requirement for the waveforms [90]. This is because the less iterative 

solutions of partial waveforms require less memory space.  

In the literature, several types of time windowing techniques have been proposed: 

inherent time windowing, dynamic windowing, and fixed and adaptable time windowing [79]. In 

this thesis, the fixed windowing has been used due to its easy implementation. The size of the 

fixed window is set to be the step size of the slowest sub-circuit. Figure 5.5 illustrates the 

simulation process of both WR method and conventional method.   

 
 

Figure 5.5 The illustration of simulation process of (a)  implemented WR method and                
(b) conventional method.  

 

As seen from the Figure 5.5, the simulation interval ],[ 0 Tt  is divided into time windows, ],[ 40 tt ,

],[ 84 tt ,……, ],[ )1(4 Tt w  in which w  is the total number of time windows. It should be noted that 
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step sizes for sub-circuits are              . By choosing a small enough time window, it is 

ensured that one iteration produces an accurate solution for a time window. At each iteration, 

each sub-circuit is solved concurrently with its own maximum possible time step for the entire 

fixed time window. Whereas the conventional method updates the data at each new analysis 

time point, the WR method only updates the data at the beginning of the next time window.  This 

process is repeated until all variables are converged for the entire simulation interval. 

The sequence of the decoupled sub-circuits (or node-by-node decomposed variables) 

during simulation is another substantial concern affecting the speed of the WR convergence. 

The process of determining the simulation sequence of the sub-circuits is referred to as 

scheduling. As stated in [79], scheduling becomes strongly effective on the number of iterations 

whenever Gauss-Seidel relaxation is used in WR. The reason is that the waveforms of 

decoupled sub-circuits are solved sequentially by using the previously updated waveform for any 

given iteration. In WR methods based on the GJ relaxation scheme, the waveforms of decoupled 

sub-circuits are solved concurrently [67], [91]. Therefore, the scheduling has no effect on the 

speed of the GJ-WR method. 

5.4 Experimental Setup and Simulation Results 

To verify the accuracy of the extracted TLM of supercapacitor and to prove the efficiency 

of the WR method in computation time, an experimental setup was conducted as shown in 

Figure 5.6. The experimental setup is comprised of the supercapacitor (Maxwell Boostcap), a 

Lecroy 640Zi oscilloscope, a Lecroy voltage probe, a Lecroy CP150 current probe with rated 

current of 150 Amperes, and a Sorensen DCS40-75E DC power supply, whose rated output 

voltage and output current are 40 Volts and 75 Amperes, respectively. 

The electrical behavior of the supercapacitor during the charging state has been studied 

by connecting the output terminals of the power supply to the supercapacitor terminals. The 

current probe was used to measure the current drawn by the supercapacitor and the voltage 

probe was used to measure the voltage across supercapacitor terminals. The power supply was 

powered on in standby mode and then the output voltage and current limit of the power supply 
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were fixed to 2.5 Volts and 70 Amperes, respectively. After a few seconds, the start button was 

pressed and the data was recorded via oscilloscope.  

 
 

Figure 5.6 The experimental setup: (a) Lecroy 640Zi oscilloscope, (b) Sorensen DCS40-75E 
DC power supply ,(c) supercapacitor (Maxwell Boostcap), (d) Lecroy CP150 current probe, 

(e) Lecroy voltage probe 
 

The current was first limited to the pre-set value of 70 Amperes by the internal current 

limitation function of power supply. This is because the initial current would be more than a 

thousand Amperes if 2.5 Volts was first applied across the terminals of a discharged 

supercapacitor. In order to avoid this problem, the supercapacitor is first charged with the 

constant current of 70 Amperes until the voltage at the output terminal of the power supply 

reaches the preset value of 2.5 Volts. After this time, the operating mode of the power supply 

changed from constant current to constant voltage. Due to the current flowing through wires from 

the power supply to the supercapacitor, which have non-zero resistance, the voltage at the 

terminals of the supercapacitor were less than 2.5 Volts. Thus, the charging process continues 

with a current less than 70 Amperes, until the voltage at the supercapacitor terminals reaches 

2.5 Volts and the current through wires reaches zero. The voltage and the current of the 

supercapacitor are shown in Figure 5.6.  
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Figure 5.7 The experimental current and voltage measurement 
 

Simulations results for the TLM are presented here to demonstrate the computational 

advantages of WR techniques discussed previously. The WR method and the conventional 

method are used to simulate the transient response of input current,   . The simulations are 

carried out using MATLAB/Simulink run on a MacPro
®
 computer with dual six-core intel Xeon 

processor (2.93 GHz) and 64 GB of RAM. To achieve a high level of accuracy, a maximum 

allowable fixed time-step of      was uniformly used for all unknown variables in the 

conventional method, whereas the same step-size was only used for the fast sub-circuit in WR 

method. The decomposition of the TLM allowed the use of different time-steps for each sub-

circuit, which decreased the total computation time. The simulation of TLM using conventional 

method takes 130.2 seconds of CPU time, however, WR convergence only takes 58.3 seconds 

of CPU time. The comparison between the two methods proves that the convergence speed of 

WR is roughly 2.5 times faster than the convergence speed of conventional method. Figure 5.8 

shows the transient time domain simulation of    using conventional fixed-time step method 

(Backward Euler), and WR method with perfect matching. Note that the voltage data was used 

as input in simulations. It should be also noted that the simulation of the TLM with identified 

parameters via EIS analysis almost matches the experimental result.  
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Figure 5.8 Simulation results of the transient response of investigated supercapacitor using 
WR and conventional methods 

 
In conclusion, fast time-domain simulation of TLM describing the dynamical behavior of 

supercapacitor has been performed using the WR method. Experimental data obtained by EIS 

has been used to determine the parameter values for the TLM. Circuit partitioning and time-

windowing techniques have been applied to the TLM in order to develop a mathematical model 

for fast time-domain simulation of supercapacitor. It has been shown that the developed 

techniques accelerate the convergence speed by about 2.5 times without compromising the 

simulation accuracy.  
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CHAPTER 6 

CONCLUSIONS 

This thesis first investigates the characteristics of supercapacitor by employing the 

impedance spectrum analysis. Subsequently, parameter identifications and calculations have 

been conducted for equivalent circuit models of the supercapacitor, namely the RC parallel-

branch model and the transmission line model.  The frequency responses of the impedance 

predicted by the extracted circuit models have been compared with the measured impedance 

data to validate the accuracy. Due to the unique features of these circuit models, such as high 

accuracy, easy parameter identification, and easy adaptation to the simulation software tools, 

they can be efficiently utilized in specific simulation tools, e.g., VTB, ADVISOR, and PSAT, to 

model the dynamic behavior of supercapacitor during designing ESUs for HEVs. However, these 

models are computationally heavy in simulations due to their higher-order property compared to 

the other existing equivalent circuit models.  

In this thesis, different approaches have been applied to both circuit models to reduce 

the computation time with acceptable accuracy loss. In the first approach, different numerical 

order reduction techniques have been utilized to reduce a 60
th
 order RC parallel-branch model to 

the 4
th
 order model. Among the reduced 4

th
 order models, the reduced model extracted by the 

SPA reduction technique shows excellent matching with the experimental measurements. 

Consequently, the accurate and fast simulation results can be achieved by using the reduced 4
th
 

order model of the supercapacitor in simulations. In the second approach, the W R method has 

been used for numerical simulation of TLM of supercapacitor. Circuit partitioning and time 

windowing techniques have been properly developed to efficiently reduce the computation time. 

The simulation results show that the rate of WR convergence is approximately 2.5 times faster 

than the conventional method. 
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Since the sub-circuits partitioned by GJ relaxation scheme can be solved concurrently, 

parallel computation can be employed in multi-processor computers to improve the efficiency of 

the GJ-WR convergence. In this way, the convergence rate of WR method can be improved 

significantly.         
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APPENDIX A 
 

SUPERCAPACITOR DATA SHEET  
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                        BCAP2000 

Rated capacitance [F] 3,000 

Capacitance tolerance [%] 20 

Rated voltage [V] 2.7 

Maximum voltage [V] 2.85 

Maximum ESRDC (25°C ) [mΩ] 0.35 

Maximum power density  [W/kg] 14,000 

Maximum peak current [A] 1,600 

Specific energy density (2.5 V) [Wh/kg] 5.6 

Weight [g] 360 

Operating temperature range [°C] (-40) – (65) 

Storage temperature range [°C] (-40) – (70) 

Cycle life 1,000,000 

Lifetime (25 °C and 2.7 V ) 10 years 
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APPENDIX B 

 
CIRCUIT PARAMETERS 
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Parallel RC Ladder Model (60
th

 ORDER) 

Parameter Ls
 Re

 Rel
 Cdl

 

Value 36 nH 0.368 mΩ 0.312 mΩ 2050 F 

 
 

 

Five-Stage Transmission Line Model 

Parameter Ls R1
 

R2
 

R3 R4 R5 

Value 36 nH 0.396 mΩ 0.004 mΩ 0.032 mΩ 0.04 mΩ 0.08 mΩ 

Parameter C1 C2 C3 C4 C5  

Value 130 F 160 F 380 F 440 F 620 F  
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